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Coexistence and Dynamical Connections between Hyperchaos and Chaos in the

4D Rössler System: A Computer-Assisted Proof∗

Daniel Wilczak†, Sergio Serrano‡, and Roberto Barrio‡

Abstract. It has recently been reported [P. C. Reich, Neurocomputing, 74 (2011), pp. 3361–3364] that it is quite
difficult to distinguish between chaos and hyperchaos in numerical simulations which are frequently
“noisy.” For the classical four-dimensional (4D) Rössler model [O. E. Rössler, Phys. Lett. A, 71
(1979), pp. 155–157] we show that the coexistence of two invariant sets with different nature (a
global hyperchaotic invariant set and a chaotic attractor) and heteroclinic connections between
them give rise to long hyperchaotic transient behavior, and therefore it provides a mechanism for
noisy simulations. The same phenomena is expected in other 4D and higher-dimensional systems.
The proof combines topological and smooth methods with rigorous numerical computations. The
existence of (hyper)chaotic sets is proved by the method of covering relations [P. Zgliczyński and
M. Gidea, J. Differential Equations, 202 (2004), pp. 32–58]. We extend this method to the case
of a nonincreasing number of unstable directions which is necessary to study hyperchaos to chaos
transport. The cone condition [H. Kokubu, D. Wilczak, and P. Zgliczyński, Nonlinearity, 20 (2007),
pp. 2147–2174] is used to prove the existence of homoclinic and heteroclinic orbits between some
periodic orbits which belong to both hyperchaotic and chaotic invariant sets. In particular, the
existence of a countable infinity of heteroclinic orbits linking hyperchaos with chaos justifies the
presence of long transient behavior.
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1. Introduction. One of the most famous mathematical discoveries of the 20th century
was the establishment of chaos theory. Chaotic systems are highly sensitive to initial condi-
tions, having at least one direction of exponential spreading, while hyperchaotic behavior is
characterized by two or more spreading directions [44]. Due to the variety of practical fields
with models experiencing (hyper)chaotic behavior, many investigations have been conducted
to shed light on the analysis of these dynamical systems. In recent years, several computer-
assisted methods for proving the existence of chaotic dynamics for maps and flows have been
developed. They are often based on some topological tools like the Conley index [36, 39, 40]
or the Brouwer degree [60, 63] or smooth ones like the shadowing theorem [27]. In these ap-
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proaches, chaos is understood as a symbolic dynamics embedded in the full dynamics. Based
on theoretical results of the 1970s [3, 24], Tucker [48] was able to perform a computer-assisted
proof (CAP) of the existence of the Lorenz chaotic attractor and its mathematical structure
(the 14th Smale problem for the 21st century). In that paper a careful study of a normal
form field around the equilibrium combined with global analysis of the Poincaré map and the
cone field were used to prove that the Lorenz system admits a strange attractor which is also
a support of the unique Sinai–Ruelle–Bowen measure for the flow.

Another well-known dynamical system which exhibits complicated dynamics is the three-
dimensional Rössler system [45] that is given by the system of ordinary differential equations
(ODEs)

(1)

⎧
⎨
⎩

ẋ = −y − z,
ẏ = x+ by,
ż = b+ z(x− a).

Zgliczyński [60] proved that, for the original parameter values given by Rössler, i.e., a =
5.7, b = 0.2, a suitable Poincaré map is semiconjugated to the symbolic dynamics with a
nontrivial invariant set. Later, Pilarczyk [39, 40] gave a computer-assisted proof that, for
parameter values a = 2.2 and a = 3.1, several periodic orbits exist. Very recently, using
the method based on the Lyapunov–Schmidt reduction and the rigorous integration of the
third order variational equations it was proved [57] that, in the range of parameter values
a ∈ [2.83244, 3.837358168411], there exist two period doubling bifurcations connected by a
branch of period two (with respect to the Poincaré map) orbits. Besides, detailed numerical
studies have been done recently [7, 8] showing the global parametric phase space structure.

In the literature most of the computer-assisted proof results have been stated for three-
dimensional models. However, many practical problems (for example, in chemical systems,
neurology, electronic circuits, weather prediction, networks, and cryptography [13, 16, 19, 22,
34, 41, 46, 47]) have to be modeled by dynamical systems with more than three dimensions,
and some of them experience hyperchaotic behavior, a situation that cannot be given with di-
mension three. That is why a detailed study of four-dimensional (4D) and higher-dimensional
dynamical systems is required, as some tools of analysis for three-dimensional chaotic models
are no longer valid. Besides, the existence of more than one direction of spreading allows
the system to undergo a broader spectrum of bifurcations. Therefore, the analysis of hyper-
chaotic systems is more complicated, and the numerical study of these systems may be, in
some cases, not clear at all, giving quite frequently a confusing analysis about whether the
system is hyperchaotic or it has a different behavior [42].

The main goal of this paper is to explain the “noisy” simulations obtained in many studies
[42] and to give a CAP of some of the results about the coexistence of chaotic and hyperchaotic
behavior that generates long transient time behavior and, so, an evident difficulty for numerical
simulations. These transient behaviors are related to the existence of saddle invariant sets.
Chaotic saddles [30] are closed, bounded, nonattracting, chaotic invariant sets with a dense
orbit such that each point of the set has a stable direction and at least one unstable direction.
The skeleton that configures the invariant set is the infinite number of unstable periodic
orbits embedded in the saddle [17]. In the hyperchaotic saddles there are an infinite number
of unstable periodic orbits with two (or more) unstable directions.
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As a first step in the study in detail of that problem, we use another well-known system:
the 4D Rössler system [44] given by

(2)

⎧
⎪⎪⎨
⎪⎪⎩

ẋ = −(y + z),
ẏ = x+ ay +w,
ż = b+ xz,
ẇ = −cz + dw.

This system was used to introduce the concept of hyperchaos. For a wide range of parameter
values a certain Poincaré map of this system exhibits a strongly attracting invariant set with
two expanding directions and one contracting direction (and so it is hyperchaotic). In [32]
strong numerical evidence of the existence of symbolic dynamics on two symbols for the
ninth iterate of this Poincaré map was presented. In [55] a CAP of the existence of chaotic
dynamics and abundance of homoclinic and heteroclinic orbits between two periodic orbits
with two expanding directions in the 4D Rössler system was presented. This result gives a
mathematical proof of the existence of hyperchaotic behavior. The method utilizes topological
tools of the covering relations [63] with the cone conditions [28]. We remark that the study
of the existence of homoclinic or heteroclinic orbits is a much harder task than just verifying
the existence of symbolic dynamics, since it requires some tools guaranteeing convergence.

Note that in [12, 33] a strong numerical evidence of the existence of hyperchaotic sad-
dles in the 4D Rössler system was also presented, but the complete rigorous verification of
assumptions of the main topological theorem by means of interval analysis has not been done
previously in the literature.

The following list summarizes the main results concerning the system (2) proved in this
paper using CAP techniques for an open set of parameter values a = 0.27857, b = 3, c = 0.3,
d = 0.05:

• There exists an explicitly given trapping region B (Theorem 4.1).
• There exist six periodic orbits (see Figure 1). The orbits corresponding to the points

pi have a one-dimensional unstable invariant manifold, and those corresponding to
points qi have a two-dimensional unstable invariant manifold (Theorem 4.2).

• The maximal invariant set in the trapping region B contains three invariant sets, say
S1, S2, S3, on which the dynamics is Σ2 chaotic; i.e., it is semiconjugated to the
Bernoulli shift on two symbols (Theorem 4.5 and Corollary 4.6).

• S1 is a hyperchaotic set with two positive Lyapunov exponents (Theorem 4.5 and
Corollary 4.6).

• S2 and S3 are chaotic sets with one positive Lyapunov exponent (Theorem 4.5 and
Corollary 4.6).

• There is a countable infinity of periodic orbits of arbitrary large periods (every periodic
path on the graph presented in Figure 1 is realized by a periodic orbit) (Theorem 4.5).

• There is a countable infinity of heteroclinic/homoclinic orbits linking periodic orbits
inside each horseshoe, and a countable infinity of heteroclinic connections linking S1

with S2, S2 with S3, and S1 with S3. In fact, every finite and nonconstant path on
the graph presented in Figure 1 is realized by a homoclinic/heteroclinic connection
between periodic orbits at the beginning and at the end of this sequence (Theorem
4.5).
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Figure 1. Visualization of the types of dynamics resulting from Theorems 4.1 and 4.5. S1 is a hyperchaotic
invariant set; S2, S3 are chaotic invariant sets. They are linked by heteroclinic orbits.

We would like to emphasize that in order to obtain the existence of dynamical linking between
hyperchaos and chaos we had to extend the method of covering relations [63] to the case of
a nonincreasing number of unstable directions—Theorem 3.3. This is the main theoretical
result of this paper that can be applied to study other, perhaps higher-dimensional systems.

The above mentioned list of results concerning the Rössler system is a clear indication
that such phenomena occur in other 4D and higher-dimensional models.

This paper is organized as follows. In section 2 we present several numerical simulations
showing technical difficulties in locating different kinds of behaviors and attractors in the 4D
Rössler system, and we also show the global existence of a hyperchaotic invariant set. In
section 3 we recall the method of covering relations [63] and several computational topological
tools to make this paper more self-consistent. There we also prove Theorem 3.3, which is a
theoretical tool for numerical validation of the existence of heteroclinic connections between
periodic orbits of different types. In particular, it is used to prove the existence of a dynamical
link between hyperchaos and chaos in the 4D Rössler system. In section 4 we present the
main theorem about the 4D Rössler system, and in section 5 we give details of the CAP of
the coexistence of chaos and hyperchaos in the Rössler system.

We note that the existence of chaotic/hyperchaotic dynamics and abundance of homo-
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clinic and heteroclinic orbits is proved by means of interval analysis. The proof requires
the computation of rigorous bounds for a Poincaré map together with its derivatives. The
C++ program which realizes the necessary computations is available in the accompanying
supplementary material (M103920 01.zip [local/web 8.49MB]) and from [53].

2. Chaos and hyperchaos. In this section we present several numerical simulations that
show the coexistence of various types of behaviors in 4D differential systems, and we show
some of the difficulties in the numerical simulations. We will use, as a paradigmatic example,
the well-known 4D Rössler model [44], given by (2), where we fix the values of parameters
b=3.0 and d=0.05, and we allow changing the values of a and c.

In all the numerical simulations we use a Taylor series method as the numerical ODE
integrator (the free software TIDES [1, 2]) with variable order and stepsize. Note that this
method is quite robust and accurate, and it permits us to obtain multiple-precision results if
needed [10].

Our first question is related to the computational approach to classifying the different
behaviors. In numerical simulations a common way to detect chaotic/hyperchaotic behavior
is by calculating the Lyapunov spectra [4] of an orbit. If one of the Lyapunov exponents is
positive, the orbit exhibits sensitive dependence on initial conditions, and this is a standard
indication of chaotic behavior, while in the case of hyperchaotic behavior two (or more) Lya-
punov exponents have to be positive [44]. In Figure 2 we compute the Lyapunov spectra of
the 4D Rössler model with the method of Wolf et al. [58] at the parameter line c = 0.31
and changing a ∈ [0.263, 0.28]. In the pictures on the top we show the dependence of the
classification of the different detected behaviors in function on how we perform the numeri-
cal simulations. We consider five different approaches using different transient time Tt (time
interval before beginning to compute the Lyapunov exponents) and different integration time
Tc (real interval of computation of the exponents): t1: Tt = 0, Tc = 3000; t2: Tt = 3 · 104,
Tc = 3000; t3: Tt = 3 · 105, Tc = 3000; t4: Tt = 3 · 104, Tc = 15000; t5: Tt = 3 · 105,
Tc = 15000. Once we compute the complete Lyapunov spectra (in our case the four Lyapunov
exponents) we use them to classify the different orbits. In the studied line we show in the
figure with colored dots the different behaviors detected. A blue dot represents a limit cycle,
with maximum Lyapunov exponent λ1 = 0 and the others λ2,3,4 < 0; red for torus, λ1,2 = 0
and λ3,4 < 0; green for chaos, λ1 > 0, λ2 = 0, and λ3,4 < 0; orange for weak hyperchaos,
0.05 > λ1 > λ2 � 0, λ3 = 0, and λ4 < 0; gray for strong hyperchaos, λ1 > 0.05 > λ2 > 0,
λ3 = 0, and λ4 < 0. Note that we have differentiated the cases of having two positive Lya-
punov exponents (strong hyperchaos) with the case (weak hyperchaos) of having two positive
values but one of them quite small, λ2 � 0.

From the numerical simulations, we observe that the results have to be taken with care if
only one simulation is done. We observe that a sufficient large transient time Tt is necessary
for a correct analysis of the behavior, and this is more important than taking too large
integration time Tc. In this problem, and from our numerical tests, we observe that a good
selection, which ensures a good numerical simulation and an affordable computing time, is
Tt = 3 · 104, Tc = 15000 (that is, option t4) if a large set of simulations has to be done.
Note that other options, except t5, which gives slightly better results but with much more
computational effort, give in some regions an incorrect identification of the behavior of the

M103920_01.zip
http://epubs.siam.org/doi/suppl/10.1137/15M1039201/suppl_file/M103920_01.zip
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Figure 2. Top figures: Classification of detected behavior in function of Lyapunov exponents. Color code:
blue: limit cycle; red: torus; green: chaotic; orange: weak hyperchaotic; and grey: strong hyperchaotic behavior.
Each block uses in the computations different transient (Tt) and integration (Tc) times: t1: Tt = 0, Tc = 3000;
t2: Tt = 3 · 104, Tc = 3000; t3: Tt = 3 · 105, Tc = 3000; t4: Tt = 3 · 104, Tc = 15000; t5: Tt = 3 · 105,
Tc = 15000. Bottom: first three Lyapunov exponents computed using the t5 time environment.

system.

To see such a situation more clearly we show in Figure 3 two biparametric plots presenting
all Lyapunov exponents. This type of parametric plots has proved to be quite useful in the
location of different dynamical phenomena and global bifurcations in different systems like
the location of spiral structures in dissipative systems related to some homoclinic bifurcations
[7, 8, 9, 49], in the theoretical study of the chaotic region in mathematical neuron models [11],
in the location of stable regions far away from the escape energy in the classical Hénon–Heiles
Hamiltonian [6], and so on. Therefore, a biparametric plot has become a quite useful tool,
and so it is of great interest to study the most suitable way to perform it, and also the reasons
why in some circumstances we have to take care if we want to obtain suitable results. The
only difference in the simulations in Figure 3 is the different values used for transient time,
before, and integration time, during the computation of the Lyapunov exponents (cases t1 and
t4 in Figure 2). As in Figure 2 we have differentiated the cases of having two large positive
Lyapunov exponents (strong hyperchaos) with the case of having two positive values but
one of them quite small (weak hyperchaos). The colors in the figure determine the different
behaviors detected: white represents a stable limit cycle; blue torus; red chaos; green weak
hyperchaos; and brown strong hyperchaos. Therefore, we observe that in the biparametric
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Figure 3. Lyapunov exponents presented by biparametric plots showing periodic (limit cycles, LC), quasi-
periodic (torus, T), chaotic (CA), weak hyperchaotic (WH), and strong-hyperchaotic (SH) behaviors. (Left)
Tt = 0, Tc = 3000. (Right) Tt = 3 · 104, Tc = 15000.

plots a plethora of different behaviors are detected. Comparing both pictures, we can see
how the left picture is completely dominated by brown, representing hyperchaotic behavior.
Note that we have a “noisy” picture without giving a clear study of the real behavior. Even
so, there are behaviors that are not detected. For example, the existence of torus is not
signed throughout the study region (recently, it has been shown that the location of quasi-
periodic behavior or torus is of practical interest [29]). This situation appears also in most
of the simulations in the literature [42]. In contrast, in the right picture, wherein we have
used a suitable transient time, those structures that were hardly visible in the left picture
now appear in a clearer way and torus existence is correctly identified, but still some “noisy”
patterns appear. The first question is whether the left picture, at least, correctly identifies
the behavior of the system at the final integration time. In [12, 31, 51] the authors show
that algorithms to obtain Lyapunov exponents need some time before they detect the change
between the transient and the asymptotic behaviors. Therefore, if we want to classify the
behavior of the system at a fixed time, we must arrive at its asymptotic behavior before
starting the calculation of Lyapunov exponents. So, to classify the type of attractor which
controls the dynamics of the system, we have to consider a sufficiently long transient time. We
can see that the right picture of Figure 3 still shows “noise” so that higher transient and/or
integration time is necessary to get an absolutely clear picture. But, higher values provide
little improvement that is not worth the cost in computational time involved (note that using
the values of the case t5, a simulation with 500 × 500 points may last 189 days on an Intel
Core2 Duo E6750 @ 2.66GHz). This observation permits us to perform better simulations
of Lyapunov exponents, but in any case it does not provide a complete explanation of the
“noisy” patterns and why we need such a long transient time in this system.
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To study in detail what really happens, we focus our attention to a line,

c(a) = −3.3653 · a+ 1.23747,

in the biparametric picture (the straight line in Figure 3) because it crosses regions with all
the different behaviors detected in the model. In Figure 4 we show a bifurcation diagram
obtained computing the Poincaré section at { (x, y, z, w) ∈ R

4 | ẏ = 0, ÿ > 0 } and projecting
the results on the variable x. Note that we observe some of the familiar routes to hyperchaos,
like tangencies among the hyperchaotic saddle and a periodic orbit (fold bifurcations of limit
cycles) or smooth growing of the second Lyapunov exponent, as pointed out in [26, 33]. On
the bottom plots we show two projections of the attractors and the hyperchaotic saddle for
three parametric value sets (the same sets outlined in Figure 3). In the first point, A, the
system has one hyperchaotic attractor, whereas in the other two there are a hyperchaotic
saddle coexisting with a limit cycle, B, or a chaotic attractor of small size, C. In fact, from the
bifurcation diagram, we observe that close to the values of the parameters where the stable
limit cycle exists, there appears a small chaotic attractor via the standard period doubling
cascade, and in some cases it becomes smoothly hyperchaotic (weak hyperchaos) or it grows
suddenly to become a large hyperchaotic attractor (strong hyperchaos). A remarkable fact is
the global existence of a hyperchaotic invariant set along all the line. The existence of the
hyperchaotic invariant, sometimes as a global attractor and sometimes as a saddle structure,
is really observed along all the biparametric simulations of Figure 3. This invariant originates
a long transient hyperchaotic behavior and hence “noisy” simulations because, depending on
the transient time, we will only observe the global hyperchaotic transient behavior.

The existence of the hyperchaotic saddle in most of the parameter space gives rise to
several options in the creation or destruction of chaotic or hyperchaotic attractors. From
Figure 4 there is a clear tangent bifurcation in the disappearance of the large hyperchaotic
attractor around a ≈ 0.2732, maintaining later the hyperchaotic saddle and a stable limit cycle.
Afterwards, a complicated region appears, where invariant torus, chaotic attractors, and small
hyperchaotic attractors are created. In Figure 5 we study a magnification (zoom 1 area) of
Figure 4. In this figure, we observe from the picture on the top of the Lyapunov exponents
that the changes from torus, chaos, and hyperchaos are quite smooth and progressive, and the
Lyapunov exponents grow smoothly. When two of the exponents reach the zero value, some
regions of invariant torus are observed. Later, the first Lyapunov exponent grows, creating a
chaotic attractor, but note as the third Lyapunov exponent is smoothly growing in most of the
picture. When this value reaches a value close to zero, the second Lyapunov exponent grows
also, giving rise to a hyperchaotic attractor whose Lyapunov dimension [21] grows smoothly
(region with an interrogant in the picture denotes that the exact point where the hyperchaotic
attractor is created cannot be identified accurately, as the change is quite progressive in this
case). To explain this smooth change, several scenarios have been proposed in the literature.
In [26, 59] the authors argue that the chaos-hyperchaos transition is mediated by changes in
the stability of an infinite number of unstable periodic orbits (UPOs) embedded in the chaotic
attractor changing from having one unstable direction to having two. This coexistence in the
chaotic invariant set is responsible for the occurrence of nonhyperbolic behavior known as
unstable dimension variability (UDV) [38]. The onset of UDV is usually related to the loss of
transversal stability of an unstable low-period saddle embedded in the chaotic set, through a
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Figure 4. (Top) Lyapunov exponents showing periodic (limit cycles, LC), quasi-periodic (torus, T), chaotic
attractor (CA), hyperchaotic attractor (HA), and hyperchaotic saddle (HS) behaviors along the selected line in
the biparametric plot. (Middle) Bifurcation diagram projecting in variable x showing the attractors and saddles.
(Bottom) Projections of the different invariants (attractors and saddles) at three selected parameter values.
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Figure 5. Zoom 1 in Figure 4. (Top) Lyapunov exponents showing periodic (limit cycles, LC), quasi-periodic
(torus, T), chaotic attractor (CA), hyperchaotic attractor (HA), and hyperchaotic saddle (HS) behaviors along
the selected line in the biparametric plot. (Bottom) Bifurcation diagram projecting in variable x showing the
attractors. The interrogation mark denotes the region where the hyperchaotic attractor is smoothly created.

local bifurcation. In this paper we give some CAPs (see the next sections) of the coexistence
of these kinds of UPOs, and, moreover, we prove the existence of heteroclinic connections
among them establishing chaotic and hyperchaotic invariant sets. The changes in the way
these invariant sets are connected among them will give rise to the smooth changes in the
parameter space. We argue that the smooth change is due not only to the change of the
unstable directions of the UPOs embedded in the attractors but also in the inclusion by the
attractor of new invariant sets that have more unstable directions and that belong to the
hyperchaotic saddle.

Unlike what happens in Figure 5, in Figure 6 (zoom 2 area of the Figure 4) more sudden
changes occur. Moreover, in recent years several papers have focused their attention on
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Figure 6. Zoom 2 in Figure 4. (Top) Lyapunov exponents showing periodic (limit cycles, LC), quasi-
periodic (torus, T), chaotic attractor (CA), and hyperchaotic saddle (HS) behaviors along the selected line in
the biparametric plot. (Middle) Bifurcation diagram projecting in variable x showing the attractors. (Bottom)
Projections of the invariant torus and the chaotic attractor filling the area of the torus at two selected parameter
values. The point C denotes the point where the CAP proof is done in the next sections.

the existence of quasi periodicity (invariant torus) in coupled and high-dimensional systems
[5, 14, 29]. In fact, it is well known, from the seminal paper of Kaneko [25], that another
route to chaos and hyperchaos is the torus breakdown. In [25] he proposed a scenario in two-
dimensional mappings where the torus appears via a Hopf bifurcation, the shape of the torus is
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distorted and regions of frequency lockings increase, chaos appears through a period doubling
or a tangent bifurcation of some of the frequency-locked cycles, the Lyapunov dimension of
the attractor increases, and later two Lyapunov exponents take positive values. Some of these
phenomena are observed in the 4D Rössler model in Figure 6, where torus, chaotic attractors,
and hyperchaotic saddles are presented in regions where smooth changes in the Lyapunov
exponents are observed (due to changes in the UPOs foliated to the attractors or successive
joinings of more UPOs) but also some sudden increases (due to the tangent bifurcations). The
bifurcation diagram and the projections of the attractors at two parameter values in Figure 6
show that the chaotic attractors fill the region delimited by the invariant torus, as frequently
shown in the literature for maps [25].

The values used by Rössler [44] (a = 0.25, b = 3, c = 0.5, and d = 0.05) to show the
existence of hyperchaotic behavior and attractors are located in a region of robust hyperchaos
(on the upper-left part of the biparametric plots of Figure 3). This situation helped the proof
in [55] that the Poincaré map of the 4D Rössler model, for the previous values, exhibits chaotic
dynamics with an attractor possessing two expanding directions. This was the first appear-
ance in the literature demonstrating mathematically the existence of hyperchaotic behavior.
However, as we have remarked, along the selected line we may observe a plethora of different
behaviors. Where the hyperchaotic set is a saddle, it may coexist with a variety of other
behaviors depending on the specific values of the parameters. It is in this context where we
have selected one special point, C, where the CAP is done in the next sections.

The above numerical study shows the apparent existence of invariant sets with different
natures and how they generate the coexistence of regular, chaotic, and hyperchaotic behaviors.
This situation, together with the hypothesis of the global existence of a hyperchaotic invariant
set, forms a complete explanation of the difficulty of providing a clear study of the behavior
of these systems. Therefore, the rest of this paper focuses its attention on providing some
rigorous proofs of the existence of these behaviors at the selected parameter values via CAP
techniques.

3. Covering relations with decreasing nominally unstable dimensions. In the last few
years CAP techniques have been developed to study differentiable dynamical systems by in-
troducing topological analogues of a Markov partition [63]. Note that, if obtained, a Markov
partition represents a fundamental construction giving a rigorous coding to the orbits of the
system (symbolic dynamics). To that goal, one strives to subdivide a particular region of
the phase space into blocks which cross one another in a topologically consistent way under
iteration. We have in mind to use suitable topological objects to show that the underlying
dynamical system (in our case the 4D Rössler model) exhibits so-called topological horseshoe
generalizations of Smale’s horseshoe with two unstable directions coexisting with Smale’s
horseshoes with one unstable direction. That is, we want to prove the coexistence of hyper-
chaotic and chaotic behaviors. The presence of these horseshoes can be inferred from modeling
the dynamics by linear maps, which indicate hyperbolic-like expansions and contractions.

In [63] the authors introduced the notion of covering relations—a topological tool for
rigorous verification of the existence of topologically hyperbolic dynamics–like horseshoes.
The method, together with the cone condition criterion [28], is a powerful method for rigorous
validation of the existence of hyperbolic invariant sets and, in general, normally hyperbolic



368 D. WILCZAK, S. SERRANO, AND R. BARRIO

invariant sets [20, 52].
This notion has been extended previously in the literature to the case when the number

of stable directions of so-called h-sets along the orbit is changing [54].
In this section we propose another extension of this method to the case when the observed

nominally unstable dimensions are varying. This tool will be used to prove the existence of
heteroclinic linking between hyperchaos and chaos. To this end, we will change the definition
of covering relations from [63] slightly.

By Bn we will denote a unit ball in the maximum norm, i.e., Bn = [−1, 1]n.
Definition 3.1. An h-set N is a triple N = (hN , u, s), where
• u, s are natural numbers that stand for the dimensions of nominally unstable and stable

directions, respectively, and
• hN is a homeomorphism of Ru+s.

An h-set is a geometric object, a compact subset of Ru+s that is homeomorphic to Bu+s

via the homeomorphism hN . We will call this geometric realization the support of the h-set
N , and we denote it by |N | = hN (Bu+s). The subsets of the boundary of |N | defined by

N− = hN (∂Bu ×Bs),

N+ = hN (Bu × ∂Bs)

will be called exit and entrance sets, respectively. Although an h-set is just a geometric object,
the meaning of N± will become clear when we will use this notion in a dynamical context.

Note that the above definition is equivalent to that from [63]. In the original definition
the authors define an h-set as a set homeomorphic to the product of two unit balls Bu × Bs

in some norm. Here we just fix the maximum norm which has the nice property that the
Cartesian product of two balls in this norm is a ball in higher dimension, which simplifies
further considerations. In the definition below we will use a natural identification of Cartesian
products of sets with subsets of higher-dimensional spaces.

Definition 3.2. Let N = (hN , uN , sN ) and M = (hM , uM , sM ) be h-sets such that uN ≥
uM , and put n = uN + sN , m = uM + sM . Let f : |N | → R

m be a continuous map. We

say that the h-set N f -covers the h-set M , denoted by N
f

=⇒ M , if there is a homotopy
H : [0, 1] ×BuM

×Bn−uM
→ R

m and a linear map L : RuM → R
uM such that

H(0, ·) = h−1

M ◦ f ◦ hN ,(3)

H(1, x, y) = (L · x, 0) ∈ R
uM × R

sM ,(4)

H(t, x, y) /∈ Bm for t ∈ [0, 1], (x, y) ∈ ∂BuM
×Bn−uM

,(5)

H(t, x, y) /∈ BuM
× ∂BsM for t ∈ [0, 1], (x, y) ∈ Bn.(6)

The geometry of this definition is shown in Figure 7 (see also Figures 16 and 17 for its
realization into the 4D Rössler model). Observe that the above conditions imply that L must
be an expanding isomorphism with all eigenvalues out of the unit disc. If uM = uN , then this
definition coincides with that from [63] given just for a constant number of unstable directions.

The following theorem extends the applicability of the method of covering relations to the
case when the number of observed nominally unstable directions might be decreasing along
trajectories. Generically, we cannot get recurrence in this case, but it is still possible to obtain
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M
+

f(N− )

f(N− )

M
+

M−

f(N− )

M+

M−
M−

f(N− )

Figure 7. Illustration of covering relations with constant number of unstable directions (left) uM = uN = 1
and (right) uM = uN = 2. The image of entire set |N | is mapped across the set |M | without touching its
entrance set M+. Thus, it can be deformed by a homotopy to linear transformation of the ball Bu (left: B1,
right: B2) without touching M+ during this deformation. Moreover, the homotopy keeps the image of exit set
N− away from |M | in a topologically nontrivial manner; i.e., the image of the exit set N− is mapped outside
of the unit ball in hM coordinates in projection onto RuM .

Figure 8. Chain of covering relations with a nonconstant number of unstable directions. Theorem 3.3
guarantees the existence of a shadowing orbit for such a chain.

transit trajectories. The geometry of this case is shown in Figure 8 (see also Figure 18 for its
realization into the 4D Rössler model).

Theorem 3.3. Let Ni = (hNi
, ui, si), i ∈ Z, be a sequence of h-sets such that ui and si are

bounded. Let fi : |Ni| → R
ni+1, i ∈ Z, be continuous maps, where ni = ui+ si. If Ni

fi
=⇒ Ni+1

for i ∈ Z, then there exists a sequence {zi}i∈Z such that for i ∈ Z there holds that

zi ∈ |Ni|,

zi+1 = fi(zi).

Proof. The sequences {ui, si}i∈Z are bounded, and so we can set u = 1 + maxi∈Z ui,
s = 1+maxi∈Z si, and n = u+s. The number 1 is added just to avoid zero-dimensional cases.
We define an h-set M = (Id, u, s), a sequence of permutations (block transpositions)

σi(x1, . . . , xn) = (x1, . . . , xui
,
︷ ︸︸ ︷
xu+1, . . . , xu+si ,

︷ ︸︸ ︷
xui+1 . . . , xu, xu+si+1, . . . , xn),

and a sequence of mappings gi : |M | → R
n given by

σi+1gi

⎡
⎢⎣
x1
...
xn

⎤
⎥⎦ =

⎡
⎣
(h−1

Ni+1
◦ fi ◦ hNi

)(x1, . . . , xui
, xu+1, . . . , xu+si)

2(xui+1+1, . . . , xu)
0

⎤
⎦
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∈ R
ni+1 × R

u−ui+1 × R
s−si+1 ∼= R

n.

Note that the main dynamics is given by the mappings fi and we have added some artificial
expansion and contraction just to have a constant number of unstable and stable directions.

First, we will show that for i ∈ Z there holds that M
gi
=⇒ M . To this end, we define a

homotopy required in the definition of covering relation. Let Hi : [0, 1] ×Bui+1
×Bni−ui+1

→

R
ni+1 be the homotopy from the covering relation Ni

fi
=⇒ Ni+1, and let Li : R

ui+1 → R
ui+1 be

the corresponding linear mapping for this covering relation. We define

H̃i : [0, 1] ×Bn ∋

⎡
⎢⎢⎢⎣

t
x1
...
xn

⎤
⎥⎥⎥⎦ → σ−1

i+1

⎡
⎣
Hi(t, x1, . . . , xui

, xu+1, . . . , xu+si)
2(xui+1+1, . . . , xu)

0

⎤
⎦ ∈ R

n.

Since Hi(0, ·) = h−1

Ni+1
◦ fi ◦hNi

, we have H̃i(0, ·) = gi and (3) is satisfied for H̃i. We also have

H̃i

⎡
⎢⎢⎢⎣

1
x1
...
xn

⎤
⎥⎥⎥⎦ = σ−1

i+1

⎡
⎢⎢⎣

Li(x1, . . . , xui+1
)

0
2(xui+1+1, . . . , xu)

0

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

Li(x1, . . . , xui+1
)

2(xui+1+1, . . . , xu)
0
0

⎤
⎥⎥⎦ .

Hence, we have shown that there is a linear mapping L̃i : R
u → R

u such that

H̃i(1, x1, . . . , xn) = (L̃i(x1, . . . , xu), 0).

It is easy to check that the spectrum of L̃i is equal to the union of the spectrum of Li and
{2}, and therefore (4) is satisfied for H̃i.

We will check condition (5). Let us fix t ∈ [0, 1] and (x1, . . . , xn) ∈ ∂Bu × Bs. Thus
|xj| = 1 for some j ∈ {1, . . . , u}. If j ≤ ui+1, then from (5) we have

Hi(t, x1, . . . , xui
, xu+1, . . . , xu+si) /∈ Bni+1

,

and thus H̃i(t, x1, . . . , xn) /∈ Bn. If j > ui+1, then the absolute value of the jth component of
H̃i(t, x1, . . . , xn) is equal to 2, and thus H̃i(t, x1, . . . , xn) /∈ Bn. This proves that (5) holds for
H̃i.

Assume now that H̃i(t, x1, . . . , xn) ∈ Bu × ∂Bs. This is possible only if

Hi(t, x1, . . . , xui
, xu+1, . . . , xu+si) ∈ Bui+1

× ∂Bsi+1
,

which contradicts assumption (6) on Hi. Therefore, (6) holds also for H̃i.

Since M
gi
=⇒ M for all i ∈ Z, from [23, Corollary 8] there exists a sequence {yi}i∈Z such

that yi ∈ |M | and gi(yi) = yi+1 hold true for i ∈ Z. Put

zi = (hNi
◦ πi ◦ σi)(yi),
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where πi is a canonical projection onto first ni coordinates. Clearly, zi ∈ |Ni| and, by the
definition of gi, we have fi(zi) = zi+1, which completes the proof.

For self-consistency of this paper we will shortly recall the method of two-point cone
conditions introduced in [28] and extended to the periodic case in [55].

Definition 3.4. A quadruple N = (hN , u, s,Q) is called an h-set with cones if
• u, s are natural numbers,
• hN is a homeomorphism of Ru+s, and
• Q(x, y) = α(x) − β(y) is a quadratic form on R

u × R
s such that α and β are positive

definite.
Definition 3.5. Let N = (hN , u, s,QN ) and M = (hM , u, s,QM ) be h-sets with cones, and

let f : |N | → R
u+s be a continuous map. Put fN,M = h−1

M ◦ f ◦ hN . We say that N f -covers

M with cones if N
f

=⇒ M and for u, v ∈ Bn there holds that

QM(fN,M (u)− fN,M(v)) ≥ QN (u− v).

The geometry of Definition 3.5 of two-point cone conditions is shown in Figure 9.

fN ,M(QN
+
(u))

fN ,M(u)

QM
+
(fN ,M(u))

Figure 9. Geometry of two-point cone conditions from Definition 3.5. The positive cone attached to any
point u ∈ Bn is mapped into a positive cone attached to fN,M (u).

Remark 3.6. If f : |N | → R
u+s is smooth and the coordinate systems hN and hM are

diffeomorphisms, then the positive definiteness of the interval matrix

DfT
N,M(u)QMDfN,M(u)−QN
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for all u ∈ Bn implies that for u, v ∈ Bn the condition

QM (fN,M (u)− fN,M (v)) ≥ QN (u− v)

is satisfied. The positive definiteness of an interval matrix is an open condition and thus
suitable for rigorous numerics.

The next theorem gives us a tool for proving convergence of a (backward or forward)
trajectory to a periodic point.

Theorem 3.7 (see [62, Thms. 10, 12]). Let N = (hN , u, s,QN ) be an h-set with cones, and
let f : |N | → R

u+s be a continuous map. If N f -covers N with cones, then the set |N | contains
exactly one fixed point x∗ ∈ |N | for f .

Moreover, if f is a diffeomorphism on |N | and hN is smooth, then local unstable and stable
manifolds of x∗ defined as

W u
N (x∗, f) := {x ∈ |N | : ∀k > 0 f−k(x) ∈ |N | and lim

k→∞
f−k(x) = x∗},

W s
N (x∗, f) := {x ∈ |N | : ∀k > 0 fk(x) ∈ |N | and lim

k→∞
fk(x) = x∗}

are given by

W u
N (x∗, f) = {hN (gu(x), x) : x ∈ Bu},

W s
N (x∗, f) = {hN (y, gs(y)) : y ∈ Bs},

where gu : Bu → Bs and gs : Bs → Bu are Lipschitz functions. In particular, they are of
dimensions u and s, respectively.

Now we have all the mathematical machinery to come back to our problem, the 4D Rössler
system.

4. Rigorous results about the 4D Rössler system. The CAP study of the 4D Rössler
system was initiated in [55]. In that paper the existence of chaotic dynamics with two ex-
panding directions (hyperchaos) for the classical parameter values a = 0.25, b = 3, c = 0.5,
and d = 0.05 was proved. These parameter values are located out of the biparametric plot of
Figure 3, but the point is placed on the upper-left area, where a robust hyperchaotic behavior
is observed.

In this section we focus on the parameter values for which coexistence of various types of
dynamics is observed by giving details of the CAP of the coexistence of chaos and hyperchaos
in the 4D Rössler system. Moreover, we will also show that there is a dynamical link between
hyperchaotic and chaotic invariant sets, and this gives rise to a possible route of the smooth
transition from chaotic to hyperchaotic behavior.

Consider again the 4D Rössler system (2) with the parameter values a = 0.27857, b = 3,
c = 0.3, d = 0.05. In Figure 10 we plot the hyperchaotic saddle and the chaotic attractor that
generate the different dynamics for these parameter values (see Figures 3, 4, and 6). Note
that there is a large hyperchaotic invariant set with a saddle dynamics, which means that the
dynamics of the surrounding orbits spend some time close to it, but finally they go to the
chaotic attractor of a smaller size. We remark the differences with the case studied in [55],
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Figure 10. Two projections of the hyperchaotic saddle and of the chaotic attractor of the 4D Rössler system
at the parameter values a = 0.27857, b = 3, c = 0.3, d = 0.05.

where the attractor is a hyperchaotic attractor (very similar to case A plotted on the bottom
of Figure 4).

Let

Π = {(x, 0, z, w) ∈ R
4, ẏ = x+w < 0}

be a complete Poincaré section [18], and let P : Π → Π be the associated Poincaré map. In
Figure 11 we show (x, y) projection of a typical trajectory of (2) and the Poincaré section.
Due to its definition, to describe points on section Π we will use (x, z, w) coordinates only.

The first question to prove is the existence of a trapping region B of the Poincaré map P ,
that is, a compact set B such that P (B) ⊂ int(B). This result generates an enclosure of some
invariant set, which is expected to be an attractor of the system.

Theorem 4.1. There exists an explicit given trapping region B for P .

Proof. The CAP uses [56, Algorithm 1], which allows one, if the algorithm stops without
Failure, to compute the combinatorial representation of a map restricted to some positive
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Figure 11. Chaotic attractor and Poincaré section Π.

invariant set, which is expected to be an attractor. To that goal, and in a few words, the
algorithm uses a cover X of the numerically observed attracting domain. Then, we choose
an initial box that contains points from the attractor. We have taken a box V that con-
tains an approximate unstable periodic point for P in the attracting region we have detected
numerically:

(−104.42324539012806, 0.028730815749171541, 44.678254866134068) ∈ V.

The algorithm encloses its forward trajectory using the sets from the cover X as long as the
trajectory does not leave supp(X ). Since the cover X is finite by its definition, after a finite
number of steps there are no new sets in the cover of the trajectory of V , and we can stop the
procedure. We have run the program which implements a parallel version of [56, Algorithm 1]
on a computer with 64 Intel(R) Xeon(R) CPU E7-8837 2.67GHz cores. The program stopped
after 162 minutes and returned a positive invariant set B for P which is the union of 22 683 543
boxes of size (2−10, 2−10, 2−12).

Three projections of the positive invariant set B, found by the algorithm, onto each pair
of coordinates are shown in Figure 12.

Now, we are interested in studying the dynamics inside the trapping region. Note that
we have obtained a trapping region that encloses the numerically detected attractor, but,
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Figure 12. Three projections of the trapping region B for Poincaré map P returned by [56, Algorithm 1];
see Theorem 4.1.

also from the numerics, the system has a large hyperchaotic saddle invariant set that goes
outside the trapping region. That is, although our proof studies the dynamics in B, similar
hyperchaotic structures, such as those in B, are expected to be outside creating all together
this saddle invariant set.

By A we denote the maximal invariant set for P in B, i.e.,

A = inv(P,B) =
⋂

n>0

Pn(B).

We will show that the dynamics of P on A admits different types of chaos. Moreover, we
will show that there are heteroclinic orbits linking a hyperchaotic horseshoe with two different
chaotic horseshoes.

Using the same approach as [56, section 3.3] we have found many approximate unstable
periodic points (UPPs) for P (UPOs of the flow). An extensive numerical study yields finding
heteroclinic connections between some of these periodic points. We will show that these
periodic orbits and heteroclinic connections indeed exist, giving rise to various types of chaotic
dynamics.

From the different UPPs, we have selected the set {p81, p
8
2, p

8
3, p

16
4 , q121 , q142 } with the initial

conditions in Poincaré section Π:

(7)

p8
1

= (−104.32937253702462, 0.028756669726685443, 44.645081351998819),

p8
2

= (−104.26664163365506, 0.028773972266421831, 44.640115482927115),

p8
3

= (−104.42324539012806, 0.028730815749171541, 44.678254866134068),

p164 = (−104.39575243552828, 0.028738382959034744, 44.666264617071981),

q121 = (−103.69667754570543, 0.028932144798038389, 44.407870627484129),

q14
2

= (−103.37098255164607, 0.029023312473829044, 44.284349486019579).

Projections onto the (x, y) plane of periodic trajectories corresponding to the points listed in
(7) are shown in Figure 13. The points pji are approximate periodic points for P of period

j with a one-dimensional unstable manifold. The points qji are approximate periodic points
of period j with a two-dimensional unstable manifold. The following theorem says that the
above points are good numerical approximations of unstable and hyperbolic periodic points
for P .
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Figure 13. Unstable periodic orbits resulting from Theorem 4.2.

Theorem 4.2. For each uj ∈ {p81, p
8
2, p

8
3, p

16
4 , q121 , q142 } there is a unique hyperbolic periodic

orbit v for P of the principal period j in the ball B(uj , 10−8) in the maximum norm.

Moreover, the resulting periodic points close to pji have a one-dimensional unstable in-

variant manifold and those corresponding to qji have a two-dimensional unstable invariant
manifold.

Proof. For j > 1 we define Fj : Π
j → R

3j by

Fj(v1, v2, . . . , vj) = (v1 − P (vj), v2 − P (v1), . . . , vj − P (vj−1)).

Clearly, solutions to Fj(v1, v2, . . . , vj) = 0 correspond to j-periodic orbits for P , provided that
vi 
= vc for i 
= c.

Let us fix uj ∈ {p81, p
8
2, p

8
3, p

16
4 , q121 , q142 } and put

z0 = (v1, v2, . . . , vj) = (uj , P̂ (uj), P̂ 2(uj), . . . , P̂ j−1(uj)),

where by P̂ (u) we denote an approximate value of P (u) obtained by a suitable nonrigorous
numerical method.

Let Z = B(z0, 10
−8) be the ball centered at z0 in the maximum norm. Using rigorous

solvers for ODEs and variational equations [50, 61] from the CAPD library [15] we compute
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the interval Newton operator [37]

N(Fj , Z, z0) = (N1, . . . , Nj) = z0 − [DFj(Z)]−1

I · Fj(z0),

and we obtain that N(Fj , Z, z0) ⊂ int(Z). This proves that Fj has unique zero (v1, . . . , vj)
in Z. Moreover, this zero belongs to N(Fj , Z, z0), which in most cases had diameter less
than 10−9. From these estimations we could conclude that v1 is a periodic point for P with
principal period j. Therefore, we have already rigorously proved the existence and uniqueness
of the corresponding periodic orbit in a small ball centered at uj .

In what follows we will explain how we verify the stability type of a periodic orbit. Let
[M ] be a complex interval matrix, and let λ0 ∈ C be an approximate eigenvalue of the center
of [M ] with corresponding approximate eigenvector w0 = (w0

1, . . . , w
0
n)

T . After reordering the
coordinates we may assume that w0

1 
= 0. In order to find a rigorous bound for the set of
eigenvalues of [M ], we can apply the interval Newton operator to the nonlinear map

G(λ,w2, . . . , wn) = ([M ]− λId) (w0
1, w2, . . . , wn)

T

for every approximate zero (λ0, w0
2, . . . , w

0
n). For this purpose we choose an interval vector W̃

centered at w̄0 = (λ0, w0
2, . . . , w

0
n), and then we check the inclusion

N = w̄0 − [DG(W̃ )]−1

I G(w̄0) ⊂ intW̃ .

If we succeed, then the first coefficient N1 is a rigorous bound for one of the eigenvalues of [M ]
and (w0

1, N2, . . . , Nn) is an interval vector that encloses the corresponding eigenvector of [M ].
Using rigorous solvers for the variational equations for ODEs from the CAPD library [15] we
computed a rigorous bound for DP j(v1) ∈ DP j(N1). Then applying the interval Newton
method as described above we checked the hyperbolicity type of the periodic point v1 by
analysis of the spectrum of the interval matrix [DP j(N1)]. The actual bounds for eigenvalues
{λ1, λ2, λ3} are the following:

(8)

Orbit λ1 λ2 λ3 Flow time

p81 2.76

4
−0.1664 [−1, 1] · 10−11 56.5855319375700

p8
2

−3.991

89
−0.547

4
[−5, 5] · 10−12 56.5983225273

61

p8
3

−1.91
88

0.366
4

[−1, 1] · 10−11 56.59393191
89

p16
4

[−3.30,−2.96] [−0.05, 0.26] + [−0.13, 0.13]i 113.185361
59

q121 −22.31
28

−3.14
06

[−8, 8] · 10−11 85.08838123629

q14
2

−4.47
39

+ 5.48
36
i −4.47

39
− 5.48

36
i [−5, 5] · 10−11 99.297373853

34

Note that the intervals that enclose the eigenvalues are clearly inside or outside the unit
circle. This shows that these six periodic points are hyperbolic. From the above data it is
also clear that the points pji have a one-dimensional unstable manifold and the points qji have
a two-dimensional unstable manifold.

Remark 4.3. Nonrigorous simulation strongly indicates that all eigenvalues of DP 16(p164 )
are real and distinct. However, the bounds for eigenvalues obtained in rigorous computation
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are not sharp enough to conclude whether λ2 and λ3 are two real or complex conjugate eigen-
values. Even so, we can conclude from these estimates that the orbit p164 is hyperbolic with
one expanding and two contracting directions.

Remark 4.4. In the macroscopic scale the periodic orbits resulting from Theorem 4.2 look
similar (see Figure 13), but they have different types of stability. There are other periodic
orbits with a two-dimensional unstable manifold even closer to chaotic region, for instance,

q8
3

= (−104.33185446775647, 0.028755984103875101, 44.703879687853039),

q12
4

= (−104.62637739731338, 0.028675025582387843, 44.887495900175296),

q165 = (−104.86937675403779, 0.028608575265772675, 44.919900861034812).

The point q83 is quite close to p81. The point q165 has a pair of complex eigenvalues out of
the unit disc. It turned out, however, that it was easier to find hyperchaotic horseshoe and
heteroclinic transit from hyperchaos to chaos when using the pair q1 and q2. The details will
be explained in Theorem 4.5.

The next theorem is the main rigorous numerical result in this section. It shows the
coexistence of chaotic and hyperchaotic invariant sets and the existence of dynamical links
between these sets.

Theorem 4.5. Denote by p1, p2, p3, p4, q1, q2 the periodic points for P resulting from Theo-
rem 4.2. Then for every bi-infinite path {vj}j∈Z ∈ {p1, p2, p3, p4, q1, q2}

Z on the graph shown
in Figure 14 there exists a sequence {yj}j∈Z such that for j ∈ Z there hold that

‖yj − vj‖1 ≤ 10−3,

Pnj(yj) = yj+1,

where nj is the weight of the edge (vj , vj+1).
Moreover,
• if {vj}j∈Z is periodic, then the sequence {yj}j∈Z can be chosen to be a periodic point

for P ;
• if {vj}j∈Z is nonconstant and of the form

(v0)
N(v0, . . . , vn)(vn)

N,

then the sequence {yj}j∈Z can be chosen as a heteroclinic orbit between periodic points
v0 and vn. If v0 = vn, then this is a homoclinic orbit.

The main elements of this theorem are shown in Figure 14, where the graph of symbolic
dynamics among the sets p1, p2, p3, p4, q1, q2 of periodic orbits of the 4D Rössler system is
shown. The weights of edges stand for the number of iterations necessary to transport some
points from the vicinity of one periodic point (beginning of arrow) to the vicinity of the second
periodic point (end of arrow), as obtained in the proof of the theorem (see the next section).

We would like to emphasize some consequences of Theorem 4.5 before we give details of
its CAP.

Corollary 4.6. The maximal invariant set A = inv(P,B) contains three invariant subsets
S1, S2, S3 (see Figure 1) on which the dynamics of P is semiconjugated to the Bernoulli shift
on two symbols. These horseshoes are built on three pairs of unstable periodic orbits and
heteroclinic connections in both directions between them:
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Figure 14. Graph of symbolic dynamics for the 4D Rössler system (2).

• S1 is hyperchaotic set built on (q1, q2);
• S2, S3 are chaotic sets built on (p1, p2) and (p3, p4), respectively.

Corollary 4.7. The dynamics in B admits gradient-like structure. The trapping region con-
tains hyperchaotic invariant set S1, which is connected via infinitely many heteroclinic orbits
to chaotic invariant sets S2 and S3; see Figure 1. This gives rise to long transit dynamics from
hyperchaos to chaos and explains noise observed in the numerical computation of Lyapunov
exponents.

Remark 4.8. Theorem 4.5 gives a partial description of the dynamics in A only. There
might be other invariant sets, like attracting periodic orbits with very small basins of attrac-
tion that are not visible even in extensive and very accurate numerical simulation. Besides,
outside the trapping region there are more hyperchaotic sets completing the structure of the
hyperchaotic saddle.

Remark 4.9. Although the results are proved for just one set of parameters, we note that
all the methods used in CAPs are robust under perturbations. Therefore the same statements
hold true for all parameter values from some (unknown) neighborhood of those selected by the
authors. We remark that in all the numerical simulations done by the authors we can observe
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the same picture, supporting these statements as a common situation in the system.

5. Proof of Theorem 4.5. In this section we will give some details of the CAP of Theo-
rem 4.5. The proof, although computer-assisted, is not fully automatic, and many parameters
were set by hand to make the computations possible to perform in reasonable CPU time. As
a consequence, presenting all details would take many pages of highly technical data. There-
fore we will present here the main ideas and sample numerical data moving all details to the
accompanying supplementary material (M103920 01.zip [local/web 8.49MB]) and the C++
code included in it.

The discussion will be split into two parts: the existence of symbolic dynamics and the
existence of homoclinic/heteroclinic orbits.

5.1. Symbolic dynamics. The main topological tool for the proof of the existence of
symbolic dynamics is Theorem 3.3. All h-sets used in the proof will be defined as cubes in
some affine coordinates. Therefore, the homeomorphism h from the definition of an h-set will
always take the form x → v +A ·D · x, where v ∈ R

n, A ∈ R
n2

is an isomorphism and D is a
diagonal matrix with real and positive coefficients. In this case we will write

N = N(hN , u, s) ≡ N(
︷ ︸︸ ︷
v,A,D, u, s).

In this representation the support |N | is the parallelogram centered at v and spanned on
vectors given by columns (usually normalized) of A scaled by diagonal coefficients of D.

First we construct six h-sets centered at vji ∈ {p81, p
8
2, p

8
3, p

16
4 , q121 , q142 } (see (7)) and spanned

on approximate eigenvectors of DP j(vji ). Let V
j
i be the h-set

V j
i = V j

i (
︷ ︸︸ ︷
vji , A

j
i ,D

j
i , u

j
i , s

j
i ),

where (uji , s
j
i ) = (2, 1) for vji ∈ {q121 , q142 } and (uji , s

j
i ) = (1, 2) otherwise. The matrices Aj

i and

Dj
i are the following:

(9)

A8
1 =

[
0.96651072499513524 −0.93108326541625686 0.0095834810739837788

0.00026642880659788639 −0.00025666582733032816 0.99994996001654346
−0.2566260849661805 0.36480664328443035 0.0028695563102260299

]
,

A8
2 =

[
−0.95237877098364698 0.86431664708167666 0.0095895935065715369

−0.00026285052895038845 0.00023855166848569265 0.99994989618590258
0.3049173781359103 −0.50294798604884561 0.0028713784462173599

]
,

A8
3 =

[
0.80668038278712872 0.92500392683765986 0.009574859424924512

0.00022197970139584933 0.00025453209648092012 0.99995004999708326
−0.5909879108335665 −0.37995745886654342 0.0028669806109852111

]
,

A16
4 =

[
−0.94136655820466675 0.92540693551914543 0.009577801603742218

−0.00025916981429116413 0.00025477712582207046 0.9999500193019859
0.33738544118694169 −0.37897485243968387 0.0028678588523671261

]
,

A12
1 =

[
−0.91878879002267333 −0.95792208751653674 0.0096410278275025803

−0.0002563782029384965 −0.00026727984572879221 0.999949357337092
0.39474940607794312 −0.28702822650297782 0.002886753118313874

]
,

A14
2 =

[
0.018047747958979232 −0.98195225204102066 0.0096726853230049564

5.0662671112618974e − 006 −0.00027573088505081743 0.9999490242686665
0.051521351039308244 0.34397444539048799 0.0028962083460771855

]
,

M103920_01.zip
http://epubs.siam.org/doi/suppl/10.1137/15M1039201/suppl_file/M103920_01.zip
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and

D8
1 = Diag

(
10−3, 10−4, 10−7

)
,

D8
2 = Diag

(
10−3, 6 · 10−4, 10−7

)
,

D8
3 = Diag

(
10−4, 6 · 10−4, 10−7

)
,

D16
4 = Diag

(
10−3, 10−3, 10−7

)
,

D12
1 = Diag

(
10−5, 5 · 10−5, 10−6

)
,

D14
2 = Diag

(
3.5 · 10−4, 2 · 10−4, 10−6

)
.

All but A14
2 matrices have normalized columns. This matrix corresponds to the periodic point

q2 which has complex eigenvalues (see (8)), and due to some algorithms for checking the cone
conditions it is better to keep them as the real and imaginary parts of the corresponding
complex (normalized) eigenvector.

Using the above technical initial data, the following lemma has been verified with com-
puter assistance. This is the first step in the proof of the existence of symbolic dynamics in
Theorem 4.5.

Lemma 5.1. For V j
i ∈ {V 8

1 , V
8
2 , V

8
3 , V

16
4 , V 12

1 , V 14
2 } there holds that

V j
i

P j

=⇒ V j
i .

Moreover, for x ∈ |V j
i | there holds that

‖x− vji ‖1 ≤ 0.97 · 10−3,

where vji is the center of |V j
i |.

In the next step we construct chains of covering relations along numerically observed
heteroclinic connections. After an extensive numerical simulation we found approximate het-
eroclinic points for P linking some pairs of periodic points pji and pair q121 , q142 ; see Figure 15.
Put

(10)

c1,2 = p81 +A8
1 · (0.00158202, 0, 0)

T ,

c2,1 = p82 +A8
2 · (0.00128584, 0, 0)

T ,

c3,4 = p83 +A8
3 · (−0.000134682, 0, 0)T ,

c4,3 = p164 +A16
4 · (0.00039344, 0, 0)T ,

c1,3 = p81 +A8
1 · (−0.000884928, 0, 0)T ,

h1,2 = q121 +A12
1 ·

(
−8.1098 · 10−5, 0, 0

)T
,

h2,1 = q142 +A14
2 ·

(
−1.9639 · 10−7, 0.0010592239, 0

)T
.

These points lie in linear approximations of the unstable manifold at each periodic point.
Moreover, from nonrigorous numerical simulations we obtain that these points satisfy

‖P 64(c1,2)− p82‖1 ≈ 2.176151 · 10−4,

‖P 48(c2,1)− p81‖1 ≈ 0.203890 · 10−4,

‖P 88(c3,4)− p164 ‖1 ≈ 0.012064 · 10−4,
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Figure 15. Approximate heteroclinic trajectories of points (top panel) h1,2 and h2,1, (middle panel) c1,2 and
c2,1, and (bottom panel) c3,4 and c4,3; see (10). Red and blue are used to distinguish points on two approximate
heteroclinic orbits in opposite directions.
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‖P 88(c4,3)− p83‖1 ≈ 2.123667 · 10−4,

‖P 64(c1,3)− p83‖1 ≈ 1.600482 · 10−4,

‖P 64(h1,2)− q142 ‖1 ≈ 7.513020 · 10−4,

‖P 42(h2,1)− q121 ‖1 ≈ 5.470063 · 10−4,

and therefore their orbits are good candidates for building heteroclinic chains of covering
relations between some pairs of h-sets centered at periodic points. Before we state the next
lemma, let us introduce the notion of chain covering relation.

Definition 5.2. Let N = (hN , uN , sN ) and M = (hM , uM , sM ) be h-sets such that n =
uN + sN = uM + sM . Let f : Rn ⊃ D → R

n be a continuous map. We say that the h-set

N chain f r-covers the h-set M , denoted by N
fr

� M , if there are h-sets Ki = (hi, ui, si),
i = 1, . . . , p, p ≥ 0, and positive integers r0, . . . , rp such that r0 + · · ·+ rp = r and

N
fr0

=⇒ K1

fr1

=⇒ K2

fr3

=⇒ · · ·
f
rp−1

=⇒ Kp
frp

=⇒ M.

If p = 0, then this notion coincides with N
fr

=⇒ M .

Now, we can give the next technical result, which establishes the existence of the symbolic
dynamics built on approximate heteroclinic orbits (heteroclinic chains) among periodic points
with the same number of unstable dimensions.

Lemma 5.3. The following chain covering relations hold true:

V 8
1

P 80

� V 8
2 , with (r0, . . . , r9) = (8, 8, 8, 8, 8, 8, 8, 8, 8, 8),(11)

V 8
2

P 64

� V 8
1 , with (r0, . . . , r7) = (8, 8, 8, 8, 8, 8, 8, 8),(12)

V 8
3

P 96

� V 16
4 , with (r0, . . . , r11) = (8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8),(13)

V 16
4

P 104

� V 8
3 , with (r0, . . . , r11) = (16, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8),(14)

V 8
1

P 80

� V 8
3 , with (r0, . . . , r9) = (8, 8, 8, 8, 8, 8, 8, 8, 8, 8),(15)

V 12
1

P 76

� V 14
2 , with (r0, . . . , r8) = (12, 8, 8, 8, 8, 8, 8, 8, 8),(16)

V 14
2

P 56

� V 12
1 , with (r0, . . . , r3) = (14, 14, 14, 14).(17)

Proof. For each chain covering relation V j1
i1

P r

� V j2
i2

listed above we constructed a chain
of h-sets. Each set in the sequence is centered at the point from the approximate trajectory
of the point ci1,i2 or hi1,i2 . The coordinate systems for each h-set in the sequence have been

computed by propagation of the coordinate system at the set V j1
i1

by the action of DP ri with
some orthonormalization procedure. The diameters of sets were adjusted by hand.

In Figures 16 and 17 we show an illustration of covering relations in chains V 8
2

P 64

� V 8
1

(heteroclinic chaotic chain) and V 14
2

P 56

� V 12
1 (heteroclinic hyperchaotic chain), respectively.

Precise definitions of the h-sets used in the CAP proof can be found in the accompanying
supplementary material (M103920 01.zip [local/web 8.49MB]).

M103920_01.zip
http://epubs.siam.org/doi/suppl/10.1137/15M1039201/suppl_file/M103920_01.zip
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Figure 16. Illustration of the covering relations for V 8
2

P64

� V 8
1 giving a heteroclinic chaotic chain. The

images of h-sets via P 8 are always shown in a coordinate system of the covered set in which it is the unit ball
in the maximum norm. The third dimension is skipped, as it corresponds to very strong contraction.
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Figure 17. Illustration of the covering relations for V 14
2

P56

� V 12
1 giving a heteroclinic hyperchaotic chain.

The images of h-sets via P 14 are always shown in a coordinate system of the covered set in which it is the unit
ball in the maximum norm. The third dimension is skipped, as it corresponds to very strong contraction.

Remark 5.4. Note that for each chain covering relation in Lemma 5.3 the nominally un-
stable dimension u and nominally stable dimension s are constant along the sequence. They
are equal to (u, s) = (1, 2) for (11)–(15) and (u, s) = (2, 1) for (16)–(17).

5.2. Dynamical link between hyperchaos and chaos. Another important fact about the
existence of the hyperchaotic saddle is whether there is a way to connect the hyperchaotic
invariant sets with the chaotic ones, and so initially hyperchaotic orbits will end up being
a chaotic orbit. (In fact, the existence of a continuum infinity of such orbits will be shown.
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Clearly not all of them behave like that; we just mention periodic orbits.)

As before, a dynamical link between hyperchaos and chaos is obtained by constructing a
chain of covering relations along which the number of nominally unstable directions is changing
from 2 to 1. To this end we take two approximate heteroclinic points

(18)
l1,1 = q121 +A12

1 ·
(
−7.0488 · 10−5, 0, 0

)T
,

l1,4 = q121 +A12
1 ·

(
−6.0427 · 10−5, 0, 0

)T
,

which satisfy

‖P 68(l1,1)− p81‖1 ≈ 1.285098 · 10−4,

‖P 52(l1,4)− p164 ‖1 ≈ 0.193695 · 10−4.

Lemma 5.5. The following chain covering relations hold true:

V 12
1

P 80

� V 8
1 , with (r0, . . . , r5) = (12, 12, 12, 12, 16, 16),

V 12
1

P 64

� V 16
4 , with (r0, . . . , r4) = (12, 12, 12, 12, 16).

In both cases the change of the nominally unstable dimension from 2 to 1 occurs in the

last covering relation in the sequence; see Figure 18 for the illustration of V 12
1

P 80

� V 8
1 . The

place in the chain where we switch the number of unstable directions is almost arbitrary. This
particular choice was our first attempt, and it turned out to work well.

5.3. Cone conditions and heteroclinic orbits. In sections 5.1 and 5.2 we gave some de-
tails of the CAP of the first part of Theorem 4.5, which says that every bi-infinite path on
the graph shown in Figure 14 is realized by a trajectory of the Poincaré map P . This gives
us the existence of chaotic and hyperchaotic dynamics for a suitable iterate of the Poincaré
map (topological chaotic/hyperchaotic dynamics follow from covering relations). In this sub-
section the cone conditions [28] are used to prove convergence to periodic orbits and thus the
heteroclinic/homoclincic connections among them.

In this subsection we will show that every nonconstant path of the form

(v0)
N(v0, . . . , vn)(vn)

N

is realized by a heteroclinic/homoclinic connection between periodic orbits v0 and vn (that
it might be not unique). According to Theorem 3.7 it is enough to specify quadratic forms
at each V j

i ∈ {V 8
1 , V

8
2 , V

8
3 , V

16
4 , V 12

1 , V 14
2 } (to give the h-sets with cones) and verify that the

cone condition is satisfied for each h-set. This, however, requires costly C1 computations on
large sets and would take a very long time to compute. Instead, for every set V j

i we construct

a chain K1, . . . ,Kp of h-sets centered at vji with the same coordinate system as V j
i , i.e., A

j
i

defined by (9) but with geometrically decreased diameters. Then we verify that

V j
i

P j

=⇒ K1

P j

=⇒ · · ·
P j

=⇒ Kp−1

P j

=⇒ Kp
P j

=⇒ Kp
P j

=⇒ Kp−1

P j

=⇒ · · ·
P j

=⇒ K1

P j

=⇒ V j
i .
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Figure 18. Illustration of the covering relations for V 12
1

P64

� V 8
1 (heteroclinic hyperchaotic→chaotic chain).

The change of the number of nominally unstable dimensions from 2 to 1 occurs in the last covering relation in
the chain.

Eventually, the cone condition is verified on the smallest set |Kp| for the Poincaré map P

expressed in coordinate system Aj
i . In each case the required quadratic form Q is equal to

Q(x, y) = ‖x‖2 − ‖y‖2,

and the dimension of x and y is related to the number of nominally unstable and nominally
stable dimensions of the corresponding h-set Kp. Thus we have

Q = Diag(1,−1,−1)

for the points p81, p
8
2, p

8
3, p

16
4 and

Q = Diag(1, 1,−1)

for the points q121 , q142 . From Theorem 3.7 it is clear that the numbers of positive and negative
coefficients in diagonal matrix Q correspond to the dimensions of the unstable and stable
manifolds of the unique periodic point in |Kp|, respectively. This periodic point coincides
with that resulting from Theorem 4.2 because we can check that the set |Kp| contains the ball

B(vji , 10
−8), which is the distance of the periodic point from its approximation—Theorem 4.2.
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For x ∈ |Kp| the quadratic form

(
(Aj

i )
−1DP j(x)Aj

i

)T

Q
(
(Aj

i )
−1DP j(x)Aj

i

)
−Q

is close to diagonal, as the set Kp is very small and the coordinate change Aj
i almost diagonal-

izes DP j(vji ). This is the main reason why we did not normalize columns of matrix A14
2 , the

case when a pair of complex eigenvalues occurs. The next step is to use several tools for veri-
fication that an interval matrix is positive definite to complete the requirements for covering

relations Kp
P j

=⇒ Kp with cones (Definition 3.5). In the actual computations we use Rohn’s
theorem [43] for validation that a symmetric interval matrix is positive definite combined with
Gershgorin’s theorem and Sylvester’s criterion (as the dimension is only 3) [35].

Therefore, now using Theorem 3.7, as all the hypothesis are satisfied, we have proved
the main theorem (Theorem 4.5) about heteroclinic/homoclinic connection between periodic
orbits.

5.4. Implementation notes. The program that realizes computer-assisted verification of
Theorems 4.1, 4.2, and 4.5 has been written by the first author, and the sources are avail-
able at his web page [53] and are included in the accompanying supplementary material
(M103920 01.zip [local/web 8.49MB]). The program is written in C++11 and has been tested
under gcc-4.9.2, gcc-4.9.1, and gcc-4.8.2 on Debian, Ubuntu, and MS Windows 7 op-
erating systems. All time-consuming algorithms are parallelized by means of the OpenMP
library supported by modern C++ compilers. The program recognizes the number of cores
and tries to use all of them. All the computations were performed on a computer with 64
Intel(R) Xeon(R) CPU E7-8837 2.67GHz cores and 512GB of RAM.

The computations related to Theorem 4.5 took approximately 237 minutes (62 for symbolic
dynamics and 175 for cone conditions), which gives circa 253 CPU hours in the 64-CPU
computer. These computations do not require large memory and in principle can be performed
within circa 60 hours on any personal computer equipped with four modern cores.

The computations related to the existence of a trapping region (Theorem 4.1) use quite a
large amount of memory (circa 30GB) due to the large number of three-dimensional boxes.

Finally, the verification of the existence and hyperbolicity type of some periodic orbits
(Theorem 4.2) takes less than 1 minute on a laptop-type computer.

6. Conclusions. In this paper, we have shown that in high-dimensional systems hyper-
chaotic behavior is a common feature, forming a global hyperchaotic invariant set, sometimes
as a hyperchaotic attractor and sometimes as a saddle invariant, but, in any case, this invari-
ant set can lead to long hyperchaotic transient behavior. The structure of the invariants in
this system is shown in Figure 1, where several heteroclinic orbits connect different unstable
periodic orbits, some of them with two expanding directions and one of them with just one.
This fact generates hyperchaotic and chaotic behaviors. When the attractor is foliated just by
chaotic orbits, it can grow when the parameter changes and become tangent to other unstable
periodic orbits or some of their invariant manifolds generating new heteroclinic connections
and growing in size and, depending on the absorbed invariants, becoming a hyperchaotic at-
tractor. In any case, what we have is that chaotic and hyperchaotic behaviors are always
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present. This global existence of different invariant sets may result in noisy numerical re-
sults and great difficulties in distinguishing the type of existing attractor in every region of
parameter space. Moreover, the existence of several hyperchaotic sets provides an explana-
tion of the smooth change from chaotic to hyperchaotic attractors due to the appearance
of new heteroclinic connections among them, and so the joining of the different sets gives
rise to slightly bigger and slightly more hyperchaotic attractors in the sense that the second
Lyapunov exponent grows a little.

This coexistence of chaotic and hyperchaotic behaviors is proved via CAP techniques
using interval arithmetic and rigorous computing. The proof utilizes the method of covering
relations with smooth tools (cone conditions). The proof requires the computation of rigorous
bounds for a Poincaré map together with its derivatives. The C++ program which realizes
the necessary computations is available from [53] and in the accompanying supplementary
material (M103920 01.zip [local/web 8.49MB]).
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