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Abstract
Visual attentional capacity is severely limited, but humans excel in familiar visual contexts, in part because long-term
memories guide efficient deployment of attention. To investigate the neural substrates that support memory-guided visual
attention, we performed a set of functional MRI experiments that contrast long-term, memory-guided visuospatial attention
with stimulus-guided visuospatial attention in a change detection task. Whereas the dorsal attention network was activated for
both forms of attention, the cognitive control network (CCN) was preferentially activated during memory-guided attention. Three
posterior nodes in the CCN, posterior precuneus, posterior callosal sulcus/mid-cingulate, and lateral intraparietal sulcus
exhibited the greatest specificity for memory-guided attention. These 3 regions exhibit functional connectivity at rest, and we
propose that they forma subnetworkwithin the broader CCN. Based on the task activation patterns, we conclude that the nodes
of this subnetwork are preferentially recruited for long-term memory guidance of visuospatial attention.
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Introduction
Human visual abilities exceed those of powerful supercompu-
ters, yet our visual performance is profoundly limited by our at-
tentional capacity (e.g., Simons and Chabris 1999). Although
humans can attend to multiple objects (e.g., Awh and Pashler
2000; McMains and Somers 2004, 2005; Cave et al. 2010), atten-
tional capacity is limited to approximately 4 objects (Pylyshyn
and Storm 1988; Cowan 2001). The paradox of high real-world
performance and limited capacity can be reconciled by consider-
ing the important role that long-term memory (LTM) plays in
guiding visual attention. Prior experience, via either explicit or
implicit memory, can accurately direct visual attention and en-
hance performance (Chun and Jiang 1998, 2003; Henderson and
Hollingworth 1999; Moores et al. 2003; Hollingworth 2004, 2005;
Summerfield et al. 2006, 2011; Chun and Turk-Browne 2007;
Olivers 2011; Patai et al. 2012; Stokes et al. 2012). Despite the func-
tional importance of visual memory-guided attention, its neural
mechanisms are understudied compared with other forms of

visual attention [for review, see Hutchinson and Turk-Browne
(2012)] and are the focus of the current study.

LTM-guided visual attention should rely on memory retrieval
mechanisms and on visual orienting and selection mechanisms.
Additionally, we hypothesize that cognitive control mechanisms
help to mediate interactions between the attention and memory
systems. To investigate this hypothesis, we contrast LTM-guided
visual spatial attention with stimulus-guided visuospatial atten-
tion in a set of fMRI experiments. Both forms of attention require
spatial orienting and selection mechanisms, but differ in mem-
ory processing and stimulus processing demands. Prior work
has contrasted endogenous or top-down visual attention with
exogenous or bottom-up visual attention (e.g., Corbetta and
Shulman 2002), focusing on top-down effects driven by the pres-
ence of an explicit spatial cue. In contrast, LTM-guided visual at-
tention places different demands on the top-down attentional
system and/or may recruit additional brain structures. One
prior fMRI study directly contrasted LTM-guided spatial attention
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with stimulus-guided attention (Summerfield et al. 2006); this
study reported greater left hippocampal activation in the mem-
ory-guided condition, but failed to observe differential activation
in attentional and control structures. Another LTM-guided atten-
tion fMRI study focused on the preparatory activity in spatiotopic
parietal cortex and did not include a comparison with stimulus-
guided attention (Stokes et al. 2012).

Here, we re-investigate the neural substrates of attentional
processes supporting LTM-guided visual spatial attention and
focus on 3 prominent brain networks, the cognitive control net-
work (CCN), the fronto-parietal dorsal attention network (DAN),
and the default mode network (DMN), including the hippocampus
(HC). The DAN, including the intraparietal sulcus/superior par-
ietal lobule/lateral occipital complex (IPS/SPL/LOC), the superior
precentral sulcus (sPCS), and the inferior precentral sulcus
(iPCS), is typically activated in a broad range of visual attention
tasks (e.g., Hagler and Sereno 2006; Konen and Kastner 2008).
The DMN, which includes important memory structures such
as the HC, parahippocampal cortex (PHC), and posterior cingu-
late cortex (PCC), is strongly deactivated or suppressed during
attentionally demanding tasks (e.g., Raichle et al. 2001). These
strongly competitive interactions between attention and mem-
ory systems (Buckner et al. 2008; Sestieri et al. 2011; Fox et al.
2005) contrast with the cooperative interactions apparently re-
quired for LTM-guided attention (Hutchinson and Turk-Browne
2012). We hypothesize that a third network, the CCN (e.g.,
Vincent et al. 2008), supports co-operative interactions between
explicit LTM and visual spatial attention. This hypothesis is
supported by previous work, demonstrating that the CCN is
positively correlated with both the DAN and DMN at rest while
the correlations between the DAN and DMN are largely negative
(Spreng et al. 2013). The CCN supports switching between differ-
entmental representations and is a strong candidate tomediate
attention–memory interactions (Cole and Schneider 2007; Chiu
and Yantis 2009; Spreng et al. 2013). Specifically, medial super-
ior parietal lobe/posterior precuneus (PrC-p) has been
implicated in attention switching functions (Shomstein and
Yantis 2004, 2006; Chiu and Yantis 2009). Additionally, lateral
parietal cortex has been implicated in LTM-retrieval processes
related to attention (e.g., Wagner et al. 2005; Cabeza 2008), and
several recent studies have sought to functionally parcellate
this brain region into different memory and attention subre-
gions (Vilberg and Rugg 2009; Nelson et al. 2010; Sestieri et al.
2010; Hutchinson et al. 2014).

To contrast the cortical networks underlying LTM-guided at-
tention with those underlying visual stimulus-guided attention,
we adapted a change detection paradigm (Rensink et al. 1997;
Rosen et al. 2014); participants used LTM (LTM-guided) or an ex-
ogenous visual cue (STIM-guided) to guide spatial attention to
detect scene changes. We performed both whole-brain and
region-of-interest (ROI) analyses of fMRI activation patterns dur-
ing task performance. In a planned analysis, we utilized a cor-
tical surface brain atlas compiled from intrinsic functional
connectivity analysis of 1000 brains (Yeo et al. 2011) to define
the 3 brain networks and their constituent ROIs. Our results
showed that 3 regions located within the posterior CCN were
more strongly recruited during LTM-guided attention than
STIM-guided attention. This finding was also confirmed in a
post hoc analysis suggested by an anonymous reviewer. This
post hoc analysis used ROI coordinates derived from 2 alterna-
tive network definitions derived from Power et al. (2011) and
Yeo et al. (2011). Intrinsic functional connectivity analysis indi-
cated that these 3 regions form a posterior subnetwork within
the CCN.

Materials and Methods
Participants

Twenty-three healthy human participants (13 male and 10 fe-
male) with normal or corrected-to-normal vision were recruited
from Boston University and the greater Boston community. All
participants were compensated and gave written informed con-
sent to participate in the study, which was approved by the Insti-
tutional Review Board of Boston University. All participants were
right-handed and between the ages of 23 and 33.

Visual Stimuli and Experimental Paradigm

Change detection experiments were conducted over 2 sessions: A
behavioral training session followedbyan fMRI test session.A sep-
arate version of the change detection paradigm, with the same
images, was used for each session. For training, an extended-
exposure, looped version was used to facilitate learning of the
scene changes; for the fMRI test session, a brief presentation sin-
gle-shot version was used to strongly encourage pre-deployment
of spatial attention prior to the appearance of the probe stimulus.

Day 1, Training
The initial training session was designed to allow participants to
learn a single change in each of 24 scenes (change detection en-
coding task) that would be used in the LTM-guided attention
(LTM-guided) condition on Day 2. Additionally, participants
viewed 192 scenes with no changes (man-made/natural judg-
ment task) that would be used in the stimulus-guided attention
(STIM-guided) condition during the scan session. Scene stimuli
were presented on a Macintosh Macbook Pro laptop computer
using the Vision Egg software package (Straw 2008).

Change Detection Encoding Task
Participants were shown 24 scene images in a change detection
flicker paradigm (Rensink et al. 1997; Rosen et al. 2014). Each
scene was an outdoor scene obtained from Google Images that
was altered using Adobe Photoshop (e.g., removed tree, added
window, changed color of car, etc.), thus creating 2 versions of
each scene (original and altered). On a given trial, a scene ap-
peared on the screen for 1000 ms, followed by a blank screen
for 250 ms, and the same scene, containing one change, for an-
other 1000 ms. The original scene and altered scene flickered
on and off for 15 s, and participants were instructed to visually
search for the change. Detecting changes in novel scenes is atten-
tionally demanding and typically requires several flicker cycles
(Rensink et al. 1997). Participants were instructed to click on the
scene change using the computer mouse when they detected
the change. Following the flicker period was a “reveal period” in
which the original and the altered scene alternated without a
blank screen for 10 s. In this phase, the altered part of the scene
appeared to flicker on and off to attract the participant’s atten-
tion. The purpose of the reveal period was to ensure that all par-
ticipants saw all changes and to reinforce the location and
identity of the change.

Man-Made/Natural Judgment Encoding Task
Participants also viewed a separate set of 192 scene images for
3000 ms each and made a two-alternative forced choice judg-
ment about whether the scene was mostly natural or mostly
man-made. No changes were presented to subjects for this set
of images. This exposure served to familiarize participants with
the scenes, but not the changes, thatwould be used in the stimu-
lus-guided (STIM-guided) condition on Day 2.
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Day 2, Test
Twenty-four to 48 h after the training day, participants came in
for an fMRI scan session. Trials were presented in blocks of 4 dif-
ferent conditions: LTM-guided attention (LTM-guided), exogen-
ous stimulus-guided attention (STIM-guided), uncued scenes
(No-Cue), and passive scene viewing (Passive). Each block
started with a 1-s block cue period and was followed by six
5.9 s trials, for a total block duration of 36.4 s. A total of 12 coun-
terbalanced blocks were presented per run (4 LTM-guided, 4
STIM-guided, 2 No-Cue, and 2 Passive). Sets of 4 repetition
times (TRs; 10.4 s) of blank screen fixation periods were in-
cluded at the start, halfway point and end of each run. Each
run was 7 min 48 s long and 8 runs were performed by each
participant.

Practice Session

Participants performed practice trials while in the scanner before
the scan session began. In these practice trials, participants
maintained fixation at the center of the screen. An image for
which they had studied a change the day before appeared on
the screen for 3000 ms. Simultaneously, a red and white box out-
line appeared at the location of the studied change for 1500 ms.
Participants were instructed to covertly attend to the location of
the box/location of studied change. Then, the image disappeared
for 250 ms and flashed up again for 150 ms before being replaced
by a blank screen while responses were collected (2500 ms). Par-
ticipants were instructed to respond whether or not a change oc-
curred at the cued location (50% of trials). These practice trials
served 2 purposes. First, participants were trained to maintain
fixation at the center of the screen and were given verbal feed-
back if they made eye movements. Secondly, participants were
reminded of the location of the changes in the 24 images that
would be used for the LTM-guided condition. This training also
ensured that subjects had 3 exposures to the location of the
changes in the LTM-guided condition (1 during the initial encod-
ing and 2during this training). Previousworkhas suggested that 3
exposures are sufficient for subjects to learn the location and
identity of a single change (Rosen et al. 2014).

Scan Session

Participants performed a “single-shot” change detection task
under different cueing conditions (Fig. 1). The initial scene ap-
peared for 3000 ms, followed by a blank gray screen for 250 ms,
then either the original or altered scene appeared for 150 ms,
and finally was replaced by a blank screen for the remainder of
each trial (2500 ms) while responses were collected. The single-
shot 150-ms probe presentation was chosen to make the atten-
tional selection task difficult, to strongly encourage spatial de-
ployment of attention prior to appearance of the probe, and to
prevent subjects fromovertly or covertlymoving their attentional
foci once the probe appeared. The initial image did not provide
any information regarding whether a change would occur on
that trial. On 50% of the trials, the probe image was different
from the initial image (change), and on 50% of trials it was iden-
tical to the image presented initially (no-change). Participants
made a judgment about whether a change occurred in the
probe image compared with the original image. Due to the
short duration of the probe stimulus in the change detection
task, participants were required to accurately direct spatial atten-
tion to detect the image change. In all conditions, participants
were instructed to fixate at the center fixation point and direct
their attention covertly to the cued location in the scene. In the
LTM-guided attention condition (LTM-guided; Fig. 1A), participants
viewed one of the 24 images for which they studied changes
the prior day. There was no explicit cue on the images. Partici-
pants used memory to direct their attention to the spatial loca-
tion of the studied change. Image changes occurred on 50% of
the trials and only occurred at the studied location. In the stimu-
lus-guided attention condition (STIM-guided; Fig. 1B), participants
viewed one of the 192 scenes that they had studied without
image changes the prior day with the addition of an explicit
cue. The cue was a set of nested red and white square outlines
(∼1.3 × 1.3 degrees of visual angle) centered around the location
of the potential scene change for 1500 ms at the start of the
3000-ms static image phase. Image changes occurred on 50%
of the trials, and only occurred at the cued location. In the no-
cue condition (No-Cue), participants viewed novel images that
had not previously been studied and no cue was provided.

Figure 1.One-shot change detection paradigms. A scene (S) was presented for 3000 ms, followed by a blank screen (250 ms), a very brief presentation (150 ms) of either an

identical or altered image (S or S′), and another blank screen (2500 ms). Participants held central fixation while trying to detect whether or not a single change occurred in

the scene. (A) LTM-guided condition: Participants viewed scenes for which they had previously learned the location of changes. Participants were instructed to covertly

direct attention to the remembered location of the potential change; no explicit spatial cuewas provided. (B) STIM-guided condition: Participants viewed scenes that they

had previously studied without exposure to scene changes. A red andwhite square explicitly cued the location of the potential scene change, and then disappeared prior

to the image change.Note that thewhite circlewas used in thisfigure for illustrationpurposes to highlight the scene change, but no such stimulus appeared on the images.
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Participants were instructed to attend to the entire scene and do
their best at detecting changes. The condition was included as a
behavioral control to demonstrate the impact of LTM-based and
stimulus-based cues on behavioral performance. Because this
condition had much greater task difficulty, many fewer detected
targets, and a greater chance that subjects might incidentally en-
code the novel scenes and locations of any detected targets, we
did not include it as a baseline fMRI condition or in the imaging
data analysis (but it was included as a regressor in the model).

In the passive condition (Passive), participants were instructed
to fixate as in all other conditions and simply make a random
button press whenever the scene appeared for a second time.

Trials were presented in blocks of 6, with each block preceded
by a cue word on the screen to indicate the block condition:
“memory” for LTM-guided, “box” for STIM-guided, “active” for
No-Cue, and “passive” for Passive. A total of 408 images were di-
vided into lists of 24 scenes. Scene images used for each condi-
tion were counterbalanced across participants such that each
list of 24 was presented in each of the 4 conditions (LTM-guided,
STIM-guided, No-Cue, and Passive) across the set of participants
and each participant viewed all images. The 24 scenes used in the
LTM-guided condition for each participant were repeated once
per run (8 times total). All other images were only presented
once for each participant.

MR Data Acquisition

Functional MRI data were acquired using a 3-T Siemens TIM Trio
MR imager located at the Center for Brain Science at Harvard Uni-
versity in Cambridge, Massachusetts. All data were acquired
using a 32-channel head coil. Functional scans were acquired
using T2*-weighted, gradient-echo, echo-planar images [TR = 2.6 s,
echo time (TE) = 30 ms; voxel size 3.1 × 3.1 × 3.0 mm] and were
collected from 42 slices with no skip, with full brain coverage.
Each subject participated in 8 functional scans (each 180 TRs;
7 min 48 s duration) in one scan session. Functional data were
aligned with high-resolution (1.0 × 1.0 × 1.3 mm) T1-weighted
images. For 15 participants, the high-resolution structural
images were acquired at the same facility; for 8 participants,
they were acquired on an identical scanner and coil at the Marti-
nos Center for Biomedical Imaging at Massachusetts General
Hospital in Charlestown, Massachusetts. All high-resolution
structural imageswere used to create a computerized reconstruc-
tion of each cerebral cortical hemisphere. Thirteen of the 23 par-
ticipants returned to undergo a resting-state scan (TR = 2.6 s,
TE = 30 ms; voxel size 3.1 × 3.1 × 3.0 mm, 42 slices, no skip). Dur-
ing this scan, they were instructed to fixate at a center fixation
cross and otherwise allow their mind to wander. Participants
underwent between 6 and 12 min of resting-state scanning.

MR Data Analysis

For each participant, the cortical surface of each hemispherewas
computationally reconstructed from the high-resolution ana-
tomical volume using the FreeSurfer software (Dale et al. 1999;
Fischl, Sereno, and Dale 1999; Fischl, Sereno, Tootell, et al. 1999;
Fischl 2012). Both fMRI task data and fMRI resting-state data
were analyzed using the Freesurfer 5.1.0 software package
(Charlestown, Boston, MA, USA). For functional data, intensity
normalization andmotion correction were performed before sig-
nal averaging was performed. We analyzed data in 2 ways: first,
using a random-effectsmodel, group average datawere projected
onto the cortical surface of the Freesurfer average (fsaverage)
brain (Dale et al. 1999); secondly, by defining multiple ROIs for

each of 3 brain networks (CCN, DMN, and DAN) in each partici-
pant. These regions were taken from a publicly available atlas
that was originally defined using cluster-based intrinsic func-
tional connectivity analysis of 1000 brains (Yeo et al. 2011, see
below for details). Whole-cortex and ROI analyses were per-
formed using a general linear model (GLM) with regressors that
matched the time course of all task conditions (LTM-guided,
STIM-guided, No Cue, Passive, and Fixation). Resting-state data
were analyzed using the cortical ROIs that showed greater activa-
tion for LTM-guided attention than STIM-guided attention as
seed regions.

Whole-Brain Cortical Surface Analysis

Single participant fMRI datawere registered to an average cortical
surface space (Freesurfer “fsaverage” brain) using the boundary
of the gray matter and white matter. Analyses were performed
separately in each hemisphere on the average cortical surface,
and data were analyzed for each vertex using a GLM with each
condition as a predictor (i.e., one for LTM-guided, STIM-guided,
No-Cue, and Passive). Three motion correction regressors were
included in the model. The BOLD signal was modeled as a linear,
time-invariant system with gamma response function assumed
for each condition with a delay δ = 2.25 and a delay time constant
τ = 1.25. An estimated response was generated by convolving the
response function with the block length (i.e., the time in each
condition) and minimizing the residual error (FS-FAST, Cortech).
Random-effects group analyses were performed using surface-
based averaging techniques (Fischl, Sereno, Tootell et al. 1999).
A t-test was performed for each vertex to compare differences
in activation between conditions. The significance of these acti-
vation differences was projected onto the surface of the Freesur-
fer “fsaverage” brain.

To correct for multiple comparisons, we employed FS-FAST
to perform Monte Carlo simulations of a smoothed null hypoth-
esis data set to establish cluster-wise thresholds for the popula-
tion maps (Forman et al. 1995). The Monte Carlo simulation
generated random volumes of normally distributed values that
were then smoothed by a 6-mm smoothing kernel. Clusters
were defined as areas of contiguous vertices with significant va-
lues belowa threshold of P < 0.01. Ten thousand iterations of this
simulation established a cluster-size threshold of 140 mm2 for
LTM-guided versus STIM-guided contrast. Results are presented
in Table 1.

ROI Analysis Within the CCN, DAN, and DMN

We examined whether 3 previously defined cortical networks
would be differentially activated in LTM- and STIM-guided atten-
tional conditions: theDANor task-positive network (Raichle et al.
2001; Corbetta and Shulman 2002), which is involved in top-down
endogenous attention, the DMN or task-negative network
(Raichle et al. 2001; Buckner and Vincent 2007; Buckner et al.
2008; Vincent et al. 2008), which is recruited in retrieval of LTM,
and a third network, the CCN (Vincent et al. 2008), some nodes
of which lie adjacent to the nodes of the DMN and/or the DAN.
We performed both ROI-based analysis and whole-cortex GLM
analysis to contrast the blood oxygen-level-dependent (BOLD)
activation in the LTM-guided and STIM-guided conditions. In
the ROI analysis, each condition was contrasted with a passive
viewing condition to quantify the patterns of activation produced
by both forms of attention. Our ROI definitions for the CCN,
DAN, and DMN were obtained from the Yeo–Krienen–Buckner
cortical network atlas, which was constructed from cluster-
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based analysis of intrinsic functional connectivity of 1000 brains
(Yeo et al. 2011). Our analysis employed 3 of the 7 Yeo–Krienen–
Buckner networks (CCN, DAN, and DMN). Each subregion of each
of these networks was mapped from a predefined label on the
Freesurfer “fsaverage” brain onto the appropriate cortical hemi-
sphere of each participant to define each ROI. The CCN is made
up of posterior cortical regions including lateral IPS (latIPS),
PrC-p, posterior callosal sulcus (CaS-p)/mid-cingulate, and pos-
terior lateral temporal cortex (LTC-p), and anterior cortical re-
gions within the prefrontal cortex, including dorsolateral
prefrontal cortex (dlPFC), posterior dorsomedial prefrontal cortex
(dmPFC-p), and posterior ventrolateral prefrontal cortex (vlPFC-
p). We note that the latIPS ROI does not include the fundus of
IPS, but rather incorporates the more ventral aspect of the lateral
bankof IPS aswell as the dorsalmost portion of the angular gyrus
(AnG). The DAN includes a region running from the IPS/SPL
through lateral occipito-temporal cortex (IPS/SPL/LOTC), as well
as sPCS and iPCS. The DMN includes AnG, PCC/anterior precu-
neus (PrC-a), anterior lateral temporal cortex (LTC-a), anterior
dorsal medial prefrontal cortex (dmPFC-a), anterior vlPFC
(vlPFC-a), and PHC. To facilitate comparison with earlier work
(Summerfield et al. 2006; Stokes et al. 2012), we also included
an anatomically defined hippocampal ROI (see below). Percent
signal change was extracted for each condition (LTM-guided
and STIM-guided) compared with Passive viewing of the stimuli,
and averaged across blocks and runs to construct time course
data for all vertices/voxels within each of the 17 ROIs (16 cortical
ROIs and 1 hippocampal ROI) per hemisphere for each individual

subject (Figs 3 and 4). A separate three-way (ROI × Condition ×
Hemisphere) analysis of variance (ANOVA) was then performed
for each network (DAN, CCN, and DMN).

Hippocampal ROI Analysis

The HC is known to be involved in LTM encoding and retrieval,
and the left HC has been shown to be more activated for
LTM-guided attention compared with visual stimulus-guided
attention when participants search for a target in a visual scene
(Summerfield et al. 2006). Therefore, we identified the left and
right hippocampi of each individual participant using Freesur-
fer’s automatic parcellationmethods (Fischl et al. 2002). The hip-
pocampal ROIs included the entire anterior–posterior extent of
the HC. We then performed an ROI analysis in volume space
to calculate the percent signal change for each condition (STIM-
guided and LTM-guided) compared with passive viewing.
Because of the strong functional and anatomical connections
between the HC and the DMN (Vincent et al. 2006; Greicius
et al. 2009), we discuss the results from the hippocampal ROI ana-
lysis with the DMN results.

ROI Analysis Using Alternative Network ROIs

On the advice of an anonymous reviewer, we performed post hoc
analysis of our results using ROIs derived from 2 alternative net-
work definitions that also derive from resting-state functional
connectivity, that is, the Power et al. (2011) study and the

Table 1 Significant areas of activation in the contrast of LTM-guided versus STIM-guided attention conditions

Anatomical region Hemisphere x y z Size (mm2) t-value

LTM-guided > STIM-guided attention
Posterior L −5.8 −64.5 30.7 1107.61 7.755
Precuneus R 12.7 −64.2 38.6 774.24 7.15
Mid-cingulate/callosal sulcus L −4 −22.3 31 794.16 7.518

R 5.3 −25.7 29.5 481.18 6.939
Anterior dorsal lateral prefrontal cortex L −22.3 43.9 27.7 2060.02 5.975

L −39.7 19.8 39.7 173.09 3.829
R 33.7 48.1 5 1490.59 6.688

AnG/latIPS L −48.6 −58.9 38.2 1195.22 5.751
R 45.5 −56.9 43.2 751.61 5.757

Anterior cingulate cortex R 12.7 36.4 21.8 253.91 5.114
Cuneus R 7.2 −74.8 30 330.09 4.807

STIM-guided > LTM-guided attention
Ventral temporal L −46.2 −60.8 −2 10937.29 8.905
Cortex/LOC/IPS/supramarginal gyrus L −22.6 −15.3 −22.4 142.09 4.999

L −52.7 −27.2 32.7 634.03 5.23
R 28.9 −67.8 −5.6 14690.27 11.246

sPCS L −35.8 −5.8 43.3 525.42 7.007
R 31.6 −7.5 46.2 916.79 5.989

iPCS L −39.9 11.7 20.3 737.76 5.371
R 45 5.2 26.3 1035.83 5.326

Anterior superior temporal sulcus R 48 −13.6 −10.6 249.47 5.18
Insula L 36.5 −4.2 7.3 140.28 5.149

R 37.8 −1.6 1.5 152.49 4.283
Anterior inferior frontal L −40.9 27.6 2 153.97 3.425
Sulcus/gyrus R 45.6 31.2 5.7 164.18 4.661
Lateral orbitofrontal cortex R 33.3 30.5 −10.8 311.81 4.589
PrC-a/posterior cingulate sulcus L −15.3 −15.8 38.3 153.55 3.702
Parietal occipital sulcus/calcarine sulcus R 21.8 −50.6 7.8 175.41 3.599

Note: MNI coordinates reflect the peak of each cluster, not the centroid.
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Yeo et al. (2011) 17-network parcellation. Both analyses identify a
network comprised of the mid-cingulate/CaS-p and the PrC-p/
posterior medial parietal cortex. Whereas Yeo and colleagues do
not comment on the possible functionality of this network, Power
and colleagues performed a meta-analysis of prior work and
found evidence that this subnetwork, in conjunction with a
small region in the lateral parietal cortex, might support some
form of memory retrieval processes. The PrC-p and CaS-p/mid-
cingulate coordinates were taken from Power et al. (2011), and co-
ordinates for the lateral parietal region (latIPS) were taken from a
paper cited by Power [posterior IPL in Nelson et al. (2010)] and
Power (personal communication). We performed ROI analysis on
the Montreal Neurological Institute (MNI) coordinates, dilated
8 mm, of these 3 regions. We also performed a subsequent ana-
lysis using ROIs from the Yeo et al. 17-network parcellation. In
the 17-network parcellation, the 2 medial regions, the PrC-p and
the CaS-p/mid-cingulate break off into a subnetwork [gray-blue
network inYeo et al. (2011)]. On the lateral surface, themost lateral
portion of the IPS (latIPS) forms into a subnetwork including the
superior lateral prefrontal cortex and frontal pole [mauve network
in Yeo et al. (2011)]. To investigate themore specific parcellation of
the posterior nodes of the CCN, we used the 17-network parcella-
tion to define the 2 medial regions (PrC-p and CaS-p) and the la-
tIPS, and conduct ROI analyses.

Intrinsic Functional Connectivity Analysis

Previous work has found that the CCN is positively correlated at
rest with the DAN and DMN (Spreng et al., 2013). Here, we sought
to investigate the specific pattern of intrinsic functional connect-
ivity of the 3 nodes of the CCN that were more strongly recruited
during LTM-guided attention than STIM-guided attention. All in-
trinsic connectivity analyses were performed within the hemi-
sphere. Data from resting-state scans were processed in Matlab.
Twelve motion regressors (6 motion parameters from Freesurfer
and their 6 temporal derivatives) were included in the regression
analysis. Nuisance regressors for the white matter, the ventricu-
lar cerebrospinal fluid, and the global mean waveform were in-
cluded in the analysis along with the motion regressors (van
Dijk et al. 2010). Framewise displacement was calculated by tak-
ing the sum of the absolute value of 6 motion parameters. A
threshold of 0.5 mm was set to exclude time points with exces-
sive motion. Runs with >10% of time points removed due to ex-
cessive motion were removed from further analyses. High
motion time points were temporarily replaced using linear inter-
polation to avoid artifact spread during band-pass filtering
(Power et al. 2012, 2013; Carp 2013). Data were band-pass filtered
to extract frequencies between 0.01 and 0.08 Hz, and then high
motion time points were removed. We defined 3 seeds (PrC-p, la-
tIPS, and CaS-p) constrained by significant activation (P < 0.01) for
LTM comparedwith passive viewing during the task in the group
average. A time coursewas then averaged across vertices for each
ROI for each hemisphere. A correlation was then computed be-
tween each seed and every vertex in the brain. To correct formul-
tiple comparisons, we again employed FS-FAST to perform
Monte Carlo simulations of a smoothed null hypothesis dataset
to establish cluster-wise thresholds for the populationmaps (For-
man et al. 1995), as we did for the GLM analysis. The Monte Carlo
simulation generated random volumes of normally distributed
values that were then smoothed by a 6-mm smoothing kernel.
Clusters were defined as areas of contiguous vertices with signifi-
cance values below a threshold of P < 0.00833 (correction for 6
comparisons) and a significant cluster threshold size of
164 mm2 was established.

Results
Behavioral Results

Participants performed well in the challenging one-shot change
detection task for the memory-guided attention (LTM-guided)
and visual stimulus-guided (STIM-guided) conditions. Behavioral
data are reported for 21 of 23 participants; due to technical diffi-
culties, behavioral data are not available for 2 participants.
Change detection performance was not different between the
memory-guided (LTM-guided d′: 2.64 ± 0.14) and explicit cue
(STIM-guided d′: 2.45 ± 0.09) conditions (t(20) = 1.43 P = 0.17). Per-
formance in both conditions was significantly greater than in
the No-Cue condition (d′ = 0.94 ± 0.09 correct; P < 0.0001, Holm–

Bonferroni corrected). This demonstrates that both forms of
cueing have a substantial impact on performance, and that par-
ticipants performed at least as well in the LTM-guided condition
as in the STIM-guided condition. Because the STIM-guided condi-
tion explicitly cued the location of the potential change, these be-
havioral data also confirm that participants had learned the
locations of the changes in the LTM-guided condition images,
which did not contain an explicit cue. Additionally, a one-factor
ANOVA demonstrated that d′ performance did not change over
the course of the experiment in the LTM-guided condition (F7,105
= 1.175, P = 0.32), suggesting that subjects had fully encoded the
locations of the changes in the LTM-guided condition and were
not doing any additional learning over the course of the experi-
ment. Furthermore, there was no difference in reaction time
between the STIM-guided and LTM-guided conditions [STIM-
guided RT: 1.02 ± 0.05 s and LTM-guided 1.02 ± 0.05 s, t(20) = 0.1, P =
0.92]. Note that images and changes were counterbalanced
across participants (e.g., one participant’s LTM-guided images
were another participant’s STIM-guided images, No-Cue, or Pas-
sive images), and thus performance differences between condi-
tions cannot be attributed to the images or changes themselves.

Eye Movements

Participants were instructed to maintain central fixation
throughout the experiment during fMRI scanning. Eye position
was monitored via a video camera for all subjects and eye move-
ments in excess of 2 degrees of visual angle were recorded. For 3
participants (2 male and 1 female), one run was excluded from
fMRI analysis due to excessive (>5% of trials) eyemovements dur-
ing that run. Otherwise, participants overall maintained fixation
on 99.0% of trials (STIM-guided: 98.3% and LTM-guided: 99.3%;
No-Cue = 99.1%; Passive = 99.2%).

fMRI Results

We performed both whole-cortex surface-based analysis and ROI-
based analysis to contrast the BOLDactivation in the 2 behaviorally
matched conditions, LTM-guided and STIM-guided, to determine
which cortical areas are differentially recruited formemory-guided
attention and stimulus-guided attention. The ROI analysis in-
cludes both a planned comparison across 3 cortical networks (cog-
nitive control, dorsal attention, and default mode) and a post hoc
analysis of subnetworks suggested during the review process.
Thenon-task “Passive” condition,which includes stimuluspresen-
tation and a button press, served as the baseline condition.

Whole-Cortex Surface-Based Analyses

As an initial step, we performed whole-cortex GLM analysis
(Fig. 2). This analysis (LTM-guided > STIM-guided) demonstrated

6 | Cerebral Cortex



that memory-guided attention differentially activated bilateral
regions in PrC-p, CaS-p/mid-cingulate, anterior dlPFC (dlPFC-a),
latIPS/AnG, right anterior cingulate (ACC), and right cuneus
(Cun; Table 1). However, 3 areas identified in this contrast
(LTM-guided > STIM-guided), bilateral dlPFC-a, right ACC, and
right Cun actually reflect strong deactivation in those vertices
in the STIM-guided condition, while no activation is apparent
in those vertices for the LTM-guided condition. Therefore, 3 key
bilateral regions demonstrated activation for the LTM-guided
spatial attention condition: PrC-p, CaS-p/mid-cingulate, and
latIPS/AnG.

The reverse contrast (STIM-guided > LTM-guided) revealed
greater bilateral activation in several nodes of the DAN: sPCS,
iPCS, and IPS/lateral SPL/LOC (IPS/SPL/LOC; Table 1). Bilateral
activationwas also observed in themid insula and anterior infer-
ior frontal sulcus/gyrus, and anterior superior temporal sulcus
(STS-a). Unilateral activation was observed in right lateral orbito-
frontal cortex, and left posterior cingulate cortex/PrC-a (Table 1).

Network ROI Analysis I—Yeo 7-Network Parcellation

To quantify the patterns of activation produced by both forms of
attention, we contrasted the LTM-guided and STIM-guided condi-
tions with a passive viewing non-task condition and performed
ROI-based analysis. Our primary interests were in the cognitive con-
trol, dorsal attention, and defaultmode networks (CCN,DAN, andDMN,
respectively). To identify ROIs, we employed an atlas constructed
from cluster-based analysis of intrinsic functional connectivity
of 1000 brains (Yeo et al. 2011, 7-network parcellation). This atlas
contains several subregions within each of the 3 networks (CCN,
DAN, and DMN). We mapped these ROIs onto the brains of each
subject and extracted percent signal change for each region.

Cognitive Control Network

Nodes of the CCN were activated by both the STIM-guided and
LTM-guided conditions relative to passive viewing (Fig. 3A,B
andTable 2). A repeated-measures Hemisphere × ROI × Condition
ANOVA was performed, and all statistics are lower-bound

corrected (Mauchly’s test for sphericity was not met for any of
the main effects or interactions; P < 0.001). This ANOVA revealed
amain effect of Condition such that therewas significantly great-
er activation in the CCN in the LTM-guided condition compared
with the STIM-guided condition (F1,22 = 5.29, P = 0.031). The
ANOVA also revealed a significantmain effect of ROI (F1,22 = 14.05,
P = 0.001). There was no main effect of Hemisphere, no inter-
action for Hemisphere × Condition or Hemisphere × ROI, and no
three-way Hemisphere × ROI × Condition interaction (F1,22 = 3.90,
P = 0.06; F1,22 = 2.01, P = 0.170; F1,22 = 0.229, P = 0.637; F1,22 = 1.726,
P = 0.202, respectively); therefore, we combine data across hemi-
spheres in subsequent analyses.

There was also a significant ROI × Condition interaction
(F1,22 = 21.00, P < 0.001). A more in-depth look revealed that this
interaction was driven specifically by 2 posterior medial ROIs
within the CCN, PrC-p, and CaS-p/mid-cingulate. These regions
were also found to be significantly more activated in the LTM-
guided condition compared with the STIM-guided condition in
the whole-cortex analysis (see above). Percent signal change is
presented in Table 2 for all ROIs. Post hoc paired t-tests (Holm–

Bonferroni corrected for 34 total ROIs) revealed significantly
greater activation for LTM-guided versus STIM-guided in the
PrC-p and CaS-p (both P < 0.001). latIPS exhibited a similar
but weaker activation pattern that did not survive statistical
correction for the multiple ROIs; no other CCN areas exhibited
significant activation differences between LTM-guided and
STIM-guided conditions (Table 2). These findings, taken together
with the whole-cortex analysis, demonstrate that the 2 medial
posterior nodes of the CCN, PrC-p, and CaS-p make significant
contributions to LTM-guided attention.

Themaps of the group-level averages for both LTM-guided and
STIM-guided comparedwithpassive viewing (Fig. 3C–F) reveal that
the activationdifferenceswithin the PrC-p andCaS-p are precisely
captured within the ROIs defined by the Yeo–Krienen–Buckner
atlas. Although regions abutting the PrC-p are activated in the
STIM-guided condition, PrC-p is essentially devoid of significantly
activated vertices in the STIM-guidedcondition. In contrast, nearly
all of PrC-p is significantly activated in the LTM-guided condition.
CaS-p is activated (relative to passive viewing) in both the STIM-
guided and LTM-guided conditions, but the relative increase in
activation for the LTM-guided condition (vs. STIM-guided) can be
seen to be restricted to the boundaries of the ROI (Fig. 3C,D).
These results also help to functionally validate these CCN ROI
definitions of the Yeo–Krienen–Buckner atlas.

The results for latIPS in the ROI analysis are more ambiguous
than in the whole-cortex analysis (Fig. 2). LTM-guided attention
appears to drive posterior portions of the bilateral latIPS ROIs,
whereas the STIM-guided condition fails to drive any portion of
the ROIs (Fig. 3E,F); however, the anterior portion of the latIPS
ROI is not activated in either condition. A closer analysis reveals
a shift in the location of the latIPS peak between the LTM-guided
versus STIM-guided contrast (Table 2, shown on the whole cor-
tex; Fig. 2) and the LTM-guided versus baseline contrast (shown
on the ROIs; Fig. 3E,F) of 16.7 and 11.6 mm ventrolaterally, in
the left (LH) and right hemispheres (RH), respectively. The peak
shift reflects the fact that a deactivated DMN region, AnG, lies
adjacent to the activated latIPS region, and that the DMN border
region is more deactivated during the STIM-guided condition
(see Discussion).

Dorsal Attention Network

As expected, the DAN was activated by both the STIM-guided
and LTM-guided conditions compared with passive viewing

Figure 2. LTM-guided attention versus stimulus-guided attention: a whole-cortex

surface-based GLM analysis averaged over all participants (n = 23) shows areas

that respond differentially to LTM-guided versus stimulus-guided attention. Hot

colors represent LTM-guided > STIM-guided and cool colors represent STIM-

guided > LTM-guided. See Table 1 for details.
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(Figs 4A–C and 5). A repeated-measures Hemisphere × ROI ×
Condition ANOVA was performed, and all statistics are lower-
bound corrected (Mauchly’s test for sphericity was not met for
any of the main effects or interactions; P < 0.001). In contrast to
the CCN, the DAN showed significantly greater activation in the
STIM-guided condition compared with the LTM-guided condi-
tion, revealed by a main effect of Condition (F1,22 = 35.93, P <
0.001). There was also a main effect of ROI, but no main effect
of Hemisphere (F1,22 = 6.51, P = 0.018 and F1,22 = 3.11, P = 0.09, re-
spectively). All 3 two-way interactions emerged as significant
(ROI × Condition: F1,22 = 11.54, P = 0.003; ROI × Hemisphere: F1,22 =
14.47, P = 0.001; and Hemisphere × Condition: F1,22 = 10.62, P =
0.004). The three-way interaction was also significant (F1,22 = 4.65,
P = 0.042). Therefore, all post hoc t-testswere performed separate-
ly for each hemisphere ROI and Holm–Bonferroni corrected for 34
ROIs. All subdivisions of the DAN were significantly more acti-
vated by the STIM-guided than by the LTM-guided attention con-
ditions (all P < 0.02 corrected, post hoc paired t-tests; Table 2). The

Hemisphere × Condition interaction reflected a stronger differ-
ence between STIM-guided and LTM-guided activation in the
RH compared with the left. The ROI × Hemisphere interaction
was driven by significantly greater activation of the iPCS in the
RH compared with the LH (iPCS: t(22) = 3.77, P = 0.001; IPS/SPL/
LOC: P = 0.11; sPCS: P = 0.42). Thus, the STIM-guided attention
condition more strongly taxed the DAN than did the LTM-guided
attention condition, even though no significant behavioral
differences were observed.

Default Mode Network and Hippocampus

In contrast to the DAN and CCN, there was no main effect of
Condition in the DMN (F1,22 = 3.34, P = 0.081). Also, many nodes
of the DMN were deactivated compared with passive viewing
(Fig. 4D–F). The results within this network are more complex
and heterogeneous than in the other 2 networks. The repeated-
measures ANOVA revealed a main effect of ROI (F1,22 = 13.60,

Figure 3. ROI analysis for the CCN: (A) ROIs were obtained from an intrinsic functional connectivity analysis of 1000 brains (Yeo et al. 2011) and were projected onto the

cortical surface of each individual participant. (B) A ROI analysis was performed on each ROI within the CCN for LTM-guided and STIM-guided conditions. The bar graph

presents percent signal change between each condition compared with passive viewing. Error bars reflect SEM. (C and E) Zoomed in images of the medial and lateral left

(top) and right (bottom) cortical surfaces during the STIM-guided condition (vs. passive viewing). (D and F) The same views for the LTM-guided (vs. passive viewing). CCN

ROIs are outlined in black, DMN ROIs are outlined in white, and DAN ROIs are outlined in green. Black arrows indicate differences between the STIM-guided condition

activation and the LTM-guided condition activation. **P < 0.01, and ***P < 0.0001, Holm–Bonferroni corrected.
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P = 0.001) and no main effect of Hemisphere in the DMN (F1,22 =
3.50, P = 0.075). Neither of the two-way interactions involving
Hemisphere were significant (ROI × Hemisphere: F1,22 = 1.24, P =
0.278; Hemisphere × Condition interaction: F1,22 = 3.85, P = 0.063).
However, there was a significant three-way interaction
(Hemisphere × ROI × Condition, F1,22 = 5.20, P = 0.033). Therefore,
post hoc t-tests were performed separately for each hemisphere
for each ROI and Holm–Bonferroni corrected for 34 total ROIs.
The heterogeneity of results is indicated by the significant ROI ×
Condition interaction (F1,22 = 18.79, P < 0.001). The 2 medial tem-
poral lobe structures, PHC and HC, showed greater activation in
the STIM-guided condition compared with the LTM-guided con-
dition (all P < 0.001, corrected; Table 2). The medial temporal lobe
activation in the STIM-guided condition may reflect encoding
processes; in each STIM-guided trial, the location of a potential
change in an image is shown for the first time and it is likely
that participants are encoding this information, while partici-
pants have already learned the change locations for LTM-guided
trial images.

Bilateral PCC showed greater activation in the LTM-guided
than STIM-guided condition (both P < 0.01, corrected; Table 2).
However, LTM-guided attention did not drive significant positive

activation relative to baseline in any of these ROIs, suggesting
that the difference in the LTM-guided versus STIM-guided con-
trast results fromdeactivation during the STIM-guided condition.
A possible explanation is that suppressive influences from the
DAN, which is more activated in the STIM-guided condition
than the LTM-guided condition, may differentially suppress
these medial nodes of the DMN during the STIM-guided
condition. No other regions within the DMN showed significant
activation differences between the LTM-guided and STIM-guided
conditions.

Network ROI Analysis II—Alternative Network
Definitions

The ROI analysis above employed a network parcellation based
on intrinsic functional connectivity analysis. The 3 subnetworks
of the Yeo et al. 7-Network parcellationwere an a priori choice for
ROI analysis. However, 2 other prominent cortical network par-
cellations have been reported that are also derived from intrinsic
functional connectivity analysis: the Power parcellation (Power
et al. 2011) and the Yeo 17-Network parcellation (Yeo et al.
2011). At the suggestion of an anonymous reviewer, we

Table 2 Percent signal change in ROI analysis results for the CCN, DAN, and DMN, defined from the Yeo 7-network parcellation

Region of interest Hemisphere LTM-guided STIM-guided t-value P-value

Cognitive control network
PrC-p L 0.28 ± 0.05 0.13 ± 0.05 5.04 0.0012
PrC-p R 0.30 ± 0.04 0.13 ± 0.04 6.84 <0.0001
CaS-p L 0.20 ± 0.04 0.14 ± 0.03 5.98 0.0001
CaS-p R 0.24 ± 0.03 0.17 ± 0.03 4.46 0.0043
latIPS L 0.16 ± 0.04 0.12 ± 0.04 1.62 1.00
latIPS R 0.17 ± 0.05 0.13 ± 0.04 1.79 1.00
LTC-p L 0.02 ± 0.06 0.08 ± 0.06 2.06 0.725
LTC-p R 0.08 ± 0.04 0.09 ± 0.04 0.55 1.00
dmPFC-p L 0.06 ± 0.03 0.05 ± 0.03 0.57 1.00
dmPFC-p R 0.11 ± 0.03 0.08 ± 0.03 1.39 1.00
dlPFC L 0.04 ± 0.03 0.02 ± 0.03 0.838 1.00
dlPFC R 0.07 ± 0.03 0.05 ± 0.03 0.814 1.00
vlPFC-p L 0.17 ± 0.04 0.18 ± 0.04 0.218 1.00
vlPFC-p R 0.19 ± 0.05 0.20 ± 0.04 0.777 1.00

Dorsal attention network
IPS/SPL L 0.24 ± 0.04 0.37 ± 0.04 6.54 <0.0001
IPS/SPL R 0.22 ± 0.04 0.36 ± 0.04 6.81 <0.0001
iPCS L 0.18 ± 0.04 0.31 ± 0.04 4.51 0.0029
iPCS R 0.25 ± 0.05 0.43 ± 0.05 6.12 <0.0001
sPCS L 0.20 ± 0.04 0.26 ± 0.04 3.83 0.0144
sPCS R 0.18 ± 0.04 0.27 ± 0.04 4.77 0.0016

Default mode network
PHC L 0.04 ± 0.03 0.17 ± 0.04 6.92 <0.0001
PHC R 0.07 ± 0.04 0.25 ± 0.04 7.34 <0.0001
Hippo. L 0.007 ± 0.02 0.067 ± 0.03 3.53 0.0265
Hippo. R −0.004 ± 0.03 0.091 ± 0.02 6.35 <0.0001
PCC L 0.01 ± 0.03 −0.04 ± 0.03 4.80 0.0021
PCC R 0.06 ± 0.03 0.02 ± 0.03 3.61 0.0308
dmPFC-a L −0.09 ± 0.03 −0.11 ± 0.03 2.41 0.2729
dmPFC-a R −0.07 ± 0.03 −0.09 ± 0.03 2.11 0.4647
vlPFC-a L −0.10 ± 0.04 −0.06 ± 0.03 2.62 0.1863
vlPFC-a R −0.06 ± 0.03 −0.01 ± 0.03 2.81 0.1329
AnG L −0.06 ± 0.04 −0.07 ± 0.04 1.06 0.6712
AnG R −0.06 ± 0.03 −0.03 ± 0.03 1.92 0.6096
LTC-a L −0.02 ± 0.03 −0.02 ± 0.03 0.68 1.0
LTC-a R −0.04 ± 0.02 −0.03 ± 0.03 0.58 1.0

Note: All significant values are Holm–Bonferroni corrected for 34 comparisons (total number of ROIs).
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performed a post hoc analysis of our results using ROIs from the
Power and Yeo 17 parcellations, in order to better isolate the pat-
tern of activation seen in the contrast of LTM-guided attention
versus STIM-guided attention. Both resting-state parcellations
reveal a subnetwork on the medial surface that appears

remarkably similar to the CaS-p and PrC-p ROIs activated in the
LTM-guided attention task (Supplementary Fig. 1). To attempt
to identify a possible function for this previously undescribed
network, Power et al. performed a meta-analysis of task data
that suggested that this subnetwork might perform memory re-
trieval functions (Power et al. 2011). Notably, this analysis also
suggested that a small ROI in the latIPS, previously identified in
Nelson et al. (2010), was also part of this network andwe have in-
cluded this region in our post hoc analysis. From Yeo and collea-
gues, we used subregions reported in the 17-network parcellation
that correspond to this network in the latIPS, PrC-p, and CaS-p
(seeMaterials andMethods). All 3 of the regions, including latIPS,
PrC-p, and CaS-p, showed significantly greater activation during
the LTM-guided condition compared with the STIM-guided con-
dition (all P < 0.001 Holm–Bonferroni corrected, Table 3 and Sup-
plementary Fig. 1). Thiswas true for both the Yeo 17-network and
Power/Nelson parcellations (Nelson et al. 2010; Power et al. 2011;
Yeo et al. 2011). Thus, the Yeo 17-network and the Power/Nelson
parcellations more precisely captured the pattern of activation
that we observed in our memory-guided attention task than did
the Yeo 7-network parcellation. Although post hoc analyses,
these ROIs capture the observed pattern of activation remarkably
well (Supplementary Fig. 1).

Intrinsic Connectivity Analysis

Weexamined the intrinsic connectivity within the CCN, focusing
on the 3 posterior nodes of the CCN recruited for LTM-guided at-
tention. During rest, PrC-p is strongly correlated within each

Figure 5. PrC-p seed-based intrinsic connectivity analysis: Black lines outline the

CCN. Time courses from each vertex in the brain were correlated with the time

course of the PrC-p. Hot colored regions reflect vertices whose time courses

were positively correlated with the PrC-p (Fisher’s z-transformed R-value).

Figure 4. ROI analyses for the dorsal attention and defaultmodenetworks (DANandDMN): (A and B) ROIswere obtained froman intrinsic functional connectivity analysis of

1000 brains (Yeo et al. 2011) and were projected onto the cortical surface of each individual participant. ROIs from the DAN and DMN are presented. (C–F) Bar graphs

illustrate percent signal change in the LTM-guided and STIM-guided conditions compared with passive viewing for each ROI within the DAN and DMN. *P < 0.05,

**P < 0.01, and ***P < 0.0001, Holm–Bonferroni corrected. Error bars reflect SEM.
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hemisphere with the other 2 regions recruited in LTM-guided at-
tention, the latIPS and CaS-p (Fig. 5 and Table 4), with less exten-
sive connectivity to the other nodes of the CCN. CaS-p is strongly
correlated with PrC-p and moderately correlated with latIPS, but
largely uncorrelated with the rest of the CCN (Supplementary
Fig. 2A and Table 4). LatIPS shows strong connectivity with
almost the entire CCN at rest, aside from moderate connectivity
with the CaS-p (Supplementary Fig. 2B and Table 4). Taken
together, these findings suggest that these 3 regions may form
a subnetwork at rest in which PrC-p serves as a local hub and
latIPS connects this subnetwork to the rest of the CCN.

Discussion
Memory-guided attention is key to our high level of visual per-
formance in familiar environments, serving to efficiently direct
our limited attentional resources. The present fMRI experiments
investigated cortical networks serving memory-guided attention
(Hutchinson and Turk-Browne 2012), contrasting LTM-guided at-
tentionwith stimulus-guided attention and a baseline condition,
using a change detection paradigm. We hypothesized that the
CCN would be differentially recruited for LTM-guided attention,
and our results support this hypothesis. Closer investigation de-
monstrates that, within the broader CCN, a posterior subnetwork
exists and it is preferentially recruited for LTM-guided attention.
This subnetwork consists of a region of latIPS, and 2medial struc-
tures, PrC-p and CaS-p/mid-cingulate. Lateral parietal structures,
especially on the LH, have been strongly suggested in prior stud-
ies to play an importantmemory retrieval role (e.g., Wagner et al.
2005; Ciaramelli et al. 2008; Vilberg and Rugg 2008; Hutchinson
et al. 2009, 2014; Sestieri et al. 2010; Guerin et al. 2012). In contrast,
the 2 medial structures have received limited attention in the lit-
erature (Power et al. 2011, 2014; Nelson et al. 2013). Our definition
of the CCN derives from analysis of a 1000-brain database (Yeo
et al. 2011) and is similar to prior functional connectivity reports
(Dosenbach et al. 2007; Vincent et al. 2008); however, we note that
some task-based definitions of the CCN differ by including much
of the DAN and excluding posterior regions that are the focus of
our results (e.g., Cole and Schneider 2007; Braver 2012).

We also examined 2 other networks, that is, the DAN and
the DMN. While the DAN was significantly activated in both
LTM-guided and STIM-guided conditions, it was more strongly
activated for the STIM-guided condition. Since there were no be-
havioral differences, this activation cannot be attributed to task
difficulty, per se; however, the BOLD activation difference sug-
gests that LTM-guided attention was less taxing on the DAN
thanwas STIM-guided attention. Although it is not inconceivable
that the greater DAN activation could result from the presence
of the explicit spatial cue in the STIM-guided condition, this
explanation seems unlikely given that early visual cortex does
not exhibit corresponding robust increases in activation for
the STIM-guided condition. Thus, the suggestion that LTM-
guided attention reduces demands on the DAN deserves further
investigation.

Wedid not observe amain effect for the DMNandno coherent
pattern emerges across the ROIs of the DMN. One notable prior
study (Summerfield et al. 2006) observed greater LTM-guided at-
tention activation than stimulus-guided attention activation
within the left HC, while here the HCwas significantly more acti-
vated by the STIM-guided condition. Recent work also demon-
strated hippocampal activation during the cueing phase of
LTM-guided attention (Stokes et al. 2012). In our change detection
paradigm, the STIM-guided trials likely activated memory encod-
ing mechanisms; any time a change occurred in a STIM-guided
trial, it was the first time participants saw a change in that
image and it is likely that participants encoded this location
into LTM. Previous research has demonstrated that memory en-
coding robustly activates the HC (e.g., Stern et al. 1996; Wagner
et al. 1998). We do not take the present results to contradict the
hippocampal involvement in LTM-guided attention in previous
studies. We note that, in the present study, stimuli and stimuli
changes in the LTM-guided condition were well learned (see Be-
havioral Results) while in learning may have still been occurring
over the course of scanning in Summerfield et al. (2006). This ac-
tivation in the HC in previous studies may reflect the critical role
that the HC plays in binding of relational information (Ryan et al.
2000; Yee et al. 2014). We believe that, in the current study, the
LTM-guided condition does not rely on the HC because the stim-
uli and changes were well learned. In contrast, the additional

Table 3 Post hoc analysis using alternative network ROIs

ROI x, y, z Hemisphere LTM-guided STIM-guided t-value P-value

Yeo et al. (2011, 17 network)
PrC-p L 0.22 ± 0.04 0.13 ± 0.03 4.21 0.001
PrC-p R 0.23 ± 0.04 0.14 ± 0.03 4.48 0.0009
CaS-p L 0.25 ± 0.04 0.17 ± 0.03 6.04 <0.0001
CaS-p R 0.25 ± 0.02 0.17 ± 0.03 5.49 0.0001
latIPS L 0.09 ± 0.04 −0.003 ± 0.04 4.16 0.0014
latIPS R 0.11 ± 0.05 0.005 ± 0.04 4.80 0.0005

Power et al. (2011)
PrC-p −7, −71, 42 L 0.30 ± 0.06 0.10 ± 0.06 5.86 <0.0001
PrC-p 11, −66, 42 R 0.25 ± 0.04 0.08 ± 0.04 6.45 <0.0001
CaS-p −2, −35, 31 L 0.11 ± 0.05 0.02 ± 0.03 5.28 0.0002
CaS-p 2, −24, 30 R 0.10 ± 0.02 0.07 ± 0.01 4.19 0.0014

Nelson et al. (2010)
latIPS 40, −62, 48 L 0.07 ± 0.05 −0.07 ± 0.05 4.78 0.0005
latIPS 44, −56, 41 R 0.20 ± 0.06 0.10 ± 0.05 3.11 0.0051

Note: Upon suggestion from an anonymous reviewer, ROI analysis was performed using network definitions from Yeo et al. 17-network parcellation and Power et al. All

significant values are Holm–Bonferroni corrected.
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encoding of the changes in the STIM-guided scenes resulted in
overall more activation in the HC for the STIM-guided scenes
than the LTM-guided scenes.

Previous work has shown that the activity within the CCN is
positively correlated with both the DMN and DAN at rest (Spreng
et al. 2013), suggesting that these regions may be well positioned

to act as an intermediary between regions of the DMN and DAN.
Here, we sought to characterize the specific intrinsic connectivity
profile of each of the regions within the CCN recruited for LTM-
guided attention. No prior studies have described the connectiv-
ity patterns between all 3 of these nodes. When the PrC-p was
used as a seed for resting-state functional connectivity, we
found strong positive correlations with CaS-p and latIPS, but
less extensive connectivity with the other nodes of the CCN
(Fig. 5 and Table 4). CaS-p exhibited strong resting-state function-
al connectivity only with PrC-p and itself (Supplementary Fig. 2A
and Table 4); this observation is consistent with prior reports that
CaS-p and PrC-p form a distinct two-node resting-state network
(Power et al. 2011, 2014; Yeo et al. 2011). In contrast, latIPS exhibits
strong resting-state functional connectivity throughout the
broader CCN (Supplementary Fig. 2B). Therefore, we suggest
that PrC-p serves as a local hub in this three-node memory-
guided attention network, and that latIPS serves as hub to the
broader CCN. Thus, our analysis illuminates a subnetwork of
the CCN and its potential role in memory-guided attention. A re-
cent fMRI study (Nelson et al. 2013) noted that these 3 regions
may contribute in a broader range of memory retrieval opera-
tions. The full functional range of this network deserves further
investigation.

Involvement of CaS-p, PrC-p, and latIPS was not reported in
the 2 prior studies employed fMRI to investigate memory-guided
attention (e.g., Summerfield et al. 2006; Stokes et al. 2012). The
present study likely benefitted from the use of predefined cortical
surface ROIs, as some CCN regions lie between DMN and DAN re-
gions and could be obscured by volume-based group-averaging
methods. Of these, prior studies only one study directly con-
trasted memory-guided attention with exogenous stimulus-
guided attention (Summerfield et al. 2006); the present findings
differ significantly, but there are some important similarities.
Summerfield et al. (2006) observed that both memory-guided at-
tention and exogenous stimulus-guided attention drove a com-
mon network of brain regions including the mid-cingulate as
well asmultiple regions of the fronto-parietal DAN. Here, we con-
firm that the mid-cingulate and the DAN were activated in both
conditions, but we also observed significant activation differ-
ences between conditions. The mid-cingulate cortex exhibited
greater activation for LTM-guided attention, whereas the DAN
exhibited greater activation for STIM-guided attention.

This study provides the first evidence that 3 regionswithin the
broader CCN are preferentially recruited for memory-guided at-
tention and the first to explicitly investigate the connectivity pro-
files of each of these nodes. While one recent study (Nelson et al.
2013) has identified these 3 regions in amemory retrieval experi-
ment, our work makes a novel and substantial contribution to
understanding these regions as a subnetwork and their function
in supporting memory-guided attention.

The PrC-p ROI within the CCN is thin and crescent-shaped,
and thus could be easily obscured in volume-based group-aver-
aging techniques. Despite this unusual shape, memory-guided
attention activation falls neatly within the boundaries of this
ROI (Fig. 3D). A similarly located region, referred to as the medial
SPL, has been implicated in an array of task-switching paradigms
(Chiu and Yantis 2009; Esterman et al. 2009). In the current task,
participants switch attention between their internal representa-
tion of the scene change and the external scene. Here, the PrC-p
could be participating in this switching between internally direc-
ted to externally directed attention. Retrieval of episodic memor-
ies also produces activation in this vicinity (Sestieri et al. 2010).
Taken together, the data suggest that this region is well posi-
tioned to aid in the cooperation of LTM and attention systems.

Table 4 Intrinsic connectivity using PrC-p (left: −9.5 −67.3, 42.8; right:
10.1, −65.9, 41.2), CaS-p (left: −6.0, −23.1, 29.3; right: 6.6, −17.9, 29.8),
and latIPS (left: −36.5, −56.2, 38.2; right: 37.5, −57.3, 40.5) as seed
regions within the hemisphere

Anatomical region x y z Size (mm2) t-value

Left PrC-p seed
PrC-p (CCN) −9.0 −69.8 46.3 4326.51 8.630
CaS-p (CCN) −8.4 −36.8 25.3 645.53 5.285
dlPFC (CCN) −40.8 28.5 21.9 879.40 4.490
latIPS (CCN) −39.9 −60.1 41.7 1956.53 4.485
LTC-p (CCN) −53.6 −55.0 −16.9 196.23 4.121
Occipital pole (visual) −11.4 −96.6 −10.8 433.47 3.436
IPS (DAN) −41.6 −76.8 15.6 286.14 3.324

Right PrC-p seed
PrC-p (CCN) 8.7 −67.3 40.5 3522.27 8.830
CaS-p (CCN) 6.5 −30.6 29.0 781.59 6.690
latIPS (CCN) 42.1 −70.2 35.4 3655.26 5.445
dmPFC-p (CCN) 13.6 23.9 28.5 204.94 4.712
dlPFC (CCN) 45.7 29.8 22.9 1724.41 4.680

39.3 51.3 8.0 264.14 3.229
dmPFC-p (CCN) 7.6 19.3 46.8 204.72 3.878
Insula (VAN) 30.5 19.4 9.0 201.66 3.430

Left CaS-p seed
CaS-p (CCN/DMN) −5.2 −34.7 29.1 1421.10 11.708

−8.3 22.8 27.1 515.48 4.786
PrC-p (CCN) −15.3 −70.8 36.4 1184.83 6.660
latIPS/TPJ (DAN/VAN) −53.8 −42.6 45.5 242.23 4.934
Insula (VAN) −34.6 14.5 −3.5 469.08 5.292

−35.8 39.4 10.5 164.47 2.653

Right CaS-p seed
CaS-p (CCN) 5.8 −28.7 30.5 2217.54 10.446
PrC-p (CCN) 14.2 −69.1 38.9 955.38 5.631
latIPS (CCN) 52.6 −45.3 37.8 1123.63 5.051

35.5 −69.7 42.7 211.65 4.152
vlPFC-p (CCN/VAN) 31.6 15.0 −8.3 511.28 3.129

Left latIPS seed
latIPS (CCN/DAN) −40.7 −45.9 36.6 3582.97 9.621
PrC-p (CCN) −5.9 −65.2 43.5 831.41 4.550
dlPFC/iPCS (CCN/DAN) −42.9 1.8 24.9 4672.24 7.305
LTC-p/LOC (CCN/DAN) −47.6 −56.9 −8.7 1790.88 5.019
dmPFC-p (CCN) −6.7 26.3 41.4 351.82 5.008
Occipital pole (visual) −19.3 −100.9 −4.7 226.64 3.134
LOC (visual) −36.2 −88.0 −11.1 318.03 2.619

Right latIPS seed
latIPS (CCN) 34.4 −58.1 44.2 3446.39 9.659
PrC-p (CCN) 6.6 −61.5 41.1 1099.37 5.533
dlPFC(CCN) 28.3 6.8 48.6 6695.62 7.054
dmPFC-p (CCN) 8.5 29.4 40.9 395.19 6.707
CaS-P (CCN) 5.8 −38.9 24.0 1002.28 5.708
Insula (VAN) 32.7 18.9 2.1 205.87 5.263
LTC-p (CCN) 62.4 −38.5 −13.5 1471.81 5.093

Note: Seeds were defined as vertices within the CCN network definition that were

significantly (P < 0.01) recruited for LTM-guided attention versus baseline.
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The CaS-p within the CCN is a long, thin region that may also
be described as the rostro-ventral portion of posterior cingulate
cortex (Brodmann area 23) or simply as mid-cingulate cortex.
Anatomical studies in monkeys and connectivity studies in
humans reveal that both the HC and posterior parietal cortex
make substantial connections with the mid-cingulate cortex
(Baleydier and Mauguière 1987; Vogt et al. 2006; Beckmann
et al. 2009). The anatomy suggests that this region is well posi-
tioned to support the interaction between memory retrieval
and attention. Prior functional connectivity and task activation
studies suggest that posterior cingulate cortex consists of several
functionally distinct subregions (Vogt et al. 2006; Beckmann et al.
2009; Leech et al. 2011). Prior task-based fMRI studies have
reported CaS-p/mid-cingulate activation during retrieval of
visual LTM (Huijbers et al. 2011) and retrieval of visual working
memory (Schon et al. 2009). Reduced CaS-p/mid-cingulate activa-
tion has been observed in clinical populations during cognitive
control tasks such as task-switching and N-back working mem-
ory tasks (Tamm et al. 2004; Gundersen et al. 2008). Generally,
CaS-p/mid-cingulate has been understudied and underempha-
sized; future studies will be required to more fully explore the
functional roles of CaS-p. Our task-based findings demonstrate
a strong role for this region in LTM guidance of attention.

A bilateral region in latIPS/AnG was significant in our whole-
cortex cluster analysis, did not emerge as significant in the
planned Yeo 7-Network ROI analysis, and was highly significant
in the post hoc analysis suggested by a reviewer. We interpret
these results to indicate that there is a region of latIPS contributed
to LTM-guided visual attention, but that this region was not well
captured by the Yeo 7-Network parcellation. Our latIPS/AnG acti-
vation peak is located near regions previously identified in neuroi-
maging studies examining the role of parietal cortex in episodic
memory retrieval (Wagner et al. 2005; Ciaramelli et al. 2008;
Vilberg and Rugg 2008; Hutchinson et al. 2009, 2014; Sestieri
et al. 2010). The MNI coordinates for the left latIPS/AnG in our
LTM-guided > STIM-guided contrast (−48.6, −58.9, 38.2) lie within
3.5 mm of the average of the locations identified in 2 meta-
analyses of left parietal lobe involvement in episodic memory
retrieval for recollection (Vilberg and Rugg 2008: −43, −66, 38)
and bottom-up attentional capture by retrievedmemory contents
(Ciaramelli et al. 2008: −50, −57, 38). A peak shift effect (between
LTM-guided vs. STIM-guided and LTM-guided vs. passive) that
we observed here may help to explain anatomical variability in
the location of episodic memory retrieval-based activation in
the lateral parietal cortex reported across prior studies [see also
Hutchinson et al. (2014)]; the degree of DMN deactivation in the
control condition determines the size of the shift. Our latIPS re-
gion appears to roughly correspond to a latIPS region sensitive
to source memory that may act as a mnemonic accumulator
and in the service ofmemory-guided action selection (Hutchinson
et al. 2014). Other studies have also suggested that a region in this
vicinity may act in “post-retrieval” processes (Nelson et al. 2010;
Sestieri et al. 2011). In the present study, the latIPSmay be holding
spatial information that has already been retrieved and/or accu-
mulating information about whether a stimulus matches what
is stored inmemory at that location and thus be acting as amem-
ory-guided action selector. Another recent study has implicated
this region in violations of an expectedmemory response (i.e., un-
expected familiarity or unexpected novelty), suggesting that this
regionmay reflect general orientingmechanisms duringmemory
retrieval (Jaeger et al. 2013).

Memory consists ofmultiple systems, and it follows thatmem-
ory-guided attention is likely not a single entity [see also Jiang et al.
(2013)]. Here, we have focused on the mechanisms by which

explicit memory guides visuospatial attention. Retrieval of explicit
memories to guide attention may be critical to CCN recruitment,
andCCN recruitmentmaynotoccur in implicitmemory-guided at-
tentionparadigmssuchas contextual cueing (Chunand Jiang 1998;
Chun 2000). The spatial nature of the attentional task may have
biased CCN activation toward the posterior nodes, as spatial pro-
cessing is often associated with the posterior cortex (e.g., Posner
et al. 1984; Postle et al. 2000); alternately, this may reflect episodic
memory influences on reactive cognitive control mechanisms
(Braver 2012). In the present study, functional connectivity results
and task activations demonstrate functional heterogeneitywithin
the CCN [see also Cole and Schneider (2007)], and point to mem-
ory-guided attention as one key function of some CCN nodes.

Traditionally, attention and LTM have been distinct fields of
study, examined by different sets of researchers focused on differ-
ent brain structures. Recent work examining the role of parietal
cortex in episodicmemory retrieval (Wagner et al. 2005; Ciaramelli
et al. 2008, 2010; Vilberg and Rugg 2008; Hutchinson et al. 2009,
2014; Nelson et al. 2010; Sestieri et al. 2010, 2011) and work inves-
tigating LTM influences on attention (Chun and Jiang 1998, 2003;
Henderson and Hollingworth 1999; Moores et al. 2003; Holling-
worth 2004, 2005; Summerfield et al. 2006, 2011; Chun and Turk-
Browne 2007; Olivers 2011; Stokes et al. 2012) have started to
break through this divide. The present study makes a significant
contribution to the field by highlighting the role that this posterior
subnetwork within the greater CCN plays in aiding cooperative
interactions between memory and attention.
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