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Abstract—The main challenges of cognitive radio include
spectrum sensing at the physical (PHY) layer to detect the
activity of primary users and spectrum sharing at the medium
access control (MAC) layer to coordinate access among coexisting
secondary users. In this paper, we consider a cognitive radio
network in which a primary user shares a channel with secondary
users that cannot distinguish the signals of the primary user from
those of a secondary user. We propose a class of distributed
cognitive MAC protocols to achieve efficient spectrum sharing
among the secondary users while protecting the primary user
from potential interference by the secondary users. By using a
MAC protocol with one-slot memory, we can obtain high channel
utilization by the secondary users while limiting interference to
the primary user at a low level. The results of this paper suggest
the possibility of utilizing MAC protocol design in cognitive radio
networks to overcome limitations in spectrum sensing at the PHY
layer as well as to achieve spectrum sharing at the MAC layer.

Index Terms—Cognitive medium access control, cognitive ra-
dio networks, protocols with memory, spectrum sensing, spec-
trum sharing.

I. INTRODUCTION

TODAY’S expanding demand for wireless services has
necessitated cognitive radio technology in order to over-

come the limitations of the conventional static spectrum al-
location policy. Cognitive radio technology enables a more
efficient use of limited spectrum resources by allowing unli-
censed users (or secondary users) to opportunistically utilize
licensed spectral bands. The main challenges of cognitive
radio include spectrum sensing at the physical (PHY) layer
to detect the activity of licensed users (or primary users) and
spectrum sharing at the medium access control (MAC) layer
to coordinate access among coexisting secondary users [1].
Spectrum sensing is needed to identify spectrum opportunities
or spectrum holes, while spectrum sharing helps secondary
users achieve an efficient and fair use of identified spectrum
opportunities.

In this paper, we study a MAC protocol design problem for a
cognitive radio network in which a primary user shares a spec-
tral band (or a channel) with multiple secondary users. One
of the main assumptions of our model is that the secondary
users have limited spectrum sensing capability at the PHY
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layer in the sense that they are unable to distinguish between
the activities (i.e., spectrum access) of the primary user and a
secondary user. This assumption contrasts with and is weaker
than the prevailing assumption, made in previous work on
MAC design for cognitive radio, that spectrum sensing is
perfect in that secondary users can always detect the presence
of primary users (see, for example, [2] and [3]). [4] relaxes the
assumption of perfect spectrum sensing and considers sensing
errors at the PHY layer. However, [4] requires that the signals
of primary users be statistically distinguishable from those of
secondary users. On the contrary, our assumption is valid when
the signals of primary users are (statistically) indistinguishable
from those of secondary users.

Another key assumption we maintain is that explicit coor-
dination messages cannot be communicated between a central
controller and a user, or between users. This implies that the
primary user cannot broadcast its presence to the secondary
users for spectrum sensing and that centralized scheduling
schemes such as TDMA cannot be used for spectrum sharing.
Again, this assumption contrasts with and is weaker than
the assumption made in existing work that there are central
controllers or dedicated control channels (see, for example, [2]
and [3]). As pointed out in [1], in cognitive radio networks,
protocols requiring broadcast messages cause a major problem
due to the lack of a reliable control channel as a channel has
to be vacated whenever a primary user returns to the channel.

Our protocol design for the secondary users is based on
MAC protocols with memory, which are formally presented
in [5]. Under a protocol with memory, users adjust their
transmission parameters depending on the local histories of
their own transmission actions and feedback information.
Hence, protocols with memory can be implemented in a
distributed way without explicit message passing for any given
sensing ability of users. Moreover, by exploiting information
embedded in local histories, protocols with memory enable
a secondary user to “change its transmitter parameters based
on interaction with the environment in which it operates,” as
demanded by the definition of cognitive radio [6].

In [5], we have focused on the problem of achieving
coordinated access among symmetric users by using a protocol
with memory. In a cognitive radio network, where a primary
user exists, another kind of coordination is needed to ensure
that the secondary users do not interfere with the primary user.
In this paper, we show that a class of protocols with one-slot
memory can achieve high channel utilization by the secondary
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users while protecting the primary user at a desired level. We
also show that the system performance can be improved by
utilizing longer memory. The results of this paper suggest that
a carefully designed MAC protocol can be used in place of
an algorithm for primary user detection at the PHY layer. The
main contribution of this paper is to illustrate the possibility
of utilizing MAC protocol design to overcome limitations in
spectrum sensing at the PHY layer as well as to achieve
spectrum sharing at the MAC layer.

In recent years, there have been burgeoning research efforts
involving cognitive radio networks. Due to space limitations,
we review only a few of them, focusing on the most related
work, and refer the interested reader to [1] for a comprehensive
survey. [2] examines gains from spectrum agility in terms of
spectrum utilization. Our model corresponds to the non-agile
case of [2] as secondary users in our model stay in the same
channel for the considered horizon of time. This is because our
model is not equipped with ideal control devices as assumed
in [2]. [3] uses a mechanism design approach to determine
the allocation of spectrum opportunities to selfish secondary
users. [4] analyzes the decision of secondary users to sense
and access channels using a partially observable Markov deci-
sion process framework. [7] evaluates performance under two
spectrum access schemes using different sensing, back-off,
and transmission mechanisms. [8] develops a sensing-period
optimization mechanism and an optimal channel-sequencing
algorithm for efficient discovery of spectrum opportunities.
[9] models the interactions between secondary users as a non-
cooperative game and derives the price of anarchy. A survey
on MAC protocols for cognitive radio networks is presented
in [10]–[12].

The rest of this paper is organized as follows. In Section II,
we describe the system model and the proposed class of
MAC protocols. In Section III, we define performance metrics
and provide methods to compute them based on Markov
chains. In Section IV, we formulate and analyze a protocol
design problem. In Section V, we discuss how to enhance the
proposed protocols by utilizing longer memory. In Section VI,
we conclude this paper.

II. SYSTEM MODEL AND PROTOCOL DESCRIPTION

A. System Model

We consider a slotted multiaccess system [13, Ch. 4]
where a single primary user and 𝑁 secondary users share a
communication channel. We assume that 𝑁 is fixed over time.
Time is divided into slots of equal length, and the primary and
secondary users maintain synchronized time slots. Packets are
fragmented into a length that can be transmitted with a time
slot. A user can attempt to transmit a packet or wait in a
slot when it has a packet to transmit. Due to interference,
only one user can have successful transmission in a slot, and
simultaneous transmission by more than one user results in a
collision.

The traffic of the primary user arrives following a stochastic
process. An arrival of traffic generates multiple packets for the
primary user. Let 𝑇𝑝𝑎𝑐 be the average number of packets gen-
erated by an arrival of traffic. Also, let 𝑇𝑖𝑛𝑡 the average time
interval (measured in slots) between two consecutive arrivals

of traffic. We assume that 𝑇𝑖𝑛𝑡 > 𝑇𝑝𝑎𝑐. This assumption will
hold when the primary user has bursty traffic. In each slot, the
primary user has either a packet to transmit or none depending
on traffic arrivals and transmission outcomes. The state of the
primary user, denoted by 𝑦𝑝, is on if the primary user has a
packet to transmit and off otherwise. A similar on-off model
for the primary user can be found in [2] and [8].

Each secondary user always has a packet to transmit. After
a user makes a transmission attempt, it learns whether the
transmission is successful or not using an acknowledgement
(ACK) response. Also, the secondary users perform spectrum
sensing in every slot to find out whether the channel is
accessed or not. We say that spectrum sensing is limited if
the secondary users cannot distinguish access by the primary
user from that by a secondary user at all, and perfect if they
can recognize access by the primary user. In this paper, we
focus on limited spectrum sensing. In other words, when the
channel is sensed busy, the secondary users know that some
user accessed the channel, but not whether the primary user
or a secondary user did. Using the information obtained from
ACK responses and limited spectrum sensing, a secondary
user can classify its channel state in a slot into four states, idle,
busy, success, and failure, as in [14]. The state of secondary
user 𝑖, denoted by 𝑦𝑖, is idle if no user transmits, busy if
secondary user 𝑖 does not transmit but at least one other user
transmits, success if secondary user 𝑖 transmits and succeeds,
and failure if secondary user 𝑖 transmits but fails.

B. Protocol Description

1) Protocol for the Primary User: The decision rule for
the primary user is to transmit whenever it has a packet to
transmit. Note that the primary user does not need to modify
its decision rule for coexistence with the secondary users,
which is consistent with the requirements of cognitive radio
networks.

2) Protocol for the Secondary Users: The decision rule
for the secondary users is prescribed by a protocol with one-
slot memory [5]. A protocol with one-slot memory specifies a
transmission probability for each possible state of the previous
slot, and thus it can be formally represented by a function
𝑓 : 𝒴𝑠 → [0, 1], where 𝒴𝑠 is the set of the states of a secondary
user, i.e., 𝒴𝑠 = {idle, busy, success, failure}. A secondary user
whose state is 𝑦 ∈ 𝒴𝑠 in the previous slot transmits with
probability 𝑓(𝑦) in the current slot.

Definition 1: A protocol 𝑓 with one-slot memory is non-
intrusive if 𝑓(busy) = 0.

When the secondary users follow a non-intrusive protocol,
they wait in a slot following a busy slot. Thus, a non-intrusive
protocol allows the primary user not to be interrupted by the
secondary users once it obtains a successful transmission.

Definition 2: A protocol 𝑓 with one-slot memory has the
fairness level 𝜃 ∈ (0, 1] if the average number of consecutive
successes by a secondary user while the primary user does not
transmit is 1/𝜃, or

1− 𝑓(success)(1 − 𝑓(busy))𝑁−1 = 𝜃. (1)

Suppose that there is no transmission by the primary
user. Once a secondary user succeeds, it has a successful
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transmission in the next slot with probability 𝑓(success)(1 −
𝑓(busy))𝑁−1, and thus the average number of consecutive suc-
cesses by a secondary user is given by 1/[1− 𝑓(success)(1−
𝑓(busy))𝑁−1]. As the fairness level is smaller, a secondary
user keeps using the channel for a longer period once it
succeeds, which makes other secondary users wait longer until
they have a successful transmission. In [15], a protocol with
fairness level 𝜃 is said to be 𝑀 -short-term fair if 1/𝜃 ≤𝑀 .

In this paper, we restrict attention to non-intrusive protocols
with one-slot memory. We focus on protocols with one-slot
memory because they are simple to design and implement [5].
Also, we impose non-intrusiveness in order to give priority
to the primary user. Given a protocol, its fairness level can
be computed by (1). In what follows, we consider protocols
having a particular fairness level 𝜃 ∈ (0, 1], interpreting 𝜃
as the fairness level most preferred by the protocol designer.
Once the fairness level is specified as 𝜃, (1) together with
non-intrusiveness implies that 𝑓(success) = 1− 𝜃. We denote
the other elements of a protocol, 𝑓(idle) and 𝑓(failure), by
𝑞 and 𝑟, respectively. For simplicity, we call hereafter a non-
intrusive protocol with one-slot memory having fairness level
𝜃 a 𝜃-fair non-intrusive protocol. To sum up, a 𝜃-fair non-
intrusive protocol can be expressed as

𝑓(idle) = 𝑞, 𝑓(busy) = 0,

𝑓(success) = 1− 𝜃, 𝑓(failure) = 𝑟,

for some 𝑞, 𝑟 ∈ [0, 1].
Note that in this paper all the secondary users adopt the

same protocol, following which each secondary user chooses
a transmission probability depending on its channel state in the
previous slot. We can consider a more general scenario where
the secondary users can have different channel conditions,
which change dynamically, and the probability of successful
transmission by a user in a slot is determined by the channel
conditions of all users transmitting in that slot. In such a
scenario, a protocol for the secondary users can be extended to
prescribe a transmission probability for a user depending on its
channel conditions as well as on its channel states. Moreover,
the secondary users may be given different protocols, for
example, if there are several classes of users to be treated
differently. In this paper, we simplify the protocol design
problem by assuming a channel model with perfect reception
or collision as in [13, Ch. 4] and specifying the same protocol
for all the secondary users, while leaving the extension for
future research.

III. PERFORMANCE METRICS

A. Definition

1) Collision Probability of the Primary User: In overlay
spectrum sharing, it is important to protect the primary user
from interruption by the secondary users. We measure in-
terference experienced by the primary user by the collision
probability of the primary user, defined as

𝑃𝑐 =
No. of collisions experienced by PU
No. of transmission attempts by PU

,

where PU represents “primary user.” That is, the collision
probability of the primary user is the probability that it
experiences a collision when it attempts to transmit a packet.

2) Success Probability and the Channel Utilization Rate of
the Secondary Users: We measure the utilization of spectrum
opportunities by the success probability of the secondary users,
defined as

𝑃𝑠 =
No. of successes by SUs

No. of slots in which PU is off
,

where SU represents “secondary user.” In other words, the
success probability of the secondary users is the probability
that a secondary user has a successful transmission when the
primary user has no packet to transmit. The channel utilization
rate (or throughput) of the secondary users is defined as the
proportion of time slots in which a secondary user has a
successful transmission, i.e.,

𝐶𝑠 =
No. of successes by SUs

No. of slots
.

3) Channel Utilization Rate of the System: The channel
utilization rate of the system is defined as the proportion of
time slots in which a successful transmission (either by the
primary user or by a secondary user) occurs, i.e.,

𝐶 =
No. of successes

No. of slots
.

B. Computation

1) Success Probability of the Secondary Users: We define
an on period and an off period as a period in which the state
of the primary user is on and off, respectively, between two
consecutive arrivals of traffic. We first study the operation of
the system in an off period, in which the primary user is
inactive. To analyze the performance of a protocol in an off
period, we construct a Markov chain whose state space is
{0, 1, . . . , 𝑁}, where state 𝑘 represents transmission outcomes
in which exactly 𝑘 secondary users transmit. The transition
probability from state 𝑘 to state 𝑘′ in an off period, denoted
by 𝑃off (𝑘

′∣𝑘), under a 𝜃-fair non-intrusive protocol is given by

𝑃off (𝑘
′∣0) =

(
𝑁

𝑘′

)
𝑞𝑘

′
(1− 𝑞)𝑁−𝑘′

for 𝑘′ = 0, . . . , 𝑁 , (2)

𝑃off (𝑘
′∣1) =

⎧⎨
⎩
𝜃 for 𝑘′ = 0
1− 𝜃 for 𝑘′ = 1
0 for 𝑘′ = 2, . . . , 𝑁 ,

𝑃off (𝑘
′∣𝑘) =

{ (
𝑘
𝑘′
)
𝑟𝑘

′
(1− 𝑟)𝑘−𝑘′

for 𝑘′ = 0, . . . , 𝑘
0 for 𝑘′ = 𝑘 + 1, . . . , 𝑁 ,

for 𝑘 = 2, . . . , 𝑁. (3)

The transition matrix of the Markov chain can be written in
the form of

Poff =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 2 ⋅⋅⋅ 𝑁−1 𝑁 1

0 ⋄ ⋄ ⋅ ⋅ ⋅ ⋄ ⋄ ⋄
2 ∗ ∗ ⋅ ⋅ ⋅ 0 0 ∗
...

...
...

. . .
...

...
...

𝑁−1 ∗ ∗ ⋅ ⋅ ⋅ ∗ 0 ∗
𝑁 ∗ ∗ ⋅ ⋅ ⋅ ∗ ∗ ∗
1 𝜃 0 ⋅ ⋅ ⋅ 0 0 1− 𝜃

⎞
⎟⎟⎟⎟⎟⎟⎟⎠
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where the entries marked with a diamond and an asterisk can
be found in (2) and (3), respectively.

Consider a slot 𝑡 in which the state of the primary user
has changed from on to off, i.e., 𝑦𝑡−1

𝑝 = 𝑜𝑛 and 𝑦𝑡𝑝 = off ,
where 𝑦𝜏𝑝 is the state of the primary user in slot 𝜏 . Since such
a transition can occur only if the primary user transmitted
a packet successfully in slot 𝑡 − 1, it must be the case that
𝑦𝑡−1
𝑖 = 𝑏𝑢𝑠𝑦 for every secondary user 𝑖, where 𝑦𝜏𝑖 is the

state of secondary user 𝑖 in slot 𝜏 . By non-intrusiveness, no
secondary user transmits in slot 𝑡, and thus an off period
always begins with an idle slot (state 0). Starting from an idle
slot, the secondary users contend with each other until one of
them obtains a success, i.e., until state 1 is reached. When a
secondary user obtains a success, it transmits with probability
1− 𝜃 in the next slot while all the other secondary users wait.
A period of consecutive successes by a secondary user ends
with an idle slot, when the successful user waits. In short, an
off period can be considered as the alternation of a contention
period and a success period, which is continued until traffic
arrives to the primary user. A success period consists of slots
with consecutive successes by a secondary user, whereas a
contention period begins with an idle slot and lasts until
a secondary user succeeds. Since all the secondary users
transmit with the same transmission probability following an
idle slot, they have an equal chance of becoming the successful
user for the following success period at the point when a
contention period starts.

Let 𝑇𝑠 and 𝑇ns be the average duration (measured in slots)
of a success period and a contention period, respectively. 𝑇𝑠
is determined by the fairness level 𝜃, where the relationship
is given by 𝑇𝑠 = 1/𝜃. Let Qoff be the 𝑁 -by-𝑁 matrix in the
upper-left corner of Poff . Also, let 𝒜 = {(𝑞, 𝑟) ∈ [0, 1]2 :
𝑞 = 0, 𝑟 = 1, or (𝑞, 𝑟) = (1, 0)}. If (𝑞, 𝑟) ∈ 𝒜, then the
average duration of a contention period is infinitely long (i.e.,
𝑇ns = +∞), yielding 𝑃𝑠 = 0. Suppose that (𝑞, 𝑟) /∈ 𝒜. Then
(I −Qoff )

−1 exists and is called the fundamental matrix for
Poff , when state 1 is absorbing (i.e., 𝜃 = 0) [16]. The average
number of slots in state 𝑘 ∕= 1 starting from state 0 (an idle
slot) is given by the (1, 𝑘)-entry of (I −Qoff )

−1. Hence, the
average number of slots to hit state 1 (a success slot) for the
first time starting from an idle slot is given by the first entry of
(I−Qoff )

−1e, where e is a column vector of length 𝑁 all of
whose entries are 1. Hence, we obtain 𝑇ns = [(I−Qoff )

−1e]1,
where [v]𝑘 denotes the 𝑘-th entry of vector v. Note that 𝑇ns is
independent of 𝜃. That is, the average duration of a contention
period is not affected by the average duration of a success
period. The success probability of the secondary users can be
computed by

𝑃𝑠 =
𝑇𝑠

𝑇ns + 𝑇𝑠
=

1

𝜃[(I−Qoff )−1e]1 + 1
, (4)

for (𝑞, 𝑟) /∈ 𝒜.

An alternative method to compute the success probability
of the secondary users when (𝑞, 𝑟) /∈ 𝒜 is to use a stationary
distribution. Since 𝜃 ∈ (0, 1], all states communicate with each
other under the transition matrix Poff . Hence, the Markov
chain is irreducible, and there exists a unique stationary

distribution woff , which satisfies

woff = woffPoff and woffe = 1. (5)

Let 𝑤off (𝑘) be the entry of woff corresponding to state 𝑘, for
𝑘 = 0, 1, . . . , 𝑁 . Then 𝑤off (𝑘) gives the probability of state 𝑘
during an off period. In particular, the success probability of
the secondary users is given by 𝑤off (1). Since contention and
success periods alternate from the beginning of an off period,
the stationary distribution yields the probabilities of states for
any duration of an off period (assuming that 𝑇off is sufficiently
larger than 𝑇ns + 𝑇𝑠), not just the limiting probabilities as an
off period lasts infinitely long. By manipulating (5), we can
derive that 𝑤off (1) = 𝑃𝑠, whose expression is given in (4). To
sum up, the success probability of the secondary users under
a 𝜃-fair non-intrusive protocol can be computed as

𝑃𝑠(𝑞, 𝑟) =

{ 1
𝜃[(I−Qoff )−1e]1+1 , if (𝑞, 𝑟) /∈ 𝒜,
0, if (𝑞, 𝑟) ∈ 𝒜.

(6)

2) Collision Probability of the Primary User: We next
study the operation of the system in an on period, in which the
primary user always transmits. To analyze the performance of
a protocol in an on period, we construct another Markov chain
with the same state space {0, 1, . . . , 𝑁} as before. Again, state
𝑘 corresponds to transmission outcomes in which exactly 𝑘
secondary users transmit. The transition probability from state
𝑘 to state 𝑘′ in an on period, denoted by 𝑃on(𝑘

′∣𝑘), under a
𝜃-fair non-intrusive protocol is given by

𝑃on(𝑘
′∣𝑘) =

{ (
𝑘
𝑘′
)
𝑟𝑘

′
(1− 𝑟)𝑘−𝑘′

for 𝑘′ = 0, . . . , 𝑘
0 for 𝑘′ = 𝑘 + 1, . . . , 𝑁 ,

for 𝑘 = 0, . . . , 𝑁. (7)

The transition matrix of the Markov chain can be written in
the form of

Pon =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

1 2 ⋅⋅⋅ 𝑁−1 𝑁 0

1 ★ 0 ⋅ ⋅ ⋅ 0 0 ★
2 ★ ★ ⋅ ⋅ ⋅ 0 0 ★
...

...
...

. . .
...

...
...

𝑁−1 ★ ★ ⋅ ⋅ ⋅ ★ 0 ★
𝑁 ★ ★ ⋅ ⋅ ⋅ ★ ★ ★
0 0 0 ⋅ ⋅ ⋅ 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

where the entries marked with a star can be found in (7).
Note that state 0, which corresponds to a success by the
primary user, is absorbing because once the primary user has
a successful transmission, its transmissions in the following
slots are not interrupted by the secondary users. Hence,
collisions in an on period occur only before the primary user
obtains a successful transmission. Also, the average number
of collisions experienced by the primary user in an on period,
denoted by 𝑇𝑐𝑜𝑙, is independent of the length of traffic, 𝑇𝑝𝑎𝑐. If
𝑞 = 0, then only idle slots arise in an off period, which leads
to 𝑇𝑐𝑜𝑙 = 0. If 𝑞 > 0 and 𝑟 = 1, then colliding secondary
users do not back off and collisions are absorbing states in an
off period, which leads to 𝑇𝑐𝑜𝑙 = +∞. If (𝑞, 𝑟) = (1, 0), then
an idle slot and a collision of all the secondary users alternate
in an off period, which leads to 𝑇𝑐𝑜𝑙 = 1/2. Suppose that
(𝑞, 𝑟) /∈ 𝒜. Let Qon be the 𝑁 -by-𝑁 matrix in the upper-left
corner of Pon. Since 𝑟 ∕= 1, the matrix I−Qon is invertible,
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Fig. 1. Operation of the system under a 𝜃-fair non-intrusive protocol.

and the average number of slots until the first success by the
primary user starting from state 𝑘 is given by the 𝑘-th entry
of (I−Qon)

−1e, for 𝑘 = 1, . . . , 𝑁 .
Consider a slot 𝑡 in which the state of the primary user has

changed from off to on, i.e., 𝑦𝑡−1
𝑝 = off and 𝑦𝑡𝑝 = 𝑜𝑛. Then

an on period begins from slot 𝑡. The number of collisions
that the primary user expects to experience in the on period
depends on the transmission outcome in slot 𝑡−1, the last slot
of the preceding off period. Suppose that there was a collision
among 𝑘 ≥ 2 secondary users in slot 𝑡− 1. Then the Markov
chain starts from state 𝑘 in slot 𝑡−1. Since the on period starts
in slot 𝑡, the number of collisions in the on period does not
include the collision in slot 𝑡− 1. Hence, the average number
of collisions until the first success in an on period when the
preceding off period ended with 𝑘 transmissions is given by

𝑑(𝑘) = [(I−Qon)
−1e]𝑘 − 1,

for 𝑘 = 2, . . . , 𝑁 .
Suppose that there was a success in slot 𝑡 − 1. Then the

successful secondary user transmits with probability 1 − 𝜃
while all the other secondary users wait in slot 𝑡. Thus, with
probability 𝜃, the primary user succeeds in slot 𝑡, and with
probability 1− 𝜃, state 1 occurs in slot 𝑡, from which it takes
[(I −Qon)

−1e]1 collisions on average to reach a success by
the primary user. Therefore, the average number of collisions
until the first success in an on period when the preceding off
period ended with a success is given by

𝑑(1) = 𝜃 ⋅ 0 + (1 − 𝜃)[(I−Qon)
−1e]1

= (1− 𝜃)[(I −Qon)
−1e]1. (8)

Suppose that slot 𝑡 − 1 was idle. Then with probability(
𝑁
𝑘

)
𝑞𝑘(1−𝑞)𝑁−𝑘, slot 𝑡 contains transmission by 𝑘 secondary

users, for 𝑘 = 0, . . . , 𝑁 . With probability (1 − 𝑞)𝑁 the
primary user experiences no collision, while with probability(
𝑁
𝑘

)
𝑞𝑘(1 − 𝑞)𝑁−𝑘 the on period begins with state 𝑘, for

𝑘 = 1, . . . , 𝑁 . Therefore, the average number of collisions
until the first success in an on period when the preceding off
period ended with an idle slot is given by

𝑑(0)

=(1− 𝑞)𝑁 ⋅ 0 +
𝑁∑

𝑘=1

(
𝑁

𝑘

)
𝑞𝑘(1− 𝑞)𝑁−𝑘[(I−Qon)

−1e]𝑘

=

𝑁∑
𝑘=1

(
𝑁

𝑘

)
𝑞𝑘(1− 𝑞)𝑁−𝑘[(I−Qon)

−1e]𝑘.

The probability that the last slot of an off period has
𝑘 transmissions is given by 𝑤off (𝑘), for 𝑘 = 0, 1, . . . , 𝑁 .
Hence, the average number of collisions that the primary user
experiences before its first success in an on period is given by

𝑇𝑐𝑜𝑙 =

𝑁∑
𝑘=0

𝑤off (𝑘)𝑑(𝑘).

To sum up, the average number of collisions experienced by
the primary user in an on period under a 𝜃-fair non-intrusive
protocol can be computed as

𝑇𝑐𝑜𝑙(𝑞, 𝑟) =

⎧⎨
⎩

∑𝑁
𝑘=0 𝑤off (𝑘)𝑑(𝑘) if (𝑞, 𝑟) /∈ 𝒜

0 if 𝑞 = 0
+∞ if 𝑞 > 0 and 𝑟 = 1
1
2 if (𝑞, 𝑟) = (1, 0).

(9)

The collision probability of the primary user can be computed
using the relationship 𝑃𝑐 = 𝑇𝑐𝑜𝑙/(𝑇𝑝𝑎𝑐 + 𝑇𝑐𝑜𝑙).

3) Channel Utilization Rate of the System: Let 𝑇on and
𝑇off be the average lengths (measured in slots) of an on
period and an off period, respectively. Then the average time
interval between two consecutive arrivals of traffic can be
decomposed as 𝑇𝑖𝑛𝑡 = 𝑇on + 𝑇off . A protocol determines
the value of 𝑇𝑐𝑜𝑙, as shown in (9). We assume that the
adopted protocol satisfies 𝑇𝑐𝑜𝑙 < 𝑇𝑖𝑛𝑡 − 𝑇𝑝𝑎𝑐 in order to
assure the stability of the system.1 Since the primary user
has either a successful transmission or a collision in an
on period, 𝑇on can be decomposed as 𝑇on = 𝑇𝑝𝑎𝑐 + 𝑇𝑐𝑜𝑙,
which leads to the relationship 𝑇off = 𝑇𝑖𝑛𝑡 − 𝑇𝑝𝑎𝑐 − 𝑇𝑐𝑜𝑙.
The channel utilization rate of the primary user is given
by 𝐶𝑝 = 𝑇𝑝𝑎𝑐/𝑇𝑖𝑛𝑡, while that of the secondary users is
𝐶𝑠 = 𝑃𝑠 ⋅ 𝑇off/𝑇𝑖𝑛𝑡 = 𝑃𝑠 ⋅ (𝑇𝑖𝑛𝑡 − 𝑇𝑝𝑎𝑐 − 𝑇𝑐𝑜𝑙)/𝑇𝑖𝑛𝑡. Hence,
the channel utilization rate of the system can be computed as
𝐶 = 𝐶𝑝 +𝐶𝑠 = (𝑇𝑝𝑎𝑐 + 𝑃𝑠 ⋅ 𝑇off )/𝑇𝑖𝑛𝑡. The operation of the
system under a 𝜃-fair non-intrusive protocol is summarized in
Fig. 1.

1This inequality holds for optimal protocols studied in Section IV.
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Fig. 2. Contour curves of 𝑃𝑠, 𝑇𝑐𝑜𝑙, and 𝐶𝑠 as functions of (𝑞, 𝑟) when
𝜃 = 0.1, 𝑁 = 10, 𝑇𝑖𝑛𝑡 = 100, and 𝑇𝑝𝑎𝑐 = 50.

IV. PROTOCOL DESIGN PROBLEM AND OPTIMAL

PROTOCOLS

A. Formulation of the Protocol Design Problem

We formulate a problem solved by the protocol designer to
determine a protocol. The protocol designer aims to maximize
the channel utilization rate of the system while keeping the
collision probability of the primary user below a certain
threshold level specified as 𝜂 ∈ (0, 1). The protection level
𝜂 can be considered as a requirement imposed by the primary
user or by spectrum regulators. The protocol design problem
can be formally expressed as

max
(𝑞,𝑟)∈[0,1]2

𝐶 subject to 𝑃𝑐 ≤ 𝜂.

Since 𝑇𝑝𝑎𝑐 and 𝑇𝑖𝑛𝑡 are exogenous parameters independent of
the prescribed protocol, the protocol design problem can be
rewritten as

max
(𝑞,𝑟)∈[0,1]2

𝐶𝑠 = 𝑃𝑠
𝑇𝑖𝑛𝑡 − 𝑇𝑝𝑎𝑐 − 𝑇𝑐𝑜𝑙

𝑇𝑖𝑛𝑡
subject to 𝑇𝑐𝑜𝑙 ≤ 𝛾,

(10)

where 𝛾 = (𝜂/(1−𝜂))𝑇𝑝𝑎𝑐 > 0 is the threshold level for 𝑇𝑐𝑜𝑙,
derived from the relationship 𝑃𝑐 = 𝑇𝑐𝑜𝑙/(𝑇𝑝𝑎𝑐+𝑇𝑐𝑜𝑙) and the
requirement 𝑃𝑐 ≤ 𝜂. We say that a protocol is optimal if it is
an optimal solution to the protocol design problem (10). Note
that 𝑇𝑐𝑜𝑙 appears both in the objective function and in the
constraint. The protocol designer prefers small 𝑇𝑐𝑜𝑙 for two
reasons. Smaller 𝑇𝑐𝑜𝑙 implies less interference to the primary
user and at the same time longer off periods that the secondary
users can utilize.

B. Investigation into the Protocol Design Problem and Opti-
mal Protocols

Using the expressions in (6) and (9), we can check that
𝑃𝑠 is continuous and 𝑇𝑐𝑜𝑙 is lower semi-continuous in (𝑞, 𝑟)
on [0, 1]2. This implies that the objective function of the
protocol design problem (10) is upper semi-continuous while
the constraint set is compact. Therefore, there always exists an
optimal protocol. Let 𝐶𝑜

𝑠 be the optimal value of the problem
(10). Note that we can always find a protocol (𝑞′, 𝑟′) that
satisfies 𝑇𝑐𝑜𝑙 ≤ 𝛾 and 𝑇𝑐𝑜𝑙 < 𝑇𝑖𝑛𝑡−𝑇𝑝𝑎𝑐 by choosing 𝑞′ and 𝑟′

positive but sufficiently small. Also, since (𝑞′, 𝑟′) ∈ (0, 1)2, we
have 𝑃𝑠 > 0. This shows the existence of a protocol that yields
𝐶𝑠 > 0 while satisfying the constraint 𝑇𝑐𝑜𝑙 ≤ 𝛾. Therefore,
we have 𝐶𝑜

𝑠 > 0. As 𝛾 approaches zero, 𝑞 needs to be close
to zero in order to satisfy the constraint, which yields 𝑃𝑠 near
zero. Thus, 𝐶𝑜

𝑠 converges to zero as 𝛾 approaches zero.
In Fig. 2, we show graphically the dependence of the

performance metrics, 𝑃𝑠, 𝑇𝑐𝑜𝑙, and 𝐶𝑠, on the protocol (𝑞, 𝑟).
To obtain the results, we use parameters 𝜃 = 0.1, 𝑁 = 10,
𝑇𝑖𝑛𝑡 = 100, and 𝑇𝑝𝑎𝑐 = 50. The maximum possible value
of 𝐶𝑠 is thus 0.5, while 𝑇𝑠 = 10. Fig. 2(a) plots the contour
curves of 𝑃𝑠. The success probability of the secondary users
𝑃𝑠 is maximized at (𝑞, 𝑟) = (0.11, 0.48), and the maximum
value of 𝑃𝑠 is 0.804, which corresponds to the minimum
value of 𝑇ns as 2.44. The value of (𝑞, 𝑟) that maximizes 𝑃𝑠

can be explained as follows. Following an idle slot in an
off period, every secondary user transmits with probability
𝑞, and thus the probability of success is maximized when
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𝑞 = 1/𝑁 [17]. During an off period, a collision cannot follow
a success, and following an idle slot, a collision involving two
transmissions is most likely among all kinds of collisions when
𝑞 ≈ 1/𝑁 . Since non-colliding users do not transmit following
a collision under a non-intrusive protocol, the probability of
success between two contending users is maximized when
𝑟 = 1/2. 𝑟 is chosen slightly smaller than 1/2 because
collisions involving more than two transmissions occur with
small probability.

Fig. 2(b) plots the contour curves of 𝑇𝑐𝑜𝑙. As 𝑞 and 𝑟 are
large, secondary users transmit aggressively in a contention
period, intensifying interference to the primary user when
it starts transmitting. Thus, we can see that 𝑇𝑐𝑜𝑙 tends to
increase with 𝑞 and 𝑟. The set of protocols that satisfy the
constraint 𝑇𝑐𝑜𝑙 ≤ 𝛾 can be represented by the region below
the contour curve of 𝑇𝑐𝑜𝑙 at level 𝛾. For example, the shaded
area in Fig. 2(b) represents the constraint set corresponding to
𝑇𝑐𝑜𝑙 ≤ 1. Since 𝑃𝑐 = 𝑇𝑐𝑜𝑙/(𝑇𝑝𝑎𝑐+𝑇𝑐𝑜𝑙), 𝑃𝑐 is monotonically
increasing in 𝑇𝑐𝑜𝑙, and thus the contour curves of 𝑃𝑐 have
the same shape as those of 𝑇𝑐𝑜𝑙. Fig. 2(c) plots the contour
curves of 𝐶𝑠. Let (𝑞∗, 𝑟∗) ∈ argmax(𝑞,𝑟)∈[0,1]2 𝐶𝑠. That is,
(𝑞∗, 𝑟∗) is an optimal protocol when the constraint 𝑇𝑐𝑜𝑙 ≤ 𝛾
is nonbinding.2 The maximum of 𝐶𝑠 is attained at (𝑞∗, 𝑟∗) =
(0.10, 0.37), while the maximum value of 𝐶𝑠 is 0.390. Since
𝐶𝑠 is decreasing in 𝑇𝑐𝑜𝑙, which tends to increase with 𝑞 and
𝑟, both transmission probabilities 𝑞∗ and 𝑟∗ are smaller than
the corresponding ones in the protocol that maximizes 𝑃𝑠.

We can see from Fig. 2(b) that the constraint set is not
convex. Also, Fig. 2(c) shows that there are upper contour
sets of 𝐶𝑠 that are not convex (e.g., {(𝑞, 𝑟) ∈ [0, 1]2 :
𝐶𝑠(𝑞, 𝑟) ≥ 0.34}), which implies that the objective function is
not quasiconcave. Therefore, the protocol design problem (10)
is not a convex optimization problem. This makes it difficult
to establish analytically the uniqueness of an optimal solution
and the convergence of an algorithm. Moreover, due to matrix
inversion involved in computing 𝑃𝑠 and 𝑇𝑐𝑜𝑙, it is difficult
to obtain a closed-form expression for an optimal solution.
As a result, we rely on a numerical method using MATLAB
to obtain optimal protocols.3 The structure of the problem is
qualitatively the same for most values of parameters, and we
can locate a unique global maximizer by using the graphs
of the objective function and the constraint set, as explained
below. This allows us to verify whether the protocol obtained
by the numerical method is indeed the global maximizer, not
just a local maximizer.

Fig. 3 shows the contour curves of 𝐶𝑠 and 𝑇𝑐𝑜𝑙 in the
same graph as well as the locus of optimal protocols as 𝛾
varies. Depending on the value of 𝛾, we can classify the
protocol design problem into three cases. First, when 𝛾 is
sufficiently large (more precisely, 𝛾 ≥ 𝛾∗, where 𝛾∗ is the
value of 𝑇𝑐𝑜𝑙 at (𝑞∗, 𝑟∗)), the constraint is nonbinding and the
optimal protocol, denoted by (𝑞𝑜, 𝑟𝑜), is given by (𝑞∗, 𝑟∗),
independently of 𝛾. Second, when 𝛾 is sufficiently small (i.e.,
𝛾 ≤ 𝛾 for some 𝛾 > 0), the optimal protocol is at a corner

2A constraint is binding if its removal results in a strict improvement in
the objective value and nonbinding otherwise.

3We use the function fmincon, which uses one of three constrained
nonlinear optimization algorithms: active-set, interior-point, or trust-region-
reflective.
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Fig. 3. Locus of optimal protocols as 𝛾 varies.

with 𝑞𝑜 > 0 and 𝑟𝑜 = 0, while 𝑞𝑜 converges to zero as 𝛾
decreases to zero. Finally, when 𝛾 takes a medium value (i.e.,
𝛾 < 𝛾 < 𝛾∗), the optimal protocol is interior with 0 < 𝑞𝑜 < 𝑞∗

and 0 < 𝑟𝑜 < 𝑟∗. Both 𝑞𝑜 and 𝑟𝑜 decrease with 𝛾, but due
to the shape of the contour curves of 𝐶𝑠, 𝑟𝑜 changes more
rapidly than 𝑞𝑜 does as 𝛾 varies in this region. In short, as
a more stringent constraint is imposed on 𝑇𝑐𝑜𝑙, the protocol
designer first reduces 𝑟𝑜 mainly and then 𝑞𝑜 when 𝑟𝑜 cannot
be reduced further.

Fig. 4(a) plots optimal protocols as 𝛾 varies between 0.01
and 2. With the considered parameters, the threshold values
for 𝛾 are given by 𝛾 = 0.80 and 𝛾∗ = 1.38. Let 𝑇 𝑜

𝑐𝑜𝑙 be the
value of 𝑇𝑐𝑜𝑙 at (𝑞𝑜, 𝑟𝑜). Fig. 4(b) shows the values of 𝑇 𝑜

𝑐𝑜𝑙

and 𝐶𝑜
𝑠 as 𝛾 varies. As expected, 𝑇 𝑜

𝑐𝑜𝑙 is equal to 𝛾 when the
constraint is binding (i.e., 𝛾 < 𝛾∗) and remains at 𝛾∗ when the
constraint is nonbinding (i.e., 𝛾 ≥ 𝛾∗). 𝐶𝑜

𝑠 is increasing with
𝛾 when the constraint is binding and remains the same when
the constraint is nonbinding. The rate of change in 𝐶𝑜

𝑠 with
respect to 𝛾 is smaller when 𝛾 < 𝛾 < 𝛾∗ than when 𝛾 < 𝛾.
This implies that the optimal dual variable on the constraint
𝑇𝑐𝑜𝑙 ≤ 𝛾 is small when 𝛾 < 𝛾 < 𝛾∗ and is zero when 𝛾 ≥ 𝛾∗.

Fig. 4 also shows a comparison with the benchmark case of
perfect spectrum sensing. When spectrum sensing is perfect, it
is possible to require the secondary users to wait following a
slot in which they detect the activity of the primary user. When
this requirement is imposed, the primary user experiences at
most one collision in an on period, and the average number of
collisions 𝑇𝑐𝑜𝑙 is reduced to 𝑤off (0)[1−(1−𝑞)𝑁 ]+𝑤off (1)(1−
𝜃) +

∑𝑁
𝑘=2 𝑤off (𝑘)[1− (1− 𝑟)𝑘] if (𝑞, 𝑟) /∈ 𝒜 and 1 if 𝑞 > 0

and 𝑟 = 1 while remaining the same otherwise. The reduction
in the number of collisions experienced by the primary user
(in both average and maximum senses) can be considered
as the benefit of perfect spectrum sensing. We can solve
the protocol design problem in the case of perfect spectrum
sensing by using the modified expression of 𝑇𝑐𝑜𝑙. We can
see from Fig. 4 that the threshold value 𝛾∗ for a nonbinding
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Fig. 4. Solution to the protocol design problem for 𝛾 between 0.01 and 2
when 𝜃 = 0.1, 𝑁 = 10, 𝑇𝑖𝑛𝑡 = 100, and 𝑇𝑝𝑎𝑐 = 50 in the cases of limited
and perfect spectrum sensing: (a) optimal protocols, and (b) the values of
𝑇𝑐𝑜𝑙 and 𝐶𝑠 at the optimal protocols.

constraint is reduced to 0.86, compared to 1.38 in the case of
limited spectrum sensing. Fig. 4(a) shows that, as 𝛾 decreases
in the region (0, 𝛾∗), 𝑞𝑜 approaches zero while 𝑟𝑜 stabilizes
to a positive value. Also, Fig. 4(b) shows that the optimal
value 𝐶𝑜

𝑠 is not much reduced by perfect spectrum sensing.
This result suggests that, in our formulation, limited spectrum
sensing causes little performance loss in terms of channel
utilization although perfect spectrum sensing can achieve less
interference to the primary user.

C. Varying the Number of Secondary Users

We study how the solution to the protocol design problem
changes with the number of secondary users. We vary 𝑁
between 3 and 50 while fixing other parameters as before.
We consider 𝛾 = 0.5 and 1 to illustrate the cases of a
binding constraint with a corner solution and that with an in-
terior solution, respectively. Fig. 5(a) shows optimal protocols
(𝑞𝑜, 𝑟𝑜), while Fig. 5(b) plots the values of 𝑇 𝑜

𝑐𝑜𝑙 and 𝐶𝑜
𝑠 . First,

consider the case of a nonbinding constraint. In this case, as 𝑁
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Fig. 5. Solution to the protocol design problem for 𝑁 between 3 and 50
when 𝜃 = 0.1, 𝑇𝑖𝑛𝑡 = 100, and 𝑇𝑝𝑎𝑐 = 50 (𝛾 = 1 for a binding constraint
with an interior solution, and 𝛾 = 0.5 for a binding constraint with a corner
solution): (a) optimal protocols, and (b) the values of 𝑇𝑐𝑜𝑙 and 𝐶𝑠 at the
optimal protocols.

increases, 𝑞𝑜 decreases at a diminishing rate while 𝑟𝑜 increases
slightly but remains almost constant. This is because 𝑞 that
maximizes 𝑃𝑠 is close to 1/𝑁 while 𝑟 that maximizes 𝑃𝑠 is
close to 1/2 regardless of 𝑁 . As 𝑁 increases, 𝑇 𝑜

𝑐𝑜𝑙 increases
slightly and 𝐶𝑜

𝑠 decreases slightly, but both remain almost
constant. This shows that the degree of contention increases
with the number of secondary users but only slightly. Almost
constant 𝑇 𝑜

𝑐𝑜𝑙 shows that, even without a constraint on 𝑇𝑐𝑜𝑙,
interruption to the primary user can be kept below a certain
level. This is because under an optimal protocol the primary
user is likely to contend with at most two secondary users
when it starts transmitting, regardless of the total number of
secondary users. Also, almost constant 𝐶𝑠 can be interpreted
as that optimal protocols are capable of resolving contention
among the secondary users efficiently even when there are
many secondary users sharing the channel. Next, consider
the case of a binding constraint with an interior solution. As
mentioned in Section IV-B, imposing such a constraint reduces
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Fig. 6. Solution to the protocol design problem for 𝜃 between 0.01 and
1 when 𝑁 = 10, 𝑇𝑖𝑛𝑡 = 100, and 𝑇𝑝𝑎𝑐 = 50 (𝛾 = 0.98 for a binding
constraint with an interior solution, and 𝛾 = 0.3 for a binding constraint with
a corner solution): (a) optimal protocols, and (b) the values of 𝑇𝑐𝑜𝑙 and 𝐶𝑠

at the optimal protocols.

the values of 𝑞𝑜 and 𝑟𝑜, but it impacts 𝑟𝑜 more than 𝑞𝑜. Also,
it reduces 𝐶𝑜

𝑠 very slightly, thus preserving the property of 𝐶𝑜
𝑠

being almost constant. Lastly, consider the case of a binding
constraint with a corner solution. In this case, both 𝑞𝑜 and 𝐶𝑜

𝑠

are reduced significantly compared to the other two cases in
order to meet the stringent constraint. However, 𝐶𝑜

𝑠 is almost
constant, as in the other two cases.

D. Varying the Fairness Level

We investigate the impact of the fairness level on optimal
protocols and their performance. We vary 𝜃 from 0.01 to 1
while fixing other parameters at 𝑁 = 10, 𝑇𝑖𝑛𝑡 = 100, and
𝑇𝑝𝑎𝑐 = 50. Here we use 𝛾 = 0.3 and 0.98 to illustrate the
cases of a binding constraint with a corner solution and that
with an interior solution, respectively. Fig. 6(a) shows optimal
protocols (𝑞𝑜, 𝑟𝑜), while Fig. 6(b) plots the values of 𝑇 𝑜

𝑐𝑜𝑙

and 𝐶𝑜
𝑠 . First, consider the case of a nonbinding constraint.

As 𝜃 increases, 𝑞𝑜 stabilizes around 0.10 quickly while 𝑟𝑜
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Fig. 7. Values of 𝑇𝑐𝑜𝑙 and 𝐶𝑠 for �̂� between 5 and 15 when 𝜃 = 0.1,
𝑁 = 10, 𝑇𝑖𝑛𝑡 = 100, and 𝑇𝑝𝑎𝑐 = 50 (𝛾 = 1 for a binding constraint
with an interior solution, and 𝛾 = 0.5 for a binding constraint with a corner
solution).

increases at a diminishing rate. When 𝜃 is small, a success
period lasts long, and thus 𝑟 can be chosen small to limit
𝑇𝑐𝑜𝑙 without affecting 𝐶𝑠 much. On the contrary, when 𝜃
is large, contention periods occur frequently, and thus 𝑟 is
chosen close to 1/2 in order to resolve contention among
the secondary users quickly. As 𝜃 increases, 𝑇 𝑜

𝑐𝑜𝑙 increases,
reaches a peak at 𝜃 = 0.1, and then decreases, whereas 𝐶𝑜

𝑠

decreases monotonically. The negative relationship between
𝐶𝑠 and 𝜃 can be interpreted as a trade-off between channel
utilization and short-term fairness. Next, consider the case
of a binding constraint with an interior solution. As before,
imposing such a constraint affects 𝑟𝑜 more than 𝑞𝑜 while it
reduces 𝐶𝑜

𝑠 only slightly. Lastly, consider the case of a binding
constraint with a corner solution. As 𝜃 increases, 𝑞𝑜 increases
while 𝑟𝑜 is fixed at zero. Also, 𝐶𝑜

𝑠 decreases with 𝜃 but is
almost constant. When 𝜃 is close to zero, 𝑑(1) is close to
one. In order to achieve a small value of 𝑇𝑐𝑜𝑙, we need small
𝑞 to keep 𝑤off (1) small. In this case, the trade-off between
channel utilization and short-term fairness is not as severe as
in the other two cases, because the stringent constraint limits
the frequency of success slots in an off period.

E. Estimated Number of Secondary Users

Suppose that the protocol designer solves the protocol de-
sign problem for each possible 𝑁 and prescribes the obtained
protocols for the secondary users as a function of𝑁 . So far we
have assumed that the secondary users know the exact number
of secondary users sharing the channel so that they can adopt
the correct optimal protocol. Here we consider an alternative
scenario where the secondary users choose an optimal protocol
based on their (possibly incorrect) estimates of the number
of secondary users. For simplicity, we assume that all the
secondary users have the same estimate. We consider 𝑁 = 10
and the estimated number of secondary users, denoted by �̂� ,
between 5 and 15 while fixing other parameters at 𝜃 = 0.1,
𝑇𝑖𝑛𝑡 = 100, and 𝑇𝑝𝑎𝑐 = 50. In Fig. 7, we plot the values
of 𝑇𝑐𝑜𝑙 and 𝐶𝑠 when the 𝑁 secondary users follow the
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optimal protocol computed assuming �̂� secondary users. As in
Section IV-C, we consider 𝛾 = 0.5 and 1 to illustrate the cases
of a binding constraint with a corner solution and that with an
interior solution, respectively. We have seen in Fig. 5(a) that
𝑞𝑜 decreases with the number of secondary users while 𝑟𝑜

is almost constant. As a result, the overall interference level
from the secondary users reduces as �̂� increases, and thus
𝑇𝑐𝑜𝑙 decreases with �̂� . In the cases of a nonbinding constraint
or a binding constraint with an interior solution, 𝐶𝑠 is not
affected much by �̂� , reaching a peak at �̂� = 𝑁 . In contrast,
in the case of a binding constraint with a corner solution,
𝐶𝑠 decreases with �̂� . These results suggest that the channel
utilization rate of the secondary users is robust to errors in
the estimation of the number of secondary users as long as
the optimal solution remains interior. Note that, in the case
of a binding constraint, the constraint is violated when an
underestimation occurs, i.e., �̂� < 𝑁 . In order to avoid this,
the protocol designer may prescribe an estimation procedure
that is biased toward overestimation, or specify a smaller 𝛾
than the required threshold. An estimation procedure is also
needed in a scenario where the number of secondary users
that have packets to transmit varies over time. For example, we
can consider an estimation procedure under which a secondary
user updates its estimate by comparing its expected throughput
and its actual throughput over a certain period.

V. ENHANCEMENT USING LONGER MEMORY

So far we have focused on protocols with one-slot memory
for their simplicity in terms of implementation and analysis.
In this section, we explain how longer memory can enhance
protocols by reducing the average number of collisions and
bounding the maximum number of collisions experienced by
the primary user in an on period. Let 𝑝𝜏𝑖 be the transmission
probability of secondary user 𝑖 in slot 𝜏 . A protocol with 𝐵-
slot memory that enhances a 𝜃-fair non-intrusive protocol 𝑓
is described below.

(P1) If 𝑦𝑡−2
𝑖 = 𝑠𝑢𝑐𝑐𝑒𝑠𝑠 and 𝑦𝑡−1

𝑖 = 𝑓𝑎𝑖𝑙𝑢𝑟𝑒, then 𝑝𝑡𝑖 = 0.
(P2) If 𝑦𝑡−𝐵

𝑖 = ⋅ ⋅ ⋅ = 𝑦𝑡−1
𝑖 = 𝑓𝑎𝑖𝑙𝑢𝑟𝑒, then 𝑝𝑡𝑖 = 0.

(P3) Otherwise, 𝑝𝑡𝑖 = 𝑓(𝑦
𝑡−1
𝑖 ).

(P1) requires that a secondary user that experiences a
collision following a success back off. Note that a colli-
sion cannot follow a success in an off period due to non-
intrusiveness, and thus (P1) does not affect the performance
in an off period. The only possible occasion in which a
collision follows a success is when the primary user starts
transmitting. Therefore, if a secondary user experiences a
collision following a success, it can infer that an on period
has started. According to a 𝜃-fair non-intrusive protocol, a
secondary user transmits with probability 𝑟 after a collision,
which yields 𝑑(1) = (1− 𝜃)[(I−Qon)

−1e]1 as shown in (8).
By imposing (P1), we can reduce 𝑑(1) to 1− 𝜃, which in turn
reduces 𝑇𝑐𝑜𝑙. For example, with 𝜃 = 0.1, 𝑁 = 10, 𝑇𝑖𝑛𝑡 = 100,
𝑇𝑝𝑎𝑐 = 50, and (𝑞, 𝑟) = (𝑞∗, 𝑟∗) = (0.10, 0.37), (P1) reduces
𝑑(1) from 1.426 to 0.9 and 𝑇𝑐𝑜𝑙 from 1.376 to 0.954.

In the range of parameter values considered in Section IV,
the average number of collisions experienced by the primary
user in an on period is reasonably small, not exceeding 1.5
slots, even without a constraint imposed on it. However, as

colliding secondary users transmit with probability 𝑟 > 0,
the realized number of collisions in an on period can be
arbitrarily large with positive probability. That is, the worst-
case number of collisions in an on period is unbounded under
a 𝜃-fair non-intrusive protocol. We can bound the maximum
number of collisions in an on period by imposing (P2), which
requires a secondary user that experiences 𝐵 consecutive
collisions to back off. Since non-colliding secondary users
wait after a collision, colliding secondary users must have
the same number of consecutive collisions in any slot. Thus,
secondary users experiencing 𝐵 consecutive collisions back
off simultaneously, yielding a slot that can be utilized by the
primary user. Therefore, the primary user cannot experience
more than 𝐵 collisions in an on period. When 𝐵 is chosen
moderately large, 𝐵 consecutive collisions rarely occur in an
off period, and thus (P2) has a negligible impact on the success
probability of the secondary users 𝑃𝑠 while it reduces 𝑇𝑐𝑜𝑙.
(P2) can be considered as a safety device to limit the number
of collisions that the primary user can experience during an
on period.

VI. CONCLUSION

In this paper, we have considered a scenario in which a
primary user shares a channel with secondary users that cannot
distinguish the signals of the primary user from those of a
secondary user. We have shown that a class of distributed
MAC protocols can coordinate access among the secondary
users while restricting interference to the primary user, thereby
overcoming the limited sensing ability of the secondary users
at the PHY layer. The basic ideas underlying the proposed
protocols can be exploited to build more sophisticated proto-
cols. For example, in a CSMA/CA network, protocols with
memory can be used to adjust the back-off parameters of
secondary users based on their own transmission results and
obtained channel information. Also, we can provide quality-
of-service differentiation to secondary users by specifying
different protocols for secondary users. Lastly, in a multipacket
reception scenario with dynamic channel conditions, the pro-
posed protocols can be extended so that secondary users adjust
their transmission probabilities to their channel conditions as
well.
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