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The vision of having a computer understand natural
language has persisted for nearly half a century, but it has
been challenged by the computational difficulty of simu-
lating many of the processing components. The standard
wisdom has been that it is particularly more difficult to
implement the deeper and more global levels of compre-
hension than the shallow and more local levels. The deeper
and global levels require semantic interpretation, the con-
struction of mental models, text cohesion, pragmatics,
rhetorical composition, and world knowledge (Lehnert &
Ringle, 1982; Schank & Riesbeck, 1981). The computer is
more reliable in managing the more shallow and local
components, such as accessing words from electronic dic-
tionaries, identifying misspelled words, and splitting up
words into component syllables, basic meaning units (mor-
phemes), or sound units (phonemes). 

Recent landmark progress across several disciplines has
made it possible to explore computational measures of
language and text comprehension that go beyond these
surface components. These disciplines include computa-

tional linguistics (Allen, 1995; Jurafsky & Martin, 2000;
Moore & Wiemer-Hastings, 2003), corpus linguistics
(Biber, Conrad, & Reppen, 1998; Marcus, Santorini, &
Marcinkiewicz, 1993), information extraction (DARPA,
1995; Lehnert, 1997; Pennebaker & Francis, 1999), infor-
mation retrieval (Belew, 2002; Deerwester, Dumais, Fur-
nas, Landauer, & Harshman, 1990; Graesser, Burger,
et al., 2003; Robertson, 2001; Voorhees, 2001), and dis-
course processing (Graesser, Gernsbacher, & Goldman,
2003; Kintsch, 1998). As a consequence of these advances
in scientific research and language technologies, we can
go some distance in automating many of the deeper and
global levels of text and language analysis.

One such level of language analysis that presents par-
ticular computational challenges is called coherence or co-
hesion (Graesser, McNamara, & Louwerse, 2003; Lou-
werse & Mitchell, 2003; McNamara, E. Kintsch, Songer,
& W. Kintsch, 1996). For the purpose of clarity, we make
a distinction between cohesion and coherence. Specifi-
cally, cohesion is a characteristic of the text, whereas co-
herence is a characteristic of the reader’s mental represen-
tation of the text content. Cohesion is an objective property
of the explicit language and text. There are explicit fea-
tures, words, phrases, or sentences that guide the reader in
interpreting the substantive ideas in the text, in connecting
ideas with other ideas, and in connecting ideas to higher
level global units (e.g., topics and themes). These cohe-
sive devices cue the reader on how to form a coherent rep-
resentation. The coherence relations are constructed in the
mind of the reader and depend on the skills and knowledge
that the reader brings to the situation. If the reader has ad-
equate world knowledge about the subject matter and if
there are adequate linguistic and discourse cues, then the
reader is likely to form a coherent mental representation of
the text. A reader perceives a text to be coherent to the ex-
tent that the ideas conveyed in the text hang together in a
meaningful and organized manner. Thus, coherence is an
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achievement that is a product of psychological representa-
tions and processes. Simply put, coherence is a psycho-
logical construct, whereas cohesion is a textual construct
(Graesser, McNamara, & Louwerse, 2003; Louwerse, 2002;
Louwerse & Graesser, in press). 

Our focus on coherence and cohesion has multiple in-
spirations in the arena of science. First, the coherence as-
sumption was one of the central theoretical constructs in
the constructivist theory of discourse comprehension pro-
posed by Graesser, Singer, and Trabasso (1994). Accord-
ing to this assumption, readers routinely attempt to con-
struct coherent meanings and connections among text
constituents unless the text is very poorly composed and
they give up trying. Given the significance of the coher-
ence assumption in the theory, it would be important to
dissect and possibly automate coherence (and cohesion).
Second, McNamara and colleagues have discovered some
intriguing interactions between cohesion and world knowl-
edge when students construct and subsequently use men-
tal models underlying science texts (McNamara, 2001;
McNamara et al., 1996; McNamara & W. Kintsch, 1996).
Readers with less prior knowledge about the science do-
main are helped by texts with better cohesion, whereas
readers with greater science knowledge can benefit from
cohesion gaps. Cohesion gaps require the reader to make
inferences using either world knowledge or previous tex-
tual information. When inferences are generated, the reader
makes more connections between ideas in the text and
knowledge. This process results in a more coherent men-
tal representation. Hence, cohesion gaps can be beneficial
for high-knowledge readers because their knowledge af-
fords successful inference making. These results highlight
the importance of pinning down linguistic and discourse
features of cohesion and of better understanding the prop-
erties of world knowledge. Third, we have had an ongoing
interest in directly investigating the processing of con-
junctions, connectives, discourse markers, and other classes
of linguistic elements that connect constituents in sen-
tences, text, and oral discourse (Graesser, Burger, et al.,
2003; Louwerse, 2002; Louwerse & Mitchell, 2003).

Our interest in cohesion and coherence also has a prac-
tical side. Readability formulas (Klare, 1974–1975) have
had a major influence on the textbook industry and on the
selection of texts in Grades K–12 and college. Readabil-
ity formulas have widespread use even though they rely
exclusively on word length and sentence length, two very
simple and shallow metrics. Readability formulas ignore
dozens of language and discourse components that are
theoretically expected to influence comprehension diffi-
culty. Texts are no doubt more difficult to read when they
contain longer words and lengthier sentences. Longer words
tend to be less frequent in the language, as we know from
Zipf’s (1949) law, and infrequent words take more time to
access and interpret during reading (Just & Carpenter,
1980). Longer sentences tend to place more demands on
working memory and are therefore more difficult (Graesser,
Karnavat, et al., 2001). We do not deny that the word- and
sentence-length parameters in these readability formulas

have some approximate degree of validity. However, these
two-parameter multiple regression equations will not go
the distance in explaining text difficulty. Even worse, they
will end up being misused. Textbook writers are known to
shorten sentences in basal readers for the purpose of
downsizing the grade levels of their texts. The unfortunate
liability of shortening sentences is that the texts end up
having lower cohesion and coherence.

These theoretical advances and practical needs have led
us to develop a Web-based software tool called Coh-Metrix
(for additional information, visit coh-metrix.memphis. edu).
Coh-Metrix analyzes texts on over 50 types of cohesion re-
lations and over 200 measures of language, text, and read-
ability. Unlike standard readability formulas, Coh-Metrix is
sensitive to a broad profile of language and cohesion char-
acteristics. There are modules that use lexicons, part-of-
speech categorizers, syntactic parsers, templates, corpora,
statistical representations of world knowledge, and other
components that are widely used in computational linguis-
tics. One important contribution of Coh-Metrix is that all
of these modules are located in one central Web facility.
Some of these modules incorporate or expand the modules
that were developed in a Web facility that analyzes questions
on surveys (called Question Understanding Aid, or QUAID;
Graesser, K. Wiemer-Hastings, Kreuz, P. Wiemer-Hastings,
& Marquis, 2000) and in a computer tutor that helps stu-
dents learn about subject matter by holding conversations in
natural language (called AutoTutor; Graesser, Person, Har-
ter, & the Tutoring Research Group, 2001; Graesser, Van-
Lehn, Rose, Jordan, & Harter, 2001).

HOW TO USE COH-METRIX

Coh-Metrix is very easy to use. After accessing the Web
site and reading the description of the tool, the facility is
ready for the user to enter the text. As is illustrated in Fig-
ure 1, the user enters identifying information about the
text and then enters the text in a text window. In the ex-
ample, the text has the following fields of identifying in-
formation:

Title: The Needs of Plants 
Source: Research 
User Code: GraesserTest 
Genre: Science 
LSA Space: College level (This will be described later)

The text is typically entered by a cut-and-paste facility
from a Text file. After this identifier information and the
text are entered, the user clicks the Submit button located
at the bottom center of the screen. At that point, values of
a set of 13 primary measures are listed; these will be de-
fined later in this article. The user is free to click on a link
button to view values of over 200 other measures of lan-
guage, text, and readability. Definitions of the primary
measures can be obtained by clicking on a particular la-
beled measure. The Help links column at the right has a
list of words and measures, the definitions of which can be
viewed by clicking on the labels. 
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The Coh-Metrix DataViewer facility is shown in Fig-
ure 2. This facility allows the user to specify what mea-
sures are desired for data analyses. As is shown in Figure 2,
there are several categories of measures that correspond to
the labels in Figure 1. The user selects the measures by
clicking on the toggle buttons (including a selectall option
within each category). These measures will be printed in
a column in the output file that is created. The user spec-
ifies the Output File Format, which includes Excel, Text,
SPSS Output and None. The user then clicks on Go at the
bottom, and the file is automatically created.

Currently, the Web facility is for internal use only. Those
who wish to use the facility can contact us through the Web
site and inquire about the process of using it. The use of
Coh-Metrix is not automatically available to the public be-
cause of copyright restrictions on some of the measures,
because the tool is currently used for experimental purposes,
and because the system could slow down substantially if
a large number of researchers used the tool simultaneously.

In the remainder of this article, we will list and describe
the identifier information, the measures listed under the
Help links in Figure 1, and the primary measures. We will
not specify the details of all of the measures because of
space limitations. The measures are classified according
to the labels listed in the Help links. A small subset of these
measures has been selected as the primary measures be-
cause they are most pertinent to our research on coherence
and cohesion. The values of these primary measures are
listed directly to the right of the text after it is analyzed. The
values of the measures are listed and organized according

to the categories under Help links; the user can inspect
these values by clicking on a link button. 

The categories of measures are listed alphabetically
under the Help links. However, instead of describing these
categories in alphabetical order, we will start out with
measures of words, then move to measures of sentences,
and then to measures that connect sentences of the text as
a whole. That is, we will adopt a bottom-up, local-to-global
scheme in describing these components.

IDENTIFIER INFORMATION AND 
MEASURES SUPPLIED BY COH-METRIX

Identifier Information
Title. This is the title of the text to be analyzed. It is im-

portant to use a title that best reflects the content of the text
so that it can be identified and remembered easily in the fu-
ture. The title of the text is used together with the user code
to identify the results of the Coh-Metrix analyses.

Source. It is sometimes useful to remember where the
text came from.

User code. The user code identifies the researcher. 
Genre. Genre is a major category of texts. For example,

Brooks and Warren (1972) have categorized texts into
four major categories: narrative, expository, description,
and persuasion. However, there are many different cate-
gory schemes and taxonomies of genres. The current ver-
sion of Coh-Metrix has only two major genre categories
plus an other option. Informational text covers material
that is scientific, factual, or informational, as in the case of

Figure 1. Screen shot of Coh-Metrix with text input and measures of language and cohesion.
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a textbook or an encyclopedia article. Narrative text cov-
ers material that describes fictional or actual events that
occur, as in the case of a story or a news article about a re-
cent event.

LSA space. Latent semantic analysis (LSA) is a statis-
tical representation of word and text meaning (Foltz,
1996; Landauer & Dumais, 1997). A world knowledge
“space” needs to be declared for some of the analyses that
are performed using LSA. A general default LSA space is
assigned for users who do not declare a particular LSA
space. More details about LSA and its uses are discussed
later in this article. 

Word Information
The words in the text have particular characteristics that

have been measured in previous research in corpus lin-
guistics and psycholinguistics. In particular, the MRC
Psycholinguistics Database (Coltheart, 1981) contains
150,837 words and provides information about 26 differ-
ent linguistic properties of these words. Some of the lin-
guistic properties are absent for particular words. For ex-
ample, researchers have not yet collected imagery ratings
on all words, but there are imagery ratings on 9,240 of the
words in the database. The word information in Coh-

Metrix includes the six MRC properties of words listed
below, with values ranging from 100 to 700. 

Familiarity: How frequently a word appears in print.
Concreteness: How concrete or nonabstract a word is,

on the basis of human ratings.
Imageability: How easy it is to construct a mental image

of the word in one’s mind, according to human ratings.
Colorado meaningfulness: These are the meaningful-

ness ratings from a corpus developed by Toglia and Bat-
tig (1978), multiplied by 100.

Paivio meaningfulness: This is the rated meaningfulness
of the word, based on the norms of Paivio, Yuille, and
Madigan (1968) and Gilhooly and Logie (1980), multi-
plied by 100 to produce a range from 100 to 700.

Age of acquisition: This is the score of the age-of-
acquisition norms (Gilhooly & Logie, 1980) multiplied by
100 to produce a range from 100 to 700. Age of acquisition
captures the fact that some words appear in children’s lan-
guage earlier than others.

Coh-Metrix computes a number of measures for each of
the six properties listed above. There is a mean of the words
over the entire text, a mean of the paragraph word averages,
and a mean of the sentence word averages. In addition,
maximum (or minimum) values and their means are com-

Figure 2. Coh-Metrix data viewer.
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puted for words per sentence (and per paragraph). These de-
tails about sampling of observations and numerical calcu-
lations are specified on the Web site but will not be covered
in this article (for this set of measures or for those below). 

Word Frequency
Word frequency refers to metrics of how frequently par-

ticular words occur in the English language. Most of the
frequency measures are based on corpora of printed texts,
as opposed to spoken discourse. A corpus is a collection of
printed documents or discourse excerpts. Word frequency
is an important measure because frequent words are nor-
mally read more quickly and understood better than infre-
quent words. Researchers have investigated the impact of
frequency on word processing at great depth. One finding
is that word processing time tends to decrease linearly
with the logarithm of word frequency rather than with raw
word frequency (Haberlandt & Graesser, 1985; Just &
Carpenter, 1980). This is the case because some words
(such as the and is) have extremely high frequencies, with
minimal incremental facilitation in reading time over words
that are common but not nearly as frequent. The logarith-
mic transformation makes the distribution of word fre-
quencies better fit a normal distribution and have a linear
fit with reading times. 

The measures of word frequency in Coh-Metrix are
based on four corpus-based standards. First, the primary
frequency counts come from CELEX, the database from
the Dutch Centre for Lexical Information (Baayen, Piepen-
brock, & Gulikers, 1995). It consists of frequencies taken
from the early 1991 version of the 17.9-million-word
COBUILD corpus. About 1 million of these are tokens of
spoken English; the remainder are from written corpora.
Written sources include newspapers and books. Spoken
sources include the BBC World Service and taped tele-
phone conversations. Second is the written frequency
count from the Kučera–Francis norms (Francis & Kučera,
1982). Third is the written frequency count from the norms
of Thorndike and Lorge (1944). Fourth is the frequency
count of spoken English analyzed by Brown (1984). Both
raw and logarithm values are computed for each of these.
Also, separate measures are computed for content words
(nouns, lexical verbs, adjectives, or adverbs), function
words (such as prepositions or determiners), and all words.
The primary measure of word frequency consists of the
mean logarithm of word frequencies for content words. In-
stead of using only one of these four standards, Coh-
Metrix provides data for all four, both to increase scope
(as in the case of CELEX) and to provide commonly used
standards (as in Francis & Kučera, 1982).

Part of Speech
Researchers sometimes want to know how often a par-

ticular part of speech (POS) occurs in the text. For exam-
ple, there is an important contrast between content words
(e.g., nouns, lexical verbs, adjectives, and adverbs) and
function words (e.g., prepositions, determiners, and pro-

nouns). There are over 50 POSs in Coh-Metrix. The POS
categories are adopted from the Penn Treebank (Marcus
et al., 1993) and the Brill (1995) POS tagger. These POS
categories are segregated into content and function words.
When a word can be assigned to more than one POS cat-
egory, the most likely category is assigned on the basis of
its syntactic context, using the Brill POS tagger. More-
over, the syntactic context can assign the most likely POS
category for words it does not know. 

An incidence score is computed for each POS category
and for different sets of POS categories. An incidence
score is defined as the number of occurrences of a partic-
ular category per 1,000 words. The incidence score for
content words, for example, is an important measure be-
cause it is a quick index of how much substantive content
there is in the text.

Density Scores
Density scores measure the incidence, ratio, or propor-

tion of particular word classes or constituents in the text.
The higher the number, the more classes or word con-
stituents there are in the text. An incidence score is the
number of word classes or constituents per 1,000 words,
as has already been mentioned. A ratio is the number of
instances of Category A divided by the number of in-
stances of Category B. A proportion is (A&B)/B, where
(A&B) is the number of observations that are in both A
and B. It is appropriate to think in terms of incidence for
some metrics, in terms of ratios for others, and in terms of
proportions for yet others. An incidence score is appro-
priate when the researcher needs a count of the number 
of categorical units in a text. Ratios and proportions are
used when an incidence score needs to be compared with
the quantities of some other unit. Ratios can exceed 1.0,
whereas proportions vary from 0 to 1.

The density of pronouns is one important metric of po-
tential comprehension difficulty. Texts are more difficult
to comprehend when there is a higher density of pronouns,
all else being equal. Pronoun density consists of the pro-
portion of noun phrases (NPs, as defined by a syntactic
parser, which will be described later) that are captured by
pronouns (as defined by the Brill POS tagger). The inci-
dence of nouns, pronouns, and NPs is computed first, fol-
lowed by a proportion score that varies from 0 to 1. Scores
approaching 1 indicate that nearly all of the NPs are cap-
tured by pronouns. As the density of pronouns increases,
comprehension is expected to be more difficult. There are
different ways of defining nouns, pronouns, and NPs.
These variants are defined in the Coh-Metrix Web site, but
not in this article.

Logical Operators
Logical operators include variants of or, and, not, and if–

then. The scope of these operators can apply to either
phrases (such as NPs or verb phrases [VPs]), clauses, or
sentences. If a text has a high density of logical operators,
the text is analytically dense and places a high demand on
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working memory. An incidence score is computed for
each type of logical operator and for the entire set of log-
ical operators. 

Connectives
Connectives are extremely important words for assess-

ments of cohesion. Therefore, the density of connectives
and different subcategories of connectives receive special
focus. On one dimension, there are connectives associated
with particular classes of cohesion, as identified by Hal-
liday and Hasan (1976), Louwerse (2002), and Graesser,
McNamara, and Louwerse (2003): These are (1) clarifying
connectives, such as in other words and that is; (2) addi-
tive connectives, such as also and moreover; (3) temporal
connectives, such as after, before, and when; and (4) causal
connectives, such as because, so, and consequently. On
another dimension, there is a contrast between positive
and negative connectives. For example, adversative addi-
tive connectives (e.g., however, in contrast) and adversa-
tive causal connectives (e.g., although) are negative.

Type:Token Ratio
Each unique word in a text is a word type. Each instance

of a particular word is a token. For example, if the word
dog appears in the text seven times, its type value is 1,
whereas its token value is 7. The type:token ratio is the
number of unique words divided by the number of tokens
of the words. When the type:token ratio is 1, each word
occurs only once in the text; comprehension should be
comparatively difficult because many unique words need
to be encoded and integrated with the discourse context.
A low type:token ratio indicates that words are repeated
many times in the text, which should generally increase
the ease and speed of text processing. Type:token ratios
are computed for content words but not for function
words. Content words are also segregated into those that
are nouns versus those that are content words other than
nouns. 

Polysemy and Hypernym
A word is ambiguous when it has multiple senses. For

example, the word bank has at least two senses: a place to
store money and the land next to a body of water. A word
is abstract when it has few distinctive features and few at-
tributes that can be pictured in the mind. One way of mea-
suring the ambiguity of a word is by the polysemy values
in WordNet (Fellbaum, 1998; Miller, Beckwith, Fellbaum,
Gross, & Miller, 1990), whereas a plausible index of ab-
stractness is measured by the hypernym values in Word-
Net. WordNet is an online lexicon whose design is inspired
by current psycholinguistic theories of human lexical rep-
resentations. English nouns, verbs, adjectives, and adverbs
are organized into semantic fields of underlying lexical
concepts. Some sets of words are functionally synony-
mous because they have the same meaning or very simi-
lar meanings. There are also relations between synonym
sets. Polysemy is measured as the number of senses of a
word. A word with more senses will generally be more am-

biguous and slow to process, particularly for less skilled
(Gernsbacher & Faust, 1991) and less knowledgeable
(McNamara & McDaniel, 2004) readers. The hypernym
count is defined as the number of levels in a conceptual
taxonomic hierarchy that is above (i.e., superordinate to)
a word. For example, chair (in the sense of seat) has seven
hypernym levels: seat → furniture → furnishings → in-
strumentality → artifact → object → entity. Words hav-
ing many hypernym levels tend to be more concrete,
whereas those with few hypernym levels tend to be more
abstract. Mean values of polysemy and hypernym are
computed for the words in the text that have entries in the
WordNet lexicon.

Concept Clarity
This module is currently under development. The goal

is to identify the clarity of content words by computing a
composite of multiple factors that measure ambiguity,
vagueness, and abstractness.

Syntactic Complexity
Syntactic complexity involves a number of metrics that

assess how difficult it is to analyze the syntactic compo-
sition of sentences. Sentences with difficult syntactic
composition are structurally dense, are syntactically am-
biguous, have many embedded constituents, or are un-
grammatical. The syntactic analyses are based on the 
ApplePie parser (Sekine & Grishman, 1995) and the Brill
(1995) POS tagger. A syntactic parser assigns a tree struc-
ture to every sentence in the text. The syntactic parse is the
most likely tree structure, given the underlying grammar
and the most likely structure when syntactic ambiguities
arise. The terminal nodes in the syntactic tree structures
are the words and their associated POS tags. There are
several levels of intermediate nodes, such as NP, VP, prepo-
sitional phrase (PP), and embedded sentence constituents.

Syntactic complexity is measured by Coh-Metrix in
three major ways. First, NP density, which consists of the
mean number of modifiers per NP, is measured. A modi-
fier is an optional element describing the property of the
head of a phrase. Examples of these are adjectives, which
modify heads of NPs, and adverbs, which modify heads of
VPs. For example, the NP the lovely little girl is an NP that
has three modifiers and a head. A second metric is the
mean number of high-level constituents per word. Higher
level constituents are sentence and embedded sentence
constituents. Sentences with difficult syntactic composi-
tions have a higher ratio of high-level constituents per
word. A third measure of syntactic complexity consists of
the incidence of word classes that signal logical or analyt-
ical difficulty (such as and, or, if–then, conditionals, and
negations). 

Readability
As was discussed earlier, the traditional method of as-

sessing text difficulty consists of readability formulas.
More than 40 readability formulas have been developed
over the years (Klare, 1974–1975). The most common
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formulas are the Flesch Reading Ease score and the
Flesch–Kincaid Grade Level. These two readability formu-
las are listed as primary measures in Coh-Metrix, because
in our future research we will be routinely comparing other
measures of Coh-Metrix against this popular standard. 

The output of the Flesch Reading Ease formula is a
number from 0 to 100, with a higher score indicating eas-
ier reading. The average document has a Flesch Reading
Ease score between 6 and 70. Formula 1 specifies how this
score is computed.

Flesch Reading Ease � 206.835 � 1.015 � ASL

� 84.6 � ASW, (1)

where ASL refers to the average sentence length, com-
puted as the ratio of the number of words in the text di-
vided by the number of sentences, and ASW refers to the
average number of syllables per word, computed as the
ratio of the number of syllables divided by the number of
words. The more common Flesch–Kincaid Grade Level
formula converts the Reading Ease score to a U.S. grade-
school level. The higher the number, the harder it is to read
the text. Formula 2 specifies how this score is computed.

Flesch–Kincaid Grade Level � .39 � ASL � 11.8 

� ASW – 15.59. (2)

In general, a text should have more than 200 words be-
fore the Flesch Reading Ease and Flesch–Kincaid Grade
Level scores can successfully be applied.

Co-Reference Cohesion
Co-reference occurs when a noun, pronoun, or NP

refers to another constituent in the text. It has been exten-
sively investigated in the fields of text linguistics and dis-
course processes. One form of co-reference that has been
studied extensively in discourse psychology is argument
overlap (Kintsch & Van Dijk, 1978). This occurs when a
noun, pronoun, or NP in one sentence is a co-referent of 
a noun, pronoun, or NP in another sentence. The word ar-
gument is used in a special sense in this context, as a con-
trast between arguments and predicates in propositional
representations (Kintsch & Van Dijk, 1978). In this early
work, two sentences were regarded as being linked by co-
reference if they shared a common argument (i.e., an over-
lapping noun, pronoun, or NP). However, the early theory
was eventually expanded to allow referential overlap be-
tween a {noun | pronoun | NP} and a referential proposi-
tion that contains a similar morphological stem. For ex-
ample, consider the two sentences:

When water is heated, it boils and eventually evapo-
rates. When the heat is reduced, it turns back into a
liquid form.

Heat in the second sentence refers to the proposition
water is heated; note that heat and heated share the same
morphological stem heat, even though one is a noun and
the other is a verb. 

Coh-Metrix currently considers three forms of co-
reference between sentences. For any two sentences s1 and
s2, if there exists a common noun, then the two sentences
have noun overlap. If there are two nouns (one from s1 and
the other from s2) sharing a common stem, then the two
sentences have argument overlap. If a noun from si has a
stem that is shared by any category of word in sj, then the
two sentences have stem overlap. 

Matrices, subdiagonals, and adjacencies. It is im-
portant to understand how referential cohesion is calcu-
lated. Specifically, we make use of matrices to depict
overlap between text segments. Suppose that the text has
n sentences, designated as s1, s2, . . . , sn. Two sentences, si
and sj, may or may not be related by co-reference. The sta-
tus of the co-referential relation between the two sen-
tences is designated as Rij. The value of Rij is 1 if the two
sentences have at least one co-referential relation; other-
wise, it is 0. When all n sentences are considered, there is
an n � n symmetrical matrix, with all values on the diag-
onal being 1 because all sentences co-refer to themselves.
The n � n co-reference cohesion matrix is designated as
R. We define the k th subdiagonal of the matrix by the en-
tries {Ri,i � k | i � 1, 2, . . . , n � k}. Adjacent sentences in
the text have the subdiagonal of k � 1. In the Appendix,
Table A1 shows a matrix R for an example sentence. The
subdiagonal of the matrix with k � 1 is perfectly sym-
metrical, with (1,0,0) for the upper right adjacency and
(1,0,0) for the lower left adjacency. The subdiagonal of the
matrix with k � 2 has the values of (0,1). The subdiago-
nal of the matrix with k � 3 has the value of 1.

Weighted distance between sentences. It is quite plau-
sible that the overlap of sentences near each other in the
text will be particularly important for enhancing the co-
herence or readability of texts. When multiple subdiago-
nals are considered in assessments of co-reference, we
have the option of giving larger weights to closer sen-
tences. The distance between two sentences is weighted
through the reciprocal of the distance. That is, when the
distance between two sentences in the text is 1, 2, 3, . . . , k,
the corresponding weights are 1, 1/2, 1/3, . . . , 1/k, respec-
tively. The cohesion matrix with distance-weighted co-
reference is shown in Table A2 of the Appendix. 

Co-reference cohesion local. A simple measure of co-
referential text cohesion is the proportion of adjacent sen-
tence pairs (k � 1) in the text that share a common noun
argument. This measure is designated as co-reference co-
hesion local-1 and is one of the primary measures in Coh-
Metrix. Formula 3 specifies how this is computed.

Co-reference cohesion local-1 � (3)

The metric for another primary measure, called co-
reference cohesion local-2, is the same as in Formula 3
except that stem overlap, instead of argument overlap, de-
termines whether adjacent sentences in the text have a co-
referential cohesion relation. 
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Sentence pairs within some threshold distance from each
other may be evaluated with respect to co-reference. For
example, if there were five sentences (1, 2, 3, 4, and 5) in
the text and we accepted a distance of 2 (k � 1), we would
evaluate whether the following pairs of sentences were
linked by a co-reference: 1–2, 1–3, 2–3, 2–4, 3–4, 3–5,
and 4–5. The sentence pairs 1–4, 1–5, and 2–5 would not
be considered because the distance between them is 3 or
more. Coh-Metrix computes co-reference cohesion met-
rics for distances of 2, 3, and higher. 

Co-reference cohesion global. This measure includes
all possible pairs of sentences when co-referential cohesion
is computed. The metric is the proportion of pairs that have
a co-referential connection, as is specified in Formula 4.

Co-reference cohesion global � (4)

The global-1 primary measure uses argument overlap for
its operational definition of co-reference, whereas the
global-2 measure uses stem overlap as its operational 
definition. Coh-Metrix has additional metrics for co-
referential cohesion that weight sentence pairs by their
distance between each other, as is illustrated in Table A2.

Causal Cohesion
Causal cohesion reflects the extent to which sentences

are related by causal cohesion relations. Causal cohesion
relations are appropriate only when the text refers to events
and actions that are related causally, as in the case of sci-
ence texts with causal mechanisms and stories with an ac-
tion plot (Graesser et al., 1994; Trabasso & van den Broek,
1985; van den Broek, Virtue, Everson, Tzeng, & Sung,
2002; Zwaan & Radvansky, 1998). Causality is not rele-
vant, for example, in texts that describe static scenes and
texts that convey abstract logical arguments.

Coh-Metrix must first estimate how much of the text
refers to events and actions that may be part of causal con-
tent. This is accomplished by counting the number of
main verbs that are causal, on the basis of WordNet (Fell-
baum, 1998; Miller et al., 1990). The WordNet lexicon con-
tains a large number of semantic characteristics of words,
including verb causality. A verb is considered causal if the
action or event it represents causes something to happen.
For example, the action of the verb kill causes some ani-
mate being to die. The higher the incidence of causal verbs
in a text, the more the text is assumed to convey causal
content.

Having causal verbs in a text does not ensure that the
reader can connect these events and actions with causal
relations. According to Coh-Metrix, causal cohesion rela-
tions are signaled by causal particles. Some causal parti-
cles are conjunctions, transitional adverbs, and other forms
of connectives, such as since, so that, because, the cause
of, and as a consequence. These particles are used to in-
dicate some causal relationship between clauses that refer
to events and actions. Other causal particles consist of a

small number of verbs that explicitly assert that there is a
causal relationship between constituents, without specify-
ing the nature of the causal content (e.g., cause, enable, and
make). The total list of causal particles comes either from
this short list of verbs or from the causal conjunctions, tran-
sitional adverbs, and causal connectives. 

The current metric of causal cohesion, which is a pri-
mary measure, is simply a ratio of causal particles (P) to
causal verbs (V). The denominator is incremented by the
value of 1 to handle the rare case in which there are zero
causal verbs in a text. It should be noted that this causal
cohesion metric is unstable when the text is very short or
when there are very few causal verbs in the text. As in the
case of the readability formulas, these measures are more
stable when there is a sufficient volume of content. 

LSA Information
World knowledge has recently been statistically repre-

sented in the form of higher dimensional spaces that ac-
commodate the constraints of a large corpus of texts. No-
table examples of these approaches are the Hyperspace
Analog to Language (Burgess, Livesay, & Lund, 1998)
and LSA (Foltz, 1996; Landauer & Dumais, 1997; Lan-
dauer, Foltz, & Laham, 1998). LSA was adopted in Coh-
Metrix as a measure of semantic cohesion and coherence. 

LSA uses a statistical method called singular value de-
composition (SVD) to reduce a large word � document
co-occurrence matrix to approximately 100–500 func-
tional dimensions. The word � document co-occurrence
matrix is simply a record of the number of times word Wi
occurs in document Dj. A document may be defined as a
sentence, paragraph, or section of an article. Each word,
sentence, or text ends up being a weighted vector on the
K dimensions. The match (i.e., similarity in meaning, con-
ceptual relatedness) between two unordered bags of words
(single words, sentences, or texts) is computed as a geo-
metric cosine between the two vectors, with values rang-
ing from �1 to 1. From the present standpoint, LSA was
used to compute the similarity between two sentences or
that between the entire text and a sentence. 

Text cohesion (and sometimes coherence) is assumed
to increase as a function of higher cosine scores between
text constituents. The LSA global measure, one of the pri-
mary measures of Coh-Metrix, is simply the mean cosine
value of all possible pairs of sentences. The LSA local
measure is the mean cosine value between adjacent pairs
of sentences in the text. These computations are the same
as Formulas 3 and 4, except that the LSA cosines are the val-
ues for sentence pairs instead of values for co-referential
cohesion. 

Coh-Metrix has several other methods of computing
LSA cohesion. Some of these are listed below.

Sentence to paragraph: This measures how similar each
sentence is to its paragraph.

Sentence to text: This measures how similar a sentence
is to the text.

Paragraph to paragraph: This measures how similar a
paragraph is to the other paragraphs in the text.
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Paragraph to text: This measures how similar a para-
graph is to the entire text.

Family resemblance score: This score is used to mea-
sure the similarity between sentences and core sentences
in the text. A core sentence is defined by a high family re-
semblance score, a metric that computes how similar a
sentence is to all other sentences in the text. 

These and other metrics of LSA cohesion can be found
on the Web site. 

CLOSING COMMENTS

Coh-Metrix 1.0 is our first version of a tool that analyzes
texts on multiple levels of language, discourse, cohesion,
and world knowledge. It makes use of existing modules
from computational linguistics and other fields that auto-
matically extract information from text. One important
contribution from Coh-Metrix 1.0 is that it will allow re-
searchers to collect a great deal of information about bod-
ies of text with little effort. Moreover, in our attempts to
provide measures of text cohesion and text difficulty, we
are providing the research community with measures
heretofore unavailable. Indeed, we are confident that hav-
ing these measures so readily available will revolutionize
text and discourse research. It will not only allow investi-
gators to improve their empirical research (by having
more information during the development of their exper-
imental corpora), but it will also allow researchers to in-
vestigate existing corpora, unearthing new and exciting
understandings about language processing. 

Our next steps in this research activity are twofold. First,
we will evaluate the validity of these measures on text cor-
pora and data from psychology experiments. The mea-
sures will be modified and tuned to fit the constraints of
the empirical findings. Second, we will explore more so-
phisticated algorithms and language discourse patterns
that capture vestiges of semantic interpretation, mental
models, discourse coherence, rhetorical structures, and
pragmatics. We anticipate that this is merely the beginning
of a large-scale enterprise that could become an alterna-
tive to common readability scores and help publishing
houses, educators, and students in the selection of appro-
priate textbooks.
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APPENDIX
Co-reference Cohesion Matrices for an Example Text

Example Text, With Sentences Numbered
(1) When we heat water, it will boil and eventually evaporate.
(2) When the heat is reduced, evaporation turns back into its liq-
uid water form. (3) This process can be summarized as chang-
ing matter. (4) Heating an object can basically change its matter.

Table A1
n � n Symmetrical Matrix

S1 S2 S3 S4
S1 1 1 0 1
S2 1 1 0 1
S3 0 0 1 0
S4 1 1 0 1

Table A2
Matrix With Values Weighted by the Distance 

Between Sentences

S1 S2 S3 S4
S1 1 1 0 0.33
S2 1 1 0 0.50
S3 0 0 1 0
S4 .33 .50 0 1

Note—When the distances between two sentences in the text are 1, 2, 
3, . . . , k, the corresponding weights are 1, 1/2, 1/3, . . . , 1/k, respectively.
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