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ABSTRACT 

Quantum entanglement is a physical resource, associated with the peculiar nonclassi­

cal correlations that are possible between separated quantum systems. Entanglement 

can be measured, transformed, and purified. A pair of quantum systems in an entan­

gled state can be used as a quantum information channel to perform computational 

and cryptographic tasks that are impossible for classical systems. 

The aim of this work is to study various aspects of quantum entanglement and 

coherence, illustrated by several examples. We relate the concepts of decoherence and 

disentanglement, via a model of two two-level atoms in different types of reservoir, 

including both cases of independent and common bath. Finally, we relate decoherence 

and disentanglement, by focussing on the sudden death of the entanglement and 

the dependence of the death time with the "distance" of our initial condition, from 

the decoherence free subspace. In particular, we study the sudden death of the 

entanglement, in a two-atom system with a common reservoir. 
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INTRODUCTION 

'Oh cat ', she began ratheT timidly. 
'Wo'Uld yo'U tell me please which way I o'Ught 
to go from here?'. 
'That depends a good deal on where yo'U want 
to get to ', said the Cat. 
'I a m not really S'UTe wheTe ... , ' began Alice. 
'Then it doesn't matter which way yo'U go ', 
interr'Upted the Cat. 
'B'Ut I have to decide between these two 
paths ', said Alice. 
'N ow that is wheTe yo 'U ar·e wTOng ', m'Used 
the Cat. 'Yo'U do not have to decide, yo'U can 
take all the paths '. 

Robert Gílmore. 
Alice in Q'Uant'Umland. [1]. 

Quantum IVIechanics has been an indispensable part of science ever since, and has 

been applied with enormous success, for example, to the structure of the atom, nuclear 

fusion stars, superconductors, the structure of DNA, and the elementary particles of 

N ature. Thus, Quantum Iviechanics has had an enormous technological and societal 

impact. On the other hand, it is also easy to see the enormous impact of computers on 

everyday life. The importance of computers is such that it is appropriate to say that 

we are now living in the injoTmation age. This new information revolution becomes 

possible thanks to the relation between computer science and quantum physics. I 

am referring here to the fact that quantum mechanics can be used to process and 

transmit information. 

Miniaturization provides us with an intuitive way of understanding why, in the 
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near future, quantum laws will become important for computation. The electronics 

industry for computers grows hand-in-hand with the decrease in size of integrated 

circuits. It is estimated that in a few years, the typical size of circuit shall reach the 

atomic size, at that point, quantum effects will become dominant unavoidable. 

A quantum computer represents a challenge: the aim is to b'Uild a machine based 

on q'Uant'Um logic, that is, it processes the information and perfonns logic opemtions 

by exploiting the laws of q'Uant'Um mechanics. 

The unit of quantum information is know as a q'Ubit ( the quantum counterpart of 

the classical bit) and a quantum computer may be viewed as a many-qubit system. 

Physically, a qubit is a two level system, like the two spin states of a spin-~ particle, 

the vertical and horizontal polarization states of a single photon or the ground and 

excited states of an atom, to name a few of the possibilities. 

A quantum computation is composed of three basic steps: preparation of the 

input state, implementation of the desired unitary transformation acting on this state 

and measurement of the output state. The output of the measurement process is 

inherently probabilistic and the probabilities of the different possible outputs are set 

by the basic postulates of quantum mechanics. 

The power of quantum computers is due to typical quantum phenomena, such as 

the S'Uperposition of quantum states and entanglement. There is an inherent quantum 

parallelism associated with the superposition principie. In simple terms, a quantum 

computer can process a large number of classical inputs in a single run, the same way 

that Alice can take the two paths at the same time 

Quantum Entanglement was first viewed as a curiosity. However this point of view 

had gradually changed. In fact , entanglement plays an important role in most of the 

applications in the field of Quantum Information. Quantum entanglement refers to a 

property of a quantum state of a system of two or more objects in which the quantum 

states of the constituting objects are linked together thus one object can no longer 

be adequately described without full mention of its counterpart , even though the 

individual objects may be spatially separated. 
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The principal obstacle to the practica! realization of a quantum computer is the 

Quantum Decoherence. Here the term decoherence denotes the decay of the quantum 

information stored in a quantum computer, due to the inevitable interaction of the 

quantum computer with the environment. Such interaction affects the performance 

of a quantum computer, introducing errors into the computation. 

Although there is as yet no complete theory of entanglement or decoherence, 

sorne progress has been made in understanding these properties of quantum mechan­

ics. Even, in the past years there has been a spectacular theoretical and experimental 

development of this field, which has allowed, sort to say, to domínate the quantum 

world. The different methods developed allow, at least in principie , to perform quan­

tum computations. 

Physical Implementations for Quantum Computation 

There are very few systems in which one can implement a quantum computer. 1\!Iany 

of the ideas in this respect come from the field of Quantum Optics, and Solid State. 

Here I give a short overview of the first experimental implementations of quantum 

logic and few-qubit quantum processors. Given the generality of the requirements to 

build a quantum computer, many physical systems might be good candidates. Let 

me briefly discuss a few of them. This is not an exhaustive list, moreover, sorne of 

the proposals discussed below are less realistic than others. However, the purpose is 

present the variety of physical system that are under active investigation. 

Optical system 

A qubit can be realized with a singled photon in two optical modes, such as horizontal 

and vertical polarization states. Single-qubit gates can be implemented using linear­

optics devices such as beam splitters and phase shifters. An interaction between 

photons is possible, but technically, as it must be mediated by atoms in a non-linear 

Kerr medium. 
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Cavity quantum electrodynamics 

Using cavity quantum electrodynamics (QED) techniques, it has been possible to 

realize experiments in which a single atom interacts with a single mode or a few 

modes of the electromagnetic field inside a cavity. The two states of a qubit can be 

represented by the polarization states of a single photon or by two excited states of an 

atom. In the first case, the interaction between qubits is mediated by atoms, in the 

second case by photons. Cavity QED techniques have allowed the implementation of 

one and two qubit gates; however, it seems very difficult to perform a large number of 

operations or to address the scalability problem with these techniques . Nevertheless, 

it should be stressed that cavity QED experiments have been particulary successful 

in demonstrating basic features of quantum mechanics, such as Rabi oscillations and 

entanglement, or in exploring the effect of the decoherence and the transition from 

the quantum world to classical physics. 

Ion traps 

The quantum hardware is as follows: A string of ions is confined by a combination of 

static and oscillating electric fields in a linear trap (known as Paul trap) . A qubit is a 

single ion and two long-lived states of the ion correspond to the two states of the qubit. 

The linear array of ions held in the trap is the quantum register. Singled qubit gates 

are obtained by addressing individual ions with laser Rabi pulses. The interactions 

between qubits, which are necessary to implement controlled two-qubit operations, 

are mediated by the collective vibrational motion of the trapped string of ions. The 

ion-trap technique has allowed the implementation of basic one and two qubit gates, 

the entanglement of four ions and, the demonstration of the Deutsch-Jozsa algorithm. 

To build a scalable quantum computer, Cirac and Zoller envisaged a two dimen­

sional array of independent ion traps andan independent ion (head) that moves about 

this plane, capable of approaching any particular ion. A suitable laser pulse could 

swap the state of the ion into the head and this would allow us to entangle well sepa­

rated ions, the quantum communication between them being assured by the moving 
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head. It seems that there are no fundamental physical obstacles against this proposal, 

but a significant technological challenge remains. 

Salid state proposals 

Several proposals have been put forward to build a solid-state quantum computer. 

This is not surprising, since solid state physics has developed over the years a sophis­

ticated technology, creating artificial structures and devices on nanoscale. Solid state 

physics is at the basis of the development of classical computer technology and there­

fore the scalability problem would find a natural solution in a solid state quantum 

computer. Indeed, such a quantum computer could benefit from the fabrication tech­

niques of microelectronics. In the next, I shall briefiy discuss a solid state proposals. 

Quantum dots 

Quantum dots are structures fabricated from semiconductor materials, in which elec­

trostatic potentials confine electrons. The dot size is typically between 10 nanometers 

and 1 micron. The qubit is realized as the spin of an electron on a singled electron 

quantum dot and two qubit quantum operations are operated by purely electrical 

gating of the electrostatic tunnelling between neighboring quantum dots. Lowering 

(raising) this barrier correspond to switching on (off) the interaction between the 

two qubit. Scalability is in principie possible, since it is possible to produce arrays 

of quantum dots with present technology. However, the actual implementation of 

quantum gates and single spin measurements in such arrays constitutes a difficult 

experimental challenge. Furthermore, there are a great variety of possible decoher­

ence processes in complex solid state devices and the knowledge of them is still very 

limited. 

It has been my purpose to contribute to the study of these transcendental prop­

erties and facilitate the development of new applications. 

This thesis is organized as follows. Chapter 1 is a review of the basic concepts of 

quantum computation. We discuss quantum entanglement and entanglement mea­

sures for pure and mixed states. Chapter 2 is devoted to the important subject of 
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decoherence, referring here to the dynamics of decoherence. The second part of the 

chapter is devoted to Decoherence Free Subspaces (DFS), namely corners in Hilbert 

space that are free from decoherence. Chapter 3 is a study of the entanglement evo­

lution. At first is discussed a mathematical Model, based on a general Iviarkovian 

Master Equation, that models a pair of qubits in various types of environments, like 

the vacuum, thermal or squeezed reservoirs. This general Master Equation includes 

both cases of independent and common reservoirs for both atoms. These two cases 

are treated separately in Chapter 4 and Chapter 5, respectively. Focussing on the 

recently observed phenomena of entanglement sudden death and revival. Chapter 6 

is devoted to the effect of the creation of the entanglement and the delayed sudden 

birth of entanglement. The last Chapter is dedicated to discussion and conclusions. 

The Appendices are organized as follows. In Appendix A, we present the solution 

of the master equation (3.3.1) in independent reservoirs. In Appendix B, the solution 

of the master equation (3.3.1) in a common reservoir. And, finally, in Appendix C 

we propose a quantum circuit implementation of the unarnbiguous quantum state 

discriminator. 
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CHAPTER 1 

QUANTUM ENTANGLEMENT 

1.1 Introduction 

Quantum Correlations are among the most surprising effects in Quantum :tviechanics. 

It was first pointed out by Schrodinger, who coined the term 'entanglement' to 

describe this peculiar connection between quantum systems: 

11When two systems, of which we know the states by theiT r-espective r-epTe­

sentatives, enter into tempomry physical intemction due to known for·ces 

between them, and when ajter a time of mutual infiuence the systems sepa­

rate again, then they can no longer be described in the same way as befare, 

viz. by endowing each of them with a representative of its own. I would not 

call that one but rather the characteristic trait of quantum mechanics, the 

one that enforces its entire departure from classical lines of thought. By 

the interaction the two Tepr-esentatives [the quantum states] ha'ue become 

entangled 1 
". 

This property refers to a quantum systems composed of two or more parts or 

objects, in which the quantum states of these objects are such that each one of them 

cannot be described without referring to the other one, even in the case when both 

1 E.Schrüdinger, Discussion of Probability Relations between Separated Systerns, Proc. Cam­
br·idge Philos. Soc. 31, 555 (1935). 
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l. QUANTUM ENTANGLEMENT 

objects are spatially far apart. This interaction leads to non-classical correlations for 

the physical properties of the systems. 

However, the concept of quantum entanglement was considered a mere curiosity 

until it was pointed out by Einstein, Podolsky and Rosen, in their famous EPR paper 

[2], that quantum mechanics may not be a complete theory. 

"In the quantum theory, the state of the system is chamcter"ized by the 

'lj;-function which, in its turn, represents the solution of the Schr"éjdingeT 

equation. Each of these solutions ( 'lj; -functions) has to be Tegar·ded within 

the sense of the thwry, as a descr·iption of a physically possible state of the 

system. The question is in what sense does the 'lj; function describe 

the state of the system? . 

My asseTtion is this: 

The 'lj; -function cannot be regaTded as a complete description of the system, 

only as an incomplete one. 

In other words: There are attributes of the individual system whose reality 

no-one douóts, óut which the description by means of the 'lj; function does 

not include. 1 
" 

Almost three decades later, when in 1964 John Bell [3] published his well known 

theorem, it was hardly noticed by the international community. Bell showed that, 

for a classical theory based on local hidden variables, certain correlations were upper 

bounded, known today as the Bell inequalities. This theory is based on the following 

assum ptions: 

• Measurement results are determined by the properties the particles carry prior 

to and independent of the measurements, realism. 

• The results obtained at a particular location are independent of any actions 

performed in other spaciallocations, locality. 

1 M.Born, The Born-Einstein Letters 1916-1955, macmillan (2005). 
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1.2 Quantum Bits 

Bell proved that the above assumptions impose constraints on the statistical corre­

lations in experiments involving bipartite systems, in the form of the well know Bell 

inequalities. Quantum Mechanics predicts that these inequalities can be violated, 

thus giving rise to possible experimental tests that could decide either in favor of the 

EPR argument or of quantum mechanics. 

Experiments agree with quantum mechanics [4], although sorne researchers still 

find loopholes in the experimental assumptions[5]. 

More recently, entanglement has become an essential resource for various applica­

tions of quantum mechanics, such as quantum teleportation [6], quantum cryptogra­

phy [7] and superdense coding [8]. So presently, quantum entanglement is not only 

subject of philosophical debate but a key resource for important applications, as the 

ones mentioned above. 

Befare discussing more extensively Quantum Entanglement, we shall briefiy ex­

amine sorne basic ideas about quantum computation and quantum information. 

1.2 Quantum Bits 

The bit is the fundamental concept of classical computation and classical information. 

Quantum computation and quantum information are built upon an analogous con­

cept, the q·uant'Um bit, or q'Ubit for short . In this section we introduce the properties 

of single qubit , comparing and contrasting their properties to those of classical bits. 

The qubits are described as mathematical objects with certain specific properties , 

and also as physical objects. Although, like bits, they are realized as actual physical 

systems, for the most part we treat qubits as abstract mathematical objects. The pur­

pose of treating qubits as abstract entities is that it give us the freedom to construct 

a general theory of quantum computation and quantum information which does not 

depend upon a specific system for its realization. 

A classical bit is a system that can exist in two distinct states, either O or l. In 

contrast, a qubit is a two -dimensional complex Hilbert space. Two possible states 
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l. QUANTUM ENTANGLEMENT 

for a qubit are the states lO) and 11), which correspond to the states O and 1 for a 

classical bit. 

(1.2.1) 

The special states lO) and 11) are know as computational basis states, and forman 

orthonormal basis for this vector space. 

The principal difference between bits and qubits is that a qubit can be in state 

other than lO) or 11). It is also possible to form linear combination of states, often 

called superpositions: 

l'l') = cxiO) + ,611). (1.2.2) 

The numbers ex and ,6 are complex numbers, although for many purposes not much 

is lost by thinking of them as real numbers, they are constrained by the normalization 

condition, 

(1.2.3) 

Dueto the constrain (1.2.3), we may rewrite Equation (1.2.2) like a generic state 

as 

(1.2.4) 

where the numbers e, <p, and 'Y are real numbers and with O :::; e :::; 1r, O :::; cjJ < 21r. 

We can ignore the factor of eh out the front, because it has no observable effects, and 

we can write 

e . e [ cos !~.] 1 W) = e os -
2

1 O) + e t<P sin -
2

11) = . . 2 
. 

euf> sm !1. 
2 

(1.2.5) 

Therefore, unlike the classical bit, which can only be set equal to O or 1, the qubit 

resides in a vector space, parameterized by the continuous variables a and ,6 ( or e 
and cjJ). Thus, a continuum of states is allowed. This contradicts our "classical" way 

of thinking: according to our intuition, a system with states can only be in one state 

or in the other. However, as we have seen, quantum mechanics allows many other 

possibilities. 
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1.2 Quantum Bits 

We can examine a bit to determine whether it is in the state O or l. However we 

cannot examine a qubit to determine its quantum state, that is, the values of ex and 

/3. Instead, quantum mechanics tell us that we can only acquire much more restricted 

information about the quantum state. When we measure a qubit we get either the 

result O, with probability /a/ 2
, or the result 1 with probability //3/ 2

. The measurement 

changes the state of a qubit, collapsing it from its superposition of /0) and /1 ) to the 

specific state consistent with the measurement result. Why does this type of collapse 

occur?. Nobody knows, this behavior is simply one of the fundamental post'ulates of 

quantum mechanics. 

1.2.1 The Bloch Sphere 

The Bloch sphere representation is useful in thinking about qubits since it provides 

a geometric pictures of the qubit and the transformations that one can operate on 

the state of a qubit. Due to normalization condition (1.2.3), the qubit's state can 

be represented by a point on a sphere of unit radius, called Bloch Sphere. This 

sphere can be embedded in a three-dimensional space of Cartesian coordina tes ( x = 

cosc/Jsine, y = sinc/Jsine, z =cose). Thus, the state (1.2.5) can be written as 

[ V1f- J /W) = x+iy · 

J2(l+z)' 

(1.2.6) 

By definition, a Bloch vector is a vector whose components (x, y , z) single out a 

point on the Bloch sphere. Therefore, each Bloch vector must satisfy the normaliza­

tion condition x2 + y2 + z2 = l. The numbers e and <.p define a point on the unit 

three-dimensional sphere, as shown in Figure 1.1. Many operations on single qubits 

are described within the Bloch sphere picture. However, it must be kept in mind that 

this intuition is limited because there is no simple generalization of the Bloch sphere 

known for multiple qubits. 
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l. QUANTUM ENTANGLEMENT 

JO) 

ll) 

Figure 1.1: Bloch sphere representation of a qubit. 

1.2.2 Multiple Qubits 

A composite system is a system which consist of two or more parts. In the most 

general case, we may consider a system of n qubits. The computational basis states 

of this system are of the form jx1x2 ... xn); and so a quantum state of such a system 

is specified by 2n amplitudes. 

Let us consider the simplest case of n = 2. If these were two classical bits, 

then there would be four possible states, 00, 01, 10, 11. Correspondingly, a two qubit 

system has four computational basis states denoted lOO), j01), 110), 111). We call the 

two system A and B. Any state of each of the two systems can be written as 

17P)B = riO)B + Oj1)B, (1.2.7) 

with lal 2 + 1.81 2 = 1 and lrl 2 + lbl 2 = l. The composite state of the two systems is 

then simply the direct product of the two states. 

(1.2.8) 

Such a state is called a pTOduct state. If we let the two systems interact with each 

other, any superposition of product states is realizable. Thus, the quantum state of 
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1.3 Entanglement of pure states 

two qubits involves associating a complex coefficient - called amplitude - with each 

computational basis state, such that the vector describing the two qubits is 

l'll) = aooiOO) + a01I01) + a10110) + aul11), (1.2.9) 

where we have used lij) as shorthand for li) 0 IJ). Similar to the case for a single 

qubit, the measurement result x( = 00, 01, 10 or 11) occurs with probability laxl2 , 

with the state of the qubits after the measurement being lx) . The condition that 

probabilities sum to one is therefore expressed by the normalization condition that 

L laxl 2 =l. 

For bipartite qubit states, there are four important states, the singlet state 

and the three triplet states 

lw- ) = ~(I01) -110)), 

1 
J2(I01) + 11o)), 

~(jOO) -111)), 

1 
J2(IOO) + 111)) . 

(1.2.10) 

(1.2.11) 

They are known as the Bell states, or sometimes the EPR states or EPR pairs, 

after sorne of the people - Bell, and Einstein, Podolsky, and Rosen - who first pointed 

out the strange properties of these state. We will talk more about them in the next 

section. Together they fonn an orthonormal basis for the states space of two qubits, 

called Bell basis. 

1.3 Entanglement of pure states 

In the standard Hilbert-space formalization of quantum mechanics, p'uTe states are 

described by state-vectors, 11/1), forming a linear state space attributed to the system 

in question. 

13 



l. QUANTUM ENTANGLEMENT 

Let us considera system A in a state l'if)A, anda second system B in state 17f) 8 , 

with respective Hilbert spaces HA and H8 . The Hilbert space of the composite system 

is given by H =HA ® HE. Traditionally this systems are associated with two distant 

observers called Alice and Bob. 

Definition If apure state I1IF) E HA ® HE can be written as a product state 

(1.3.1) 

it is said to be separable. Otherwise we say that lw) is an Entangled State. 

Example 1 

• Separable State. Let us consider the state 11 , O) E H , we can easily see that 

the system A is in the state 11) E HA, and the system Bis in the state lO) E HE. 

Thus, the state 11, O) = 11) A 0 lO) E is separable, therefore non entangled. 

• Nonseparable State. Given two basis vector {IO)A, ll)A} E HA and two basis 

vectors {IO)E, I1 )E} E HE, let us now consider the singlet state 

(1.3.2) 

it is impossible to attribute to either system A or system B a definite pure 

state. That is, the measurement outcomes are cor-r-elated. And therefore, the 

systems are entangled. The Bell states are maximally entangled and one can 

be converted in another by applying a unitary transformation on any of the 

subsystems. 

Example 2 

In this second example, suppose that we know that the two particles A and B are 

photons coming from a 2-photon source, with opposite polarization, horizontal H and 
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1.3 Entanglement of pure states 

vertical V, without us knowing which is which. This situation can be described in a 

classical and in a quantum mechanical way: 

PCM 
1 1 
2(1HAVB)(HAVBI) + 2(jVAHB)(VAHBi), 

PQM 11/!+)(1/!+l, (1.3 .3) 

with 

11/!+) = ~(IHA VE)+ IVAHB) ). 

If we observe, for example, an H polarization for photon A, expressed as 

(1.3.4) 

this gives certain V-polarization of the photon B in both cases. As we shall see very 

soon, PcM is not entangled, while PQM is. 

To appreciate the difference between the two cases, we write these two density 

matrices as rows and columns ordered as HH ,HV,VH,VV. The result is: 

(o o o o \ (o o o o \ 

1 l o 
1 o 

~ J , 1 l o 
1 1 

~) PCM ~ 2 ~ o 1 PQM = 2 ~ 1 
(1.3 .5) 

1 

o o o 1 o o 

We notice that the non-zero off-diagonal elements or "coherences", are only present 

in PQM, in the mixed positions HV- VH and VH- HV. This fact, however, has 

no consequence for the particles individually, thus for both cases, the reduced density 

matrix, say p A yields 
1 

(PcM)A = (PQM)A = 21, 

We being the identity matrix [9] . 

(1.3.6) 

As we can see the off diagonal elements of PQM does not have an impact in individ-

ual particles and therefore, we get the same reduced density matrix. The difference 

between the two cases shows up when doing violations of Bells inequalities, which are 

purely quantum effects [10, 11] . 
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l. QUANTUM ENTANGLEMENT 

1.3.1 The Schmidt decomposition 

An interesting tool when working with bipartite pure state entanglement, i.e system 

A and system B, is the Schmidt decomposition, which is a diagonal decomposition 

in a bi-orthogonal basis [11]. 

If we have apure state /'1/JAE), we can write it in terms of sorne product basis, 

orthonormal in both systems, 

dA ds 

/'1/JAE) = L L M(i, ¡_¿) 1 i)® 1 ¡_¿), (1.3.7) 
i=1 ¡.¿=1 

where 1\.f(i, ¡_¿) are the elements in a dA x dE matrix M 

dA dB 

M= LLJI.f(i,¡_¿) / i)(¡_¿/. (1.3.8) 
i=1 ¡.¿=1 

One can always diagonalize 1\.f with a couple of unitary matrices U(dA x dA) and 

V(dE x dE) such that M can be now written as M= UDV, with D being a dA x dE 

matrix whose elements are zero except for the diagonal which are real and positive. 

Thus, 1\.f can be written as: 

min(dA,ds) 

Jvf(i, ¡_¿) = L uikdkkVk¡.¿, (1.3.9) 
k=1 

thus getting for the state /'1/JAE) 

dA dB min(dA,ds) 

/'1/JAE) = L L L UikdkkVk¡.¿ 1 i)® 1 ¡_¿), 
i=1 ¡.¿=1 k=1 

m'"~'"l dkk ( t, "<k 1 i)) 0 (~ Vk" 1 M)) · (1.3.10) 

We now define a new couple of basis vectors 

la,) ~ ( t, "<kli)) , 

lb,) (~ v,"IM)) , (1.3.11) 
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1.3 Entanglement of pure states 

and we have the Schmidt decomposition: 

min(dA,ds) 

1 'l/JAE) = L dkk 1 ak)® 1 bk ) · (1.3.12) 
k=l 

What we have achieved is to write any state as a linear combination of min(dA, elE) 

product of bi-orthogonal basis vectors. 

We notice that the original 1'1/JAE ) was written in terms of a double sum while the 

present "diagonal form" has been reduced toa single one. 

In terms of the density operator, one can write 

(1.3.13) 
i,k 

where dkk = A. 
It is simple to see that the reduced density matrices are now diagonal: 

PA L Ak 1 ak) (akl, 
k 

PE LAk 1 bk )(bkl · (1.3.14) 
k 

Since the Ak are eigenvalues of the reduced density matrices and they obey the 

following conditions: 

O ~ Ak ~ 1, and L Ak = l. 
k 

(1.3.15) 

In the case of a product state, there is only one Schmidt term different from zero 

and the corresponding eigenvalue is l. Conversely, if we have a state with only one 

Schmidt coefficient, it must be a product state. 

Thus, l'l/JAE) is a product state if and only if the corresponding reduced density 

matrices correspond to pure states. This implies that if we have an entangled state, 

the corresponding reduced density operators must correspond to a mixed state, with 

more than one Schmidt eigenvalue different from zero. We see that entanglement of 

a state is directly related to the mixedness of the reduced density operator. 
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l. QUANTUM ENTANGLEMENT 

A simple way of measuring the degree of entanglement in a two-partite pure state 

is vía the "Schmidt number", defined as the reciprocal of the purity of the reduced 

density matrix [12] 

K- 1 
-TrAp~ 

1 1 
(1.3.16) 

If only one eigenvalue is 1, and the rest are zero, then K = 1 and we have a 

product state. On the other hand, if all the As are equal, implying that all the N 

terms are equally important in the Schmidt decomposition, then As =-/:¡ and K= N. 

So, if D is the dimension of the space, then 

1::; K::; D . (1.3.17) 

1.3.2 Measure of entanglement. Entropy of entanglement 

One of the most popular measure of mixedness of the density operator is the Von 

Ne'umann entr-opy S(p) = -tr(plog2 p). For apure state, this entropy vanishes, and 

for a maximally mixed state, gives log2d, d being the dimension of the Hilbert space. 

The entropy is a convex function, that is for pE [0, 1], 

which implies that it always increases by further mixing. This motivates the next 

definition. 

Definition Given a state /'lj!), we define the entmpy of entanglement E( 'ljJ) as the 

Von-Neumann entropy of the reduced density operator. So using the above discussion 

d 

E('lj;) = S(pA) = S(pB) =- LAklog2(Ak), (1.3.18) 
k=l 

thus, once more we see that the more mixed the reduced density operator is, the more 

entangled the original state is. 

As we will see in the next section, this definition is only valid for pure states. For 

mixed states, the quantification of entanglement becomes more complex. 
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1.4 Entanglement of mixed states 

The entropy of entanglement depends on the Schmidt coefficients and it is indepen­

dent from the basis. This means, that it is invariant under local unitary operations, 

in other words, if l'l/J') = UA ® U3 l'l/J), then E('lj;') = E('lj;). 

Similarly, it is possible to show that it cannot increase on the average, by local 

operations. That is, if we perform independent measurements in A and B and obtain 

l'l/Jk) with probability Pk, then we have that 

E('lj;) 2:: ~pkE('lj;k)· 
k 

We notice however, that the previous inequality does not imply that none of the 

E('lj;k) can be larger than E('lf;), which is an interesting conclusion that will be used 

in the process of distillation. 

1.4 Entanglement of mixed states 

The states considered in the previous subsection are idealized ones, since real physical 

systems always interact with sorne environment. Thus, a mixed state may arise when 

an initially pure state interact, intentionally or unexpectedly, with this environment 

(other quantum degrees of freedom), resulting in a nonunitary evolution of the pure 

state into a mixed state. For a detailed discussion of this effect, we refer the reader 

to our next section on decoherence. 

Though there are several criteria for separability of rnixed states [13], the theory 

of mixed state entanglement is more complicated and less well understood than that 

of pure state entanglement. 

A mixed state is called separable, if it can be prepared by the two-parties in a 

"classical way", which means agreeing by direct communication on the local prepa­

ration of states. The corresponding Density l\!Iatrix of a separable state should have 

only classical correlations, or mathematically should be of the form [14] 

(1.4.1) 
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l. QUANTUM ENTANGLEMENT 

otherwise it is entangled. 

Here, the coefficients Pi are probabilities with O :::; Pi :::; 1, and ¿i Pi = l. This 

decomposition is not unique. 

Example 3 

An example of a mixed state that has classical but not quantum correlations is p = 

~(lOO) (OOI + 111) (111). Another example is the state p = ~ (I<P+) (<j¡+ 1 + I<P-) ( <P-1) which 

is separable because it can be written as the previous example, as it can be seen from 

the definitions of the Bell states. However, we should warn the reader that a criteria 

for separability like Equation (1.4.1) is not easy to use. Or, in other words, finding 

for p a form like that or proving that it does not exist is not a simple task. Therefore, 

we must find a simpler criteria to detect entanglement. 

1.4.1 Peres-Horodecki criteria. Positive partial transpose [15, 

16] 

In 1996, Asher Peres found a criterion for separability in a quantum system consisting 

of two subsystems. He conjectured his condition in terms on the partial transpose 

matrix, however that condition in general it is not sufficient. Posteriorly, Horodecki 

et. al. gave two necessary and sufficient conditions for separability of separable states 

for 2 x 2 and 2 x 3, completing the Peres'result. 

The partial transpose of a composite density matrix is given by transposing only 

one of the two subsystems. For example, the partial transposition with respect to 

Alice is 

(1.4.2) 

where, we are using Latín sub-índices for the Alice subsystem and Greek for Bobs. 

Thus, for any separable state one can write the partial transpose as : 

(1.4.3) 
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1.4 Entanglement of mixed states 

Since the (/ ai)(ai /)Tare again valid density matrices for Alice, one immediately 

finds that p~~ 2:: O implying non negative eigenvalues. 

The same holds for the partial transposition with respect to Bob. In summary, 

the partial transpose of a separable density matrix is positive. This means that it 

has only positive non-vanishing eigenvalues (or equivalently, a positive operator has 

a positive or zero expectation value with any state). 

The converse, that is, if pTA 2:: O then pis separable is true only for low dimensional 

systems, namely for composite systems 2 x 2 and 2 x 3. In these cases, the positivity 

of the partial transpose (PPT) is a necessary and sufficient condition for separability. 

For higher dimensions, the PPT condition is only necessary. 

The partial transposition criterion, for detecting entanglement is simple: g1ven a 

bipartite state PAB, find the eigenvalues of any ofits partial transpositions . A negative 

eigenvalue immediately implies that the state is entangled. Examples of such states 

include the singlet state. 

The partial transposition criterion allows to detect in a simple way, all entangled 

states tha.t are NPT (Negative partial transpose density matrices with at least a 

negative eigenvalue), which is a large class of states. However, in higher dimensions, 

there are PPT states which are not separable, called "bound entangled states", [17, 18] . 

1.4.2 Entanglement of formation. Concurrence 

The Entanglement of Formation was originally proposed by Bennett et. al. in 1996 

[19], and it is a direct generalization of entropy of entanglement applied to mixed 

states. They defined the entanglement of formation E(p) of a mixed state p "as the 

least expected entanglement of any ensemble of pure state realizing p". It means, for 

a given mixed state p of a pair of systems A and B, su eh that, 
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l. QUANTUM ENTANGLEMENT 

the entanglement of formation is the average entropy of entanglement for the states 

in this ensemble, minimized over all decompositions of p, 

(1.4.4) 

where the entanglement E( 'ljJ) is defined as the entropy of either of two subsystems 

A and B, i.e. 

(1.4.5) 

Here PA is the reduced density matrix obtained by partial trace of 17/J/(7/JI over the 

subsystem B, and similarly for p3 . 

They found a lower bound on E(p), specifically, for all states of a pair of spin-~ 

particles, E(p) 2 h[f (p)]. The function f is called "fully entangled fraction" of p, and 

is given by 

f(p) = max(eJpJe) , 

where, the function max is applied over all entangled states Je). The function h(f) is 

defined by 

h(f) = { H[~ + )!(1- !)] forf 2 ~ 
O forf < 2, 

(1.4.6) 

H(x) = -x log2 x- (1- x) log2(1- x) (1.4.7) 

is the binary entropy function. For mixtures of Bell states, f(p) is simply the largest 

eigenvalue of p. A concept related to entanglement of formation is the concurrence, 

which is defined for a system of two qubits for Hill and Wootters in [20, 21]. The 

formula for concurrence use the spin fiip transformation applied to each individual 

qubit. 

Before writing the formula for the entanglement of mixed states, it is convenient 

to study the entanglement of a pure state of two qubits. For apure state, the spin 

fiip operation is defined by 
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1.4 Entanglement of mixed states 

where lw*)AB is the complex conjugate of lw)AB, ()~, with i = (A, B) is the Pauli 

operator, both taken in the standard basis {lOO), 101), 110), 111)}. 

The entanglement for pure states defined in Equation (1.4.5), can be written as 

E(w) = E(C(w)) , 

where e(w) is called "conwrrence", and is defined as e(w) 

function E is 

l(wlw)l, and the 

(1.4.8) 
1 1 

E= H[- + -)1- e 2
] 

2 2 ' 

with H(x) defined in Eq.(1.4.7). The range for E ande is from Oto l. 

For a general mixed state PAB of two qubits, we define p to be the spin-fiipped 

state 

(1.4.9) 

where p* is the complex conjugate of p, and ()Y is again the Pauli matrix expressed in 

the same basis as 

( o -
0

i ) . 
()y= \ i (1.4.10) 

The entanglement is given by 

(1.4.11) 

The concurrence is defined as 

(1.4.12) 

where { ,\i} are the square roots, in decreasing order of the non-hermitian matrix pp. 
For separable qubits e = O and for maximally entangled ones e = l. 

The most common density matrix used is represented by "X-matrices". This dass 

of density matrix only contains non-zero elements in an "X" formation, along the 

main diagonal and antidiagonal. In the standard two-qubit product basis { 11 ) = 
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l. QUANTUM ENTANGLEMENT 

lll)AB, 12) = I10)AB, 13) = I01)AB , 14) = IOO)AB} a X-matríx ís gíven by 

Pn o o Pl4 

o P22 Pz3 o 
(1.4.13) PAB = o P32 P33 o 

P41 o o P44 

where Pn + P22 + P33 + P44 = l. 
It should be notíced that ít includes pure Bell states as special cases. The con­

currence for a "X-state" of the form given by Eq.(1.4.13) can be easily computed 

as 

e= 2 max{O , VP23P32- VPnP44, VP14P41- VP22P33}· (1.4.14) 

The concurrence has the great advantage that is easíly computable and ís dí­

rectly related to the entanglement of formation, providing an explicit formula for the 

entanglement of formatíon in the case of two qubíts. 
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CHAPTER 2 

QUANTUMDECOHERENCE 

2.1 Introduction 

Decoherence is the irreversible formation of quantum correlations of a system with the 

environment. These correlations show up in completely new properties as compared 

to the isolated system. When we consider observations related to only one of the two 

subsystems, system-environment, we notice immediately several consequences of this 

entanglement. 

The first and most important effect is that the system no longer obeys Schréidinger's 

equation. The dynamics of our system becomes complicated, and in sorne approxi­

mations, it leads to a Master Equation for the density matrix of our system. 

If we start from a pure state, the system has become mixed by the interaction 

with the reservoir. To put it in a different way, in an open system, the coherence 

leaks out of the system into the environment, and as a result, we have decoherence 

[22, 23, 24] . 

If the coupling to the environment becomes very strong, the internal dynarnics of 

the systern slows down or rnay even freeze, effect known as quanturn Zeno effect. 

On the other hand, the detailed dynarnics depends on the type of interaction 

between the systern and the environrnent. In rnany cases, this coupling is quite similar 

to a rneasurernent process. Thus, it is appropriate to discuss here, sorne elernents of 

quanturn theory of rneasurernent. 

Niels Bohr [25] proposed that, according to the Copenhagen interpretation of 

25 



2. QUANTUM DECOHERENCE 

Quantum Mechanics, a classical apparatus was necessary to carry out the measure­

ments, thus implying a sharp borderline between the Classical and the Quan­

tum world. Traditionally, the Classical Systems are associated to the macroscopic 

and Quanturn to the rnicroscopic [22], but this distinction is actually not very ade­

quate considering recently studied effects of rnacroscopic systerns that behave quan­

tum mechanically. We also have the non-classical squeezed states with large nurnber 

of photons, etc. 

As opposed to Bohr, Von Neurnann (26] considered quanturn measurernents. Let 

us a.ssurne that we have a systern with states ja) and jb) and a rnetre that can be in 

the states Ida) and ldb)- If the detector is initially in the ldb) state, we assurne that it 

switches when the system is in the ja) state and does not change if the system is in 

the lb) state, that is 

ja) jdb) --+ ja) Ida), 

jb)jdb) --+ jb)jdb) · (2.1.1) 

If, on the other hand, we assurne that the system is in a superposition state 

l'l/Jinitial) =ala)+ ,Bib), (2.1.2) 

with jaj2 + 1,61 2 = 1, then 

(2.1.3) 

where the state ¡wc) is a correlated one, and this process can be achieved, as we will 

see soon, just with Schrodinger's equation, with an appropriate interaction. 

Thus, if the detector is in the 1 da ) state, one can be certain that the systern is in 

the 1 a) state. 

However, we are ignorant about the quanturn state of the systern, and it is more 

realistic to approach the system in a statistical way, with the density rnatrix. 

According to Von Neumann, besides the unitary evolution that rules the dynam­

ics of the of the quanturn phenomena, there is also a non-·unitaTy Ted'Uction of the 
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2.1 Introduction 

wavefunction 1 we) that takes the pure state density matrix 1 we) (we 1 and converts it 

into a mixed state, by eliminating the off-diagonal elements 

Non 

pe Jwe)(weJ 

Ja/ 2 /a) (al/da) (da/ + /IW /b) (bl/db) (db/ 

+ a* ,8/b) (al/db) (da/ + a,B* /a) ( bl/da) ( db/ 

unitaTy ==} pr = /a/ 2 /a)(a//da)(da/ + /,8/ 2 /b)(b//db)(db/· (2 .1.4) 

The difference between the original pe and the 'after the measurement' reduced 

density matrix pr, is that beca use in the latter case, the off-diagonal elements are 

missing, one could safely describe the system with alternative states ruled by classical 

probabilities Ja/ 2 and J,B/ 2
. 

On the other hand, in the quantum case (pe), things are more complicated, because 

we may use a different basis, say 

1 
Jc) v'2(/a) + Jb) ), 

1 
/d) = v'2(/a)- Jb) ), (2.1.5) 

and choosing a= -,8 = ~' we write 

(2.1.6) 

where 

(2.1.7) 
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2. QUANTUM DECOHERENCE 

We see that the diagonal elements of pe give us different alternatives. In the first 

basis 

(2.1.8) 

while in the second basis 

(2.1.9) 

The problem, once more, is that we do not know the quantum state of the system. 

Now, as we mentioned before, the first step of the measurement is to obtain the 

correlated wavefunction ¡wc), which can be achieved via a unitary operator. 

The second step, however, was the Von Neumann non-unitary reduction. Can 

this step be achieved in a different way? Perhaps, by another unitary operator?. The 

answer to this question is yes [22], and the way to do it is by coupling the system -

detector pair to the environment, to dispose of the extra information. 

We call the environment states le). Then 

1 wc) 1 co) (a 1 a) 1 da)+ /31 b) 1 db)) 1 co) 

____. (a 1 a) 1 da) 1 ca) +/31 b) 1 db) 1 cb)) =1 7/J), (2 .1.10) 

where the correlation has been extended from the system-detector to system-detector­

environment, getting a 'chain of states'. 

If the environment states 1 ca) and 1 cb), corresponding to the detector states 

da) and 1 db) respectively, are orthogonal, then we can trace (average) over the 

environment variables 

(2.1.11) 

getting precisely the Von Neurnann reduced density rnatrix, but this time by only 

unitary transformations, without ad hoc assumptions. 
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2.2 The mechanism of Decoherence 

2.2 The mechanism of Decoherence 

In this section we will discuss the interaction between the "local" object, called system 

of inter-est, and the second system, that may be the envimnrnent. Since the interaction 

in many cases is strongly similar toa measurement, we will deal with the von Neumann 

measurement model. 

In order to model the measurement process, we require an interaction which is 

diagonal in the eigenstates of the measured observable, and also be able to move the 

state of the measurement apparatus ("pointer state") [27]. 

We assume that the system is coupled to the environment (apparatus) by a Hamil­

tonian of the following form: 

Hint = !i L 1 n)(n 1 Dn, (2.2.1) 
n 

where Dn are n-dependent operators acting on the Hilbert space of the environment 

(apparatus) and 1 n) is an eigenstates of a system observable to be measured. 

The environment (apparatus) acquires the information about the state 1 n), in the 

sense that changes according to 

In) le/Jo)!... exp ( -iH~ntt) ln)lc/Jo) In) exp( -iDnt) le/Jo) 

1 n) 1 cPn(t)). (2.2 .2) 

We notice that here, the 'measurement' is made not in the sense of Von Neumann 

but rather as a dynamical evolution of the joint system, according to Schrodinger's 

equation, with the appropriate coupling. 

The resulting environment (apparatus) states lc/Jn(t)) are called 'pointer states'. 

In case the environment is interpreted as the measuring apparatus, they would cor­

respond to particular apparatus states. 

From the linearity of the Schrodinger's equation, one can also write 

(2.2.3) 
n n 

29 



2. QUANTUM DECOHERENCE 

that is, we get a correlated state representing the superposition of all the possible 

measured results. From the above expression, we can calculate the local or subsystem 

reduced density matrix, by tracing over the environment 

(2.2.4) 
n,m 

n,m 

and for orthogonal states 

(c/Jn(t) 1 c/Jm(t)) = Onm , (2.2.5) 

the reduced density matrix for the system becomes diagonal 

(2.2.6) 
n 

During this evolution, the interference was destroyed and the system appears to 

be classical with respect to the quantum number n, which implies that the phase in­

formation has been destroyed. No interference between different 1 n) can be observed 

in the system . 

The above evolution is viewed as a model of system-apparatus coupling. Unfor­

tunately, the apparatus, being macroscopic, will invariably interact with the environ­

ment E. 

By the same mechanism, the information about the measurernent is rapidly trans­

ferred to the environment, leading toa the following state 

(2.2.7) 
n n 

and if the environment states are orthogonal, then we obtain diagonal density matrix 

for the system-apparatus 

Psystem-apparatus = L 1 Fn 1
2

1 n)(n 11 c/Jn)\c/Jn 1 (2.2.8) 
n 

Once more, we have defined the interaction of the apparatus with the environment 

by a Hamiltonian of the form given by (2.2.1), defining in this way, the pointer states 
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2.3 Decoherence Free Subspaces (DFS) 

2.3 Decoherence Free Subspaces (DFS) 

As we have seen in the previous sections, decoherence is a consequence of the in­

evitable coupling of any quantum system to its environment, causing information loss 

from the system to the environment. In other words, we consider the decoherence as 

a non-unitary dynamics that is a consequence of the system-environment coupling. 

This includes both dissipative and dephasing contributions. Dissipation is a process 

by which the populations of the quantum states are modified by the interactions with 

the environment, while dephasing is a process of randomization of the relative phases 

of the quantum states. Both effects are caused by the entanglement of the system 

with the environment degrees of freedom, leadirig to the non-unitary dynamics of our 

system. 

Lidar et al. [28] introduced the term decoherence-free subspaces, referring to robust 

states against perturbations, in the context of Markovian IVIaster equations. 

One uses the symmetry of the system-environment coupling to find a 'quiet comer' 

in the Hilbert Space not experiencing this interaction. A more formal definition of 

the DFS is as follows: 

Definition A systern with a HilbeT"t space 7-i is said to have a decoheTence free 

s·abspace7-ic 7-i, if the evolution inside 7-i is pmÚ!J ·anitaT'!J. 

2.4 Condition for DFS. The Lindblad semigroup Ap­

proach 

We formulate now the existence of the DFS in terms of the Lindblad semigroup IVIaster 

Equation. Lindblad has shown that the most general evolution of a system density 

matrix Ps is governed by the Iviaster equation 

(2.4.1) 
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2. QUANTUM DECOHERENCE 

with 
1 M 

LD(p(t)) = 2 L da,/1 ([Fa,pFJ] + [Fap,FJ]) 
a,/1=1 

(2.4.2) 

where Hs is the system Hamiltonian, the Fa is a family of the 'Lindblad' operators 

in an 111-dimensional space and da,/1 are elements of a positive Hermitian matrix. 

All the non-unitary, decohering dynamics is accounted for by LD. That is, m 

the Lindblad form, there is a clear separation between the unitary and decohering 

dynamics. 

Let { 1 k)r/= 1 } be a basis for an N-dimensional subspace 

H(DFS) ~ H(TOTAL SYSTEM HILBERT SPACE). 

In this basis, we may express the density matrix as 

N 

p = L Pkj 1 k)(i 1 (2.4.3) 
k,j=l 

Now, we consider the action of the Lindblad operators Fa on 1 k), 

N 

Fa 1 k) = L c~j 1 )) . 

j=l 

Substituting in (2 .4.2), we find 

1 
M N 

LD(P) = 2 L da,/1 L Pkj(2cj;;,c~n 1 ñ)(·m 1 
a,/1=1 k,j,m,n=l 

C!~C~n 1 iñ)(i 1-cj;;,c~m 1 k)(ñ 1) =O. (2.4 .4) 

Notice that we have used the condition LD(P) =O, which is precisely the definition 

of the DFS. 

The coefficients da,/1 represent information about the bath, which we assume is 

uncontrollable. So we require that each term in the ex, j3 sum vanishes separately. 

Furthermore, we expect no dependence on the initial conditions, i.e., no depen­

dence on PkJ> which implies that each term in the parenthesis vanishes separately. 
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This can be done if all the projectors are the same, requirement that is satisfied if 

so the (2.4.4) becomes 

N 

L Pki 1 k)(} 1 (2Cf*Cf- ce*Cf- Cf*Cj) =O. 
k,j=l 

Assuming that the Cf i= O, this yields 

or 

· h z- cr Wlt = C"". 
k 

(2Cf*Cf- ce*Cf- Cf*Cj) =O , 

2 = Z* + z-l, 

The (2.4. 7) has the unique solution Z = l. Thus, Cj = Cf = ca 

Thus, we proved the following Theorem. 

(2.4.5) 

(2.4.6) 

(2.4.7) 

Theorem 2 .4.1. The necessaTy and s'Ufficient condition for a S'Ubspace H ( D F S) = 

{ 1 k)i/=1 } o be decoheTence free is that the basis states 1 k) ar-e degenerate eigenstates 

of all Lindblad operators .L"filo:· 

Fa 1 k) =ca 1 k) for V a, k . (2.4.8) 

The above condition can be also written as 

(2.4.9) 

If one can write 
M 

[Fa , F13] = L r;,/3F1 , 

¡=l 

with f~,f3 i= O and linead y independent ( the Fs forming a 'semi-simple Lie algebra'). 

In this case, the condition (2.4.9) can be written as 

M 

"'""r e~= o ~ a,/3 

that can only be satisfied for C1 = O. 
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2. QUANTUM DECOHERENCE 

Thus, the condition for a DFS, for the semisimple case, is that the set of 

states should be degenerate eigenstates of all Lindblad operators with zero 

eigen·ualue. 

Fa: / k) =O, for V a, k . (2.4.11) 
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CHAPTER 3 

DYNAMICS OF ENTANGLEMENT 

3.1 Introduction 

Decoherence and entanglement are closely related phenomena, mainly because deco­

herence is responsible for the fragility of the entanglement in systems interacting with 

reservoirs (29]. For this reason in the current decade, many papers have investigated 

extensively, the decoherence dynamics of entangled quantum systems under the in­

fluence of environmental noise by focusing mainly on the dynamical system of two 

parties. 

Recently Yu and Eberly [30] investigated the dynamics of disentanglement of a 

bipartite qubit system due to spontaneous emission, where the two two level atoms 

( qubits) were coupled individually to two cavities ( environments). They found that 

the quantum entanglement may vanish in a finite time, while local decoherence takes 

a infinite time. They called this phenomena uEntanglement S'Udden Death" (ESD). 

In a previous work, Diósi [31] demonstrated, using Werner 's criteria for separability 

that ESD can also occur in two-state quantum systems. 

Since then, ESD has been examined in several model situations involving pairs 

of atomic, photonic and spin qubits [32, 33, 34], continuous Gaussian states [35] and 

spin chains [36]. Also, ESD has been examined for different environments including 

random matrix environments (37, 38], thermal reservoir [39, 40, 41] and squeezed 

reservoir (42]. ESD is not unique to systems of independent atoms. It can also occur 

for atoms coupled to a common reservoir, in which case we also observe the effect 
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3. DYNAMICS OF ENTANGLEMENT 

of the revival of the entanglement that has already been destroyed [43]. The effect 

of global noise on entanglement decay may depend on whether the initial two-party 

state belongs to a decoherence free subspace (DFS) or not. 

In a recent experiment by Almeida et el [44], they used correlated horizontally 

and vertically polarized photons to show evidence of sudden death of entanglement, 

under the infiuence of independent reservoirs. They created the initial state using a 

downconversion process. 

As opposed to the ESD and against our intuition, it has been shown that under 

certain conditions, the process of spontaneous emission can entangle qubits that were 

initially unentangled [45], and in sorne cases the creation of entanglement can occur 

sorne time after the system-reservoir interaction has been turned on. The authors in 

[46] call this phenomenon "delayed sudden biTth of entanglernent". 

3.2 Dynamics of Open Systems 

An open system, is a quantum system S which is coupled to another quantum system 

B called the envimnment. They represent a subsystem of the combined total system 

S+ B . The state of the subsystem S, will change as a consequence of its dynamics 

and the interaction with the surroundings. The interaction leads to certain system­

environment correlations such that the resulting state changes of S can no longer, in 

general, be represented in terms of unitary, Hamiltonian dynamics. The dynamics of 

the subsystem S induced by the Hamiltonian evolution of the total system is often 

referred to as r-educed system dynamics , and S is also called the Teduced systern. 

Let us denote by 1ís the Hilbert space of the system and HB the Hilbert space 

of the environment. The Hilbert space of the total system S + B is the given by the 

tensor product space H = Hs ®HE. The total Hamiltonian H(t) may be taken to 

be the form 

1í(t) = 1ís ® IB + Is ® 1íB + 1í¡(t), (3.2.1) 

where Hs is the self-Hamiltonian of the open system S, 1íB is the free Hamiltonian of 
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3.3 Time evolution of a two atom system. 

the environment B, and 1t1(t) is the Hamiltonian describing the interaction between 

the system and the environment. A schematic picture of the typical situation under 

study is shown in Figure 3.1. The term envir-onment is used, in general, to refer a 

(S+B, 1ts®1ts,p) 

Figure 3.1: Schematic of an open quantum system. 

system B coupled to an open system S. If this environment have a infinite number 

of degrees of freedom such that the frequencies of the environments modes form a 

continuum, we term it like reseTvoiT. The term bath or heat bath will be used for a 

reservoir which is in a thermal equilibrium state. 

3.3 Time evolution of a two atom system. 

For quantum computation purposes, it is necessary to give sorne qubits a robust 

physical representation, and also a system in which they can evolve as desired. An 

attractive physical representation for qubits are two leve! atoms, or the optical photon 

among others. This section is concerned with two-atom systems. However, in real 

systems, they are not isolated and experience interactions with the outside world. In 

order to build useful quantum information systems, it is necessary to understand and 

control such noise processes. 

An useful mathematical description for qubits (system of interest) is given by the 

density matrix. When the system is exposed to environmental noise, the density ma­

trix will change in time. Such a time evolution is traditionally studied via a master 
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3. DYNAMICS OF ENTANGLEMENT 

equation. In this approach, the dynamics are studied in terms of the reduced density 

operator Ps of the atomic system interacting with the quantized electromagnetic field 

regarded as a reservoir. The reservoirs have many possible realizations. The reservoir 

can be modelled as a vacuum field whose modes are ordinary vacuum states, or ther­

mal states, or squeezed vacuum states. The major advantage of the master equation 

is that it allows us to consider the evolution of the atoms plus field system entirely 

in terms of average values of atomic operators. 

We consider two situations, the first one consists of two two-level atoms initially 

entangled and coupled to uncorrelated reservoirs, and the second one of two two-level 

atoms initially entangled and interacting with a common reservoir. This coupling 

between the system and the reservoir originates the disentanglement . 

We write now, a general master equation for the reduced density matrix in the 

interaction picture, assuming that the correlation time between the atoms and the 

reservoirs is much shorter than the characteristic time of the dynamical evolution of 

the atoms, so that the Markov approximation 1 is valid, 

a fJ r ~ r(N ) (2 A t t A A t ) ~ = -;:: ) + 1 C7iPC7; - C7; r7; P - PC7,; CJ.¡ at "L ¿__..,¡ • • • • · J • - · · • • • 

i,j=l 

(3.3.1) 

where r is the decay constant of the qubits, and r7t = l1)i (OI and r7i = jO)i (11 are 

the raising ( +) and lowering (-) operators of the ithe atom. It should be pointed 

out that in Equation (3.3.1), the i = j terms describe the interaction independently 

of the atoms with their local environments, while the i -1- j terms denote the cou­

plings between the modes induced by the common bath, see Figure 3.2. The Equation 

(3.3.1) have at least three possible realizations, these are vacuum reservoir, thermal 

reservo ir, and squeezed reservo ir. 

1 For non-Markovian effects, see [47, 48]. 
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3.3 Time evolution of a two atom system. 

Reservoir A Common Reservoir 

a) b) 

Figure 3.2: Schematic of an assembly of two qubits A and B, located m a) two 

independent and spatially separated, reservoirs. b) a common reservoir. 

For a vacuum reservoir we have to make N -7 O and M -7 O in Equation (3.3 .1). 

For a thermal reservo ir N -7 n is the mean number of the thermal fi.eld (as­

sumed to be the same for both qubits), and M -7 O. Additionally this reservoir 

can cause excitation of the qubits. Thus the first term on the right side of Equation 

(3.3.1) correspond to the depopulation of the atoms due to stimulated and sponta­

neous emission, and the second term describes the excitations caused by temperature . 

For a squeezed reservo ir, N represents the mean photon number of the reservo ir 

and it is defi.ned as N = sinh2 
T, and M is a parameter related to the phase correla­

tions of the squeezed reservoir defined as M = -eie sinh T cosh r. T is the squeezing 

parameter of reservoir and e is the squeezing angle. The Heisenberg uncertainty 

relation imposes the constraint /M/ 2 ~ N(N + 1), where the equality holds for a 

minimum-uncertainty squeezed state. 
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CHAPTER 4 

ENTANGLEMENT IN lNDEPENDENT 

RESERVOIRS 

4.1 Introduction 

In this chapter we consider two two-level 

atoms A and B that represent a two-qubit 

system, each one interacting independently 

with their local environments , as show in Fig-

ure 4.1. There is no direct interaction be­

tween the atoms. The correlation between 

the atoms results only from an initial quan­

Reservoir A 

Qubit A Qubit B 

tum entanglement between them. The reser- Figure 4.1: Schernatic of an assembly of two 

voirs considered here are: vacuum reserv01r qubits A and B, located in two independent. 

and thermal reservo ir. 

4.2 Vacuum Reservoir 

The vacuum environment can still have a noisy degrading effect through its quanturn 

fiuctuations. As a consequence, the atoms lose their excitation ata rate r. Thus, their 

stationary state is their ground state 1 - - ). In other words, the atoms experience 

a disentanglement process. This process can be completed in a finite-time (ESD) or 
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4.2 Vacuum Reservoir 

in an infinite time. These different behaviors exhibited in the disentanglement times 

depend on the initial state. Various publications have considered mixed and pure 

states [30, 49, 39, 50], as well as quantum recoil effects[51] . 

We solved analytically the master equation (3.3.1) under conditions of a vacuum 

reservoir, as shown in Appendix (A.1). However, for simplicity we will consider initial 

density matrices with a X-form: 

a( O) o o w(O) 

p(O) 
o b(O) z(O) o 

( 4.2.1) 
o z*(O) c(O) o 

w*(O) o o d*(O) 

We will use the measure of concurrence C(p) in order to show the dynamics of the 

entanglement associated with the bipartite state. Considering as initial condition de 

matrix showed in ( 4.2.1), the concurrence is given by C(p(t)) = 2 max{O, C1 (t), C2 (t)}, 

where 

C2(t) (4.2.2) 

with w = \/1 - e-rt. The respective disentanglement times when these functions 

vanish are, 

]:_ ln( ao(2ao + bo + ca + J (bo + co)2 - 4( a0d0 - /zo /2))) 

r 2(ao- /zo /2 ) , 

]:_ ln(ao(2ao + bo +ca+ J(b0 - c0 )2 + 4/zo/ 2
))) 

r 2(boco + ao(ao + bo + ca)- /wo /2 ) . 

The ranges of the respective initial conditions are 

a0 :S /z0 /
2 , The entanglement decay asirnptotically; 

a0 > /z0 /
2

, The entanglement decay in a finite time, 

for the case Equation (4.2.3), and 

b0c0 + a0 (1- d0 ) :S /w0 /
2

, The entanglement decay asimptotically; 

b0c0 + a0 (1- d0 ) > /w0 /
2

, The entanglement decay in a finite time, 
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4. ENTANGLEMENT IN INDEPENDENT RESERVOIRS 

for Equation (4.2.4). 

Let us show some examples. 

l. • Consider first the initial state ofthe form al00)+,8111), with lai 2 +I,BI 2 =l. 

For this initial state, the concurrence is, 

e= max{O, 2I,Bie-rt(lai-I,BI(e-rt- 1))}, (4.2.7) 

and the disentanglement time ( td) occur for 

Only the states with 1,81 > lal i.e, I,BI > ~' have a finite disentanglement 

time. 

• Consider now the initial state 1'101) + 8110), with 11'1 2 + 181 2 l. Its 

concurrence is 

(4.2.8) 

In this case the concurrence goes asymptotically to zero, for all values of 

o. 

2. The first and more traditionally case of ESD mentioned in the literature , con­

tains the double excitation and the ground state components, and also includes 

the state in which one of the atoms is excited. This initial condition is 

1 
p(O) = 3 

a O O O 

o 1 1 

o 1 1 

o 
o 

O O O 1-a 

(4.2.9) 

Yu and Eberly studied the entanglement sudden death in the case a = l. They 

showed that for ~ :S: a :S: 1, there is ESD. The concurrence is given by 

(4.2.10) 
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4.3 Thermal Reservoir 

and the time of disentanglement is , 

_ 1 1 (a + 1 - J2 - a + a2
) 

td- -- n . r a 
(4.2.11) 

For the case a= 1 the results obtained in [30] are recovered. The time evolution 

a) 

l. O 

0.75 

0.51111,.,........-<T\\1 
C(t) 

0.25 

3 4 1.0 

0.0 
0.25 

0.5 
0.75 a 

b) 

á 
\\ 
n 

~ \\ 
t \\ 
::S i \ 
g \ \ .0\ symptoli\:: 

O \ \ Jc.:;•y 

u \ \ 
\ ··. 
\ suJtkn'· ..... 
\ ttcath ·, , 

Time 

Figure 4.2: a) The time evolution of the concurrence in a vacuum reservoir when 

the atoms are initially in the entangled mixed state (Eq.4.2.9). For all values of a 

less than ~, the half-life rule is obeyed , but for a. between } and 1, it is not. For 

those val u es, the curves show ESD. b) The figure shows the two typical behavior 

of disentanglement via concurrence: sudden death and asymptotic decay, for qubits 

interacting with two independent vacuum reservoirs. 

of the concurrence for all values of a is shown in Figure 4.2 

Clearly, to destroy the entanglement in a finite time, the spontaneous emission 

is not enough, and the sudden death of entanglement results from the decay of the 

mixed double excitation state component. 

4.3 Thermal Reservoir 

The interactions with a thermal reservoir lead typically to very rapid decoherence , 

thus one might to expect the destruction of quantum entanglement. But, How quickly 
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4. ENTANGLEMENT IN INDEPENDENT RESERVOIRS 

does it occur?. In a vacuum reservoir, the disentanglement t ime depends explicitly on 

the initial state of the atoms , specifically the ESD depends on the double excitation 

state / + +). On the other hand, in the case of a thermal reservo ir, the decay of 

the entanglement always occurs in finite time. This conjecture has been recently 

proposed for all atoms initially entangled in the form of two-qubit X-states, [39, 41]. 

We solved the master equation for a general init ial condition (Appendix A.2) . Let 

us consider the initial density matrix (4.2.1). The concurrence is given by C(p(t)) = 

2max{O, C 1(t), C 2(t)}, where C 1 (t) and C2 (t) are given by 

e l ( t) 2/zo 1 e-(2n+l)t 

( 
2 

)2 {[((ao- bo-ca+ do)n2 + (2ao - bo- ca)n + a0)e- 2
(
2
n+l)t 

2n + 1 

+ 2n((ao- do)n + t(2a0 + b0 + c0))e-(2n+l)t + n2] 

x [((ao- bo-ca+ do)n2 + (2ao- bo- c0 )n + a0)e- 2(2n+l )t 

nt _ + 1)(1 1 \ , 1 f()_ , b + )) -(2n+l)t +f.- , 1 \2]}k fA 31\ 
L-~n .1 ~a 0 - a0 Jn-¡-

2
~L-u 0 -¡- 0 c0 e · ~n-¡- .LJ < ~'± . • .L J 

C2(t) 2/wo/e- (2n+l)t 

- ( 
2 

)2 {[-( (ao - bo-ca+ bo)n2 + (2ao- bo- co)n + ao)e- 2
(
2
n+l)t 

2n+ 1 

+ (2(bo - co)n2 + (ao + 2bo - 2co- do)n + ao + bo)e-(2
n+l)t + n(n + 1)] 

x [-((ao - bo-ca+ bo)n2 + (2ao - bo- c0 )n + ao)e- 2
(
2
n+l)t 

+ (2(co - bo)n2 + (ao - 2bo + 2co- do)n + ao + ca)e-(2
n+ l )t + TL(n + 1)]} ~, 

(4.3.2) 

n being the number of average thermal photons. 

Let us show three examples. 
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4.3 Thermal Reservoir 

l. We consider the initial state 

{32 o o af3 

J'lt(O)) = aJOO) + (3Jll), 
o o o o 

---+Po= ( 4.3.3) 
o o o o 

af3 o o a2 

where JaJ 2 + J(3J 2 = 1, and for simplicity we consider a and {3 real. 

In Figure 4.3, we plot the time evolution of the concurrence for n = 0.01 and 

n = l. Notice that the entanglement sudden death occurs for all value of {3. 

Also is observed that the death time decreases as the mean thermal photon 

number becomes large. 

l. O 

0.75 

0.5 
C(t) 

0.25 

.O 

n 

l. O 

0.75 

0.5 
C(t) 

0.25 

n= l 

Figure 4.3: The figures show the entanglement evolution for the initial state aJOO) + 
f3Jll) with n = 0.01 on the left and n = 1 on the right. 

2. Let us consider again the initial state ( 4.2.9). We are interest in to observe the 

effect of the temperature in the disentanglement evolution. In [30], the authors 

have shown that for this initial state at zero temperature the entanglernent is 

long lived for O ~ a ~ ~. In the Figure 4.4 we show that as soon as n becomes 

finite, the range vanishes and there is no asyrnptotic decay for any value of a. 

We also show two different values of n . We notice that when we increase the 
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4. ENTANGLEMENT IN INDEPENDENT RESERVOIRS 

value of n the death time decreases. 

l. O 

0.75 

C(t) 0.5 

0.25 

0.0 

4 1.0 

0.0 

1.0 

3 4 1.0 
a 

Figure 4.4: We plot the concurrence for the initial state ( 4.2.9) with n = 0.01 on the 

left and n = 1 on the right. 

3. Also we considered the atoms initially entangled in a Werner state. In this case, 

the initial condition is: 

1-a o o o 
1 o 1+a -2a o 

p(O) = 4 o -2a 1+a o 
(4.3.4) 

o o o 1-a 

In this state, the maximally entangled state ~(110) -101)) is mixed with the 

equally-weighted four possible states. For this initial state, we calculate the 

concurrence, and like in the previous example the sudden death occurs for all 

ranges of O < a < 1 andas n becomes larger, the disentanglement time become 

shorter. 

In the above examples, we see that when the thermal photon number is not zero 

the entanglement sudden death always happens no matter how small the nonzero 
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4.3 Thermal Reservoir 

mean thermal photon number is and no matter which entangled state the atoms are 

initially. In the Figure 4.5 we show the time of disentanglement for different values 

of n . The main observed effect is that the death time of entanglement decreases with 

the mean thermal photon number. 

------/,...... -...... , 
/ ' 

/ ' 
4 / \ 

td ! \ 
3 1 .• 1 

1 ..... 1 
1 .. ·· 

2 1 ... · 

~ ~//~ - -~--;---~~~--=~~~ ¡ 
0.0 0.2 0.4 0.6 0.8 1.0 

~ 

4 
td 

' ' " ' \ 
\ 
\ 
\ 
\ 
~ 

0.0 0.2 0.4 0.6 0.8 1.0 
a 

Figure 4.5: Death time for a) the initial state a/00) ± ,8/11) and b) the initial state 

( 4.2.9). We plotted the disentanglement time for different values of the parameter n. 

In the case of n =O, there exists a range in the initial conditions for which the ESD 

is not permitted, decaying asymptotically. For larger values of n, the disentanglement 

time decreases, i.e. the sudden death occurs faster. 

As we can see, for the various cases of initial mixed states, the phenomena of 

entanglement sudden death is always present, at finite ( non-zero) temperatures. 
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CHAPTER 5 

ENTANGLEMENT IN A COMMON 

RESERVO IR 

5.1 Introduction 

In this chapter, we will explore the rela­

tion between the sudden death (and revival) 

of the entanglement between the two two­

level atoms in a squeezed bath and the nor­

mal decoherence vía the decoher·ence free sub­

space (DFS), which in this case is a two-

Cornmon Reservoir 

dimensional plane [42]. We will also look at F. 
5 1 1gure . : Schematic of an assernbly of two 

the special case of the vacuum reservoirs. b"t A d B 1 t d · · · qu 1 s an , oca e m a cornrnon reser-

VOl!'. 

We should point out, that since we have a common bath, it would imply that the 

atoms are rather close to each other, that is, at a distance which is smaller that the 

correlation length of the reservoir. This would mean that we cannot neglect sorne 

direct interaction between them, like a dipole or Ising-type coupling. However, one 

can show that this type of coupling does not damage the decoherence free subspace, 

in this case aplane [52] . 
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5.1 Introduction 

The case we present next, is a good example, where we are able to study in detail , 

the effects of decoherence and disentanglement. Furthermore, we can relate the two 

phenomena, by studying the effect of the distance from the decoherence free subspace 

on the sudden death and revival times. 

5.1.1 The model 

We consider, two two-level atoms that interact with a common squeezed reservoir, 

and we will focus on the evolution of the entanglement between them, using as a 

basis, the Decoherence Free Subspace states, as defined in [52, 53]. 

The master equ~tion in the interaction picture, for two two-level system in a 

broadband squeezed vacuum bath is given in Eq.(3.3.1). It is simple to show that 

this master equation can also be written in the Lindblad form with a single Lindblad 

operator S 

fJp 1 t t " ) fJt = 2r(2SpS -S Sp- pS 1S, (5.1.1) 

with 

(5.1.2) 

As was explained in Sec.(3.3), (}t, (}are the usual Pauli raising and lowering matrices 

a ~ ( ~ ~ ) , al ~ ( ~ ~ ) , (5.1.3) 

and ¡ is the spontaneous emission rate. The squeeze parameters are W, and N = 

sinh 2 r, here we will consider ]1.1 = J N (N + 1). 

The Decoherence Free Subspace consists of the eigenstates of S with zero eigen­

value. The states defined in this way, form a two-dimensional plane in Hilbert Space. 

Two orthogonal vectors in this plane are: 

1 · y 

-¡::::::::;;:==~(NI++)+ Me-''"'1- -)) 
JN2 + Jl.12 ' 

(5.1.4) 

1 v'2(1- +) -1 + -)) . (5 .1.5) 
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5. ENTANGLEMENT IN A COMMON RESERVOIR 

We can also define the states 14>3) and 14>4) orthogonal to the {l</>1) , l</>2)} plane: 

1 
V2(1-+)+l+-)), 

1 ·w 
-v';==N====z =+==lvf:::;;:z (MI++)- N e-• 1--) ). 

(5.1.6) 

(5.1.7) 

We sol ve analytically the master equation by using the { l</>1) , I<P2), l</>3), 14>4)} basis, 

however, we use the standard basis to calculate the concurrence. For simplicity we 

will consider r = 1 throughout this section. 

5.1.2 Solution for initial states in DFS. 

a) Consider I<I>1(0)) = l</>1) as the initial state. 

The solution of master equation is p1(t) = l</>1)(</>11. This corresponds to an 

invariant state, and its concurrence is 

C( (t)) = 2JN(N + 1) 
p1 2N + 1 ' 

which is a constant in time. The concurrence only depends of N. 

For N= O, j<I>1(0)) = 1- -) we have a factorized state at all times, but as we 

increase N, we get a maximally entangled state in the large N limit. 

b) If we now consider j<I>2(0)) = l</>2) as the initial state. 

The solution of the master equation is P2(t) = I<P2)(<P2I· This initial state is also 

an invariant state and its concurrence is independent of time, 

50 



5.1 Introduction 

5.1.3 General Solution for vacuum reservoir. N------+ O 

The solution of the master equation for a general initial density matrix spanned by 

{ePi} basis is given by 

p(t) = P21 

(P31 + 2p43)e-t- 2p43e-2t 

P12 (PI3 + 2p34)e-t - 2p34e-2t 

P23e-t 

P33e-2t + 2p44te-2t 

In the following, we will consider the two states orthogonal in the DFS plane, and 

we will calculate the concurrence in the standard basis. 

e) The third initial state considered is /<1> 3 (0)) = /4>3). 

Initially its concurrence is: C(p3 (O)) = l. It corresponds to a maximally entan­

gled state. 

The solution of master equation for this initial condition and N = O is given by 

(e2t- l)e- 2t O O O 

o o o o 
O O e- 2t O 

(5.1.9) 

o o o o 

Since the matrix p3 (t)P3(t) has only one nonzero eigenvalue, in this case we 

use the separability criterion [15]. According to this criterion, the necessary 

condition for separability is that a matrix pPr, obtained by partial transposition 

of p, should have only non-negative eigenvalues. In this particular case, we 

observe a negative eigenvalue for all times, thus the state stays entangled. 

d) Consider the initial state /<1>4(0) ) = /4>4). 

When N= O, /<1>4(0)) = / + +) and C(p4(0)) =O, since is a factorized state. 
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5. ENTANGLEMENT IN A COMMON RESERVOIR 

The solution of master equation for this initial condition is given by: 

( -1 - 2t + e2t)e-2t o o o 

P4(t) = 
o o o o 
o o 2te- 2t o 

(5.1.10) 

o o o e- 2t 

and its concurrence is C(p4(t)) =O. 

In the following, we will consider superpositions with one component in the DFS 

andan orthogonal one (to the DFS) , of the form: 

cl(h) + ~I <P4), 

ci<P2) + ~I <P3), 

(5.1.11) 

(5.1.12) 

where E varíes from zero to one. The idea is to increase E and study the effect of 

having an increased component in the DFS on the death time of the entanglement. 

1) We consideran initial superposition of I<P1) and I<P4), i.e. IWa) given by Eq. (5. 1.11). 

For N = O we have: 

IWa(O)) =el--)+ -J1- c2 l + +), (5.1. 13) 

and its initial concurrence is C(wa(O)) = 2c~. 

The solution of master equation for this initial condition is given by: 

( - 2t-1+2to:2 +o:2 +e2
') o o é'./l-E2 

e2t - e-, -

o o o o 
Pa(t) = 

o o 2t(l-é2) o e2t 
(5.1.14) 

o:v'l-=E2 o o (l-é:2) 
- e-, -

~ 

and the corresponding concurrence is given by: 

(5.1.15) 

52 



5.1 Introduction 
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Figure 5.2: Time evolution ofthe concurrence for initiali'IIa(O)) with: e= 0.28 (solid 

line) , E = 0.345 ( dashed line), E = O. 9 ( dotted line), 

which is shown in Fig.5.2 for various values of t:: For E > O, the initial entangle­

ment decreases in time, and the system becomes disentangled (sudden death) 

at a time satis(ying the relation: 

-t e 
te = ~­

v 1- c2 
(5.1.16) 

• For E = O and E = 1, the concurrence is zero, therefore we have a non­

entangled state. 

• For O < E < 0.34525 the equation (5.1.16) has two solutions, namely, td 

when the system becomes separable, and tr ~ td when the entanglement 

revives. It should be noted that there is a critica! E for which td = tr. 

• For 0.34525 < E < 1 the above equation has no solution and the concur­

rence vanishes asymptotically in time. 

Thus, when we are "not far" from 14>4 ) we observe a sudden death and reviva!, 

but when we get "near" 14>1) this phenomenon disappears . Fig.5 .3 shows the 

behavior of the death and reviva! time as function of c. 
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0.1 1!.2 0.3 
E 

0.4 

Figure 5.3: a) The death time b) The revival time of the entanglement as a function 

of E, with initial I1Jra). 

2) Finally, we consideran initial superposition of lct>2) and 14>3 ): l\l!b(O)) =E lct>2) + 
.Jf=E2 l<h ), (5.1.12) which is independent of N. Here, like in the pervious 

cases, as we increase E, starting from E = O, we increase the initial projection 

onto the DFS. For E= 1 the initial state is in the DFS plane. 

For N = O we have 

1 
I1Jrb(O)) = V2[(c + ~)1- +)-(e- ~)1 + -)], (5.1.17) 

and its initial concurrence is C(wb(O)) = l2c2 - 11-

The solution of master equation for this initial condition is given by: 

(e2t _ 10 2e2t_l+c2) o o o e2t 

o é2 cv'l-é:2 o 
Pb(t) = 

_e_t_ 

o cVl-c2 (l - ¡;2) o _e_t _ 
~ 

(5.1.18) 

o o o o 

and the corresponding concurrence is: 

(5 .1.19) 

which is shown in Fig.5.4(a). 
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] .O Evolución de la Concurrencia para N=O 7 
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j - r.~ll.3 · · · e=O.S ---- -· c~0 . 707 
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E b) 

Figure 5.4: a) Time evolution of.the concurrence with initiall'llb), for: E= 0.3 (solid 

line), E = 0.5 (dotted line), E= 0.707 (dashed line), E= 0.9 (dash dotted line). b) 

Death-revival time as given by Eq.(5.1.20), versus E. 

For O < E < 0.707 the initial entanglement decreases in time, and the system 

becomes disentangled ata time given by (See Fig.5.4(b)): 

1 1- é 2 

t = -ln(--) 
2 é 2 ' 

(5.1.20) 

however, at the same time, the entanglement revives reaching asymptotically 

its stationary value. It is mean that the sudden death and revival happen 

simultaneously. The phenomena of one or periodical revivals have been obtained 

before, but always in the context of one single reservoir connecting both atorns, 

like in the present case [54, 56, 55]. 

Vvhen we approach the decoherence free subspace this phenomenon disappears . 

Next, we treat the cases with N > O. 

5.1.4 General Solution for N::/= O 

In general, for both 1 W a) and 1 W b) as initial states, the evolution of the concurrence 

C(p(t)) is calculated in the standard basis but written in tenns of density matrix p'(t) 
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5. ENTANGLEMENT IN A COMMON RESERVOIR 

in the {ePi} basis as C(p'(t)) = max{O, C1(p'(t)), C2(p'(t))}, where 

(N(p~ 1 (t) + p~ 4 (t)) + p~ 4 (t) + 2p~ 4 (t))N(N + 1)) 
2N + 1 

X 
(N(p~ 1 (t) + p~ 4 (t)) + p~ 1 (t)- 2p~ 4 (t))N(N + 1))). 

2N + 1 
(5.1.21) 

2 
2N + 1/)N(N + 1)(p~l(t)- P~4(t)) + P~4(t)/ 

V(P~2(t)- 2p~3(t) + P~3(t))(p~2(t) + 2p~3(t) + P~3(t)). (5.1.22) 

where p~j(t) are the density matrix elements in the { <PJ basis. 

a) Next, we consider again the case for initial /<P3). In Fig.5.5, we show the evo­

lution of the concurrence for various values of N . We always observe sudden 

death in a finite time, then the concurrence remains zero for a period of time 

until the entanglement revives, and the concurrence reaches asyrnptotically its 

stationary value. Notice that this time period increases with N. In the fig.5.6 

1.0 ~- --- -----------, 

0.8: 

--------

6 8 10 

t 

Figure 5.5: Time evolution of concurrence for initial /<P3), with: N=0.1 (dashed line) , 

N=0.5 (solid line) , N=1 (dotted line). 

we show the death and revival times versus N. They decrease and increase with 

N respectively. 
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Figure 5.6: a) Death time b) Reviva! time versus N for the initial state 1 1;3 ). 

b) We consider lrP4) as an initial state. The behavior of concurrence is similar as in 

lrP3) case. The initial entanglement quickly decays to zero, getting disentangle­

ment for a finite time interval, then the entanglement revives and asymptotically 

it reaches its stationary value. However, unlike the case with initial state I<;D3 ), 

the death time first increases reaching a maximurn for N = 0.421, and sub­

sequently it decreases, as shown in Fig 5.7. The reviva! time has the sarne 

behavior as in lrP3)· 

0.4 

0.3 6 

tct tr 

0.2 4 

0.1 2 

0.0 Ü .l______,---- --- ~---·r-~~ 

o 
(a) 

2 4 
N 

o 1 2 3 5 4 5 

(b) N 

Figure 5.7: (a) Death, and (b) Reviva! times versus N for the initial state 11;4 ). 
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5. ENTANGLEMENT IN A COMMON RESERVOIR 

e) In the following case, we consider the superposition 

(5.1.23) 

as the initial state. The solution of master equation for this initial condition 

depends on é and N and also its concurrence. In this case, p;3(t) = p;2 (t) = O 

thus, the concurrence is given by C(p~(t)) = max{O, C2(p~(t))}, where C 2 (p~(t)) 

given in Eq.(5.1.22) 

Initially, the concurrence is given by 

C( , ( )) = l2év'1=[2 + 4JN(N + 1)(é
2

- ~)1 
Pa O 2N + 1 ' 

(5.1.24) . 

we see that for certain pairs of N and é, our initial state will be a non-separable 

one. 

In the Fig. 5.8 we show the time evolution of the concurrence for N= 0.1 and 

several values of é. 

For é = O and é = 1 we retrieve I<P4 ) and I<P1) respectively. 

For O < é < 0.5 the concurrence dies in a finite time, stays zero for a time 

interval and subsequently revives, going asymptotically to its stationary value. 

For values larger than é = 0.5, there is no more sudden death, since we are 

getting "close" to the DFS, and the concurrence goes asymptotically to its sta­

tionary value. 

The Fig.5.9(a) shows the death times versus é for N = {0, 0.1, 0.2}. In the 

case N = O, we notice a steady increase of the death time up to some critical 

value of é, where the death time becomes infinite. There is a curious effect, 

that for N::/= O, as we increase é, the death time first decreases up to the value 

é = ¡;;¡¡;;, and subsequently it behaves "normallyn, by inc:reasing with é . In 

the Fig.5.9(b) we show the revival time as a func:tion of é for the same values 

of N. In all cases the revival time decreases with é. 
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1.0,---------------, 

0.8 

0.6 

C(t) 

0.4 : 
. . -;/ 

··y 
.·· 7~ _.· -'l 

·y 
/j 

;/ 

2 3 4 

Figure 5.8: Time evolution of Concurrence for /'I'a(t) ) as initial state and N= 0.1: 

e= 0.1 (long dashed line), e= 0.2 (dash dotted line) , e= 0.29 (dashed line), e= 0.5 

(dotted line) , E= 0.9 (solid line). 
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Figure 5.9: a) Death time and b) Revival time, with initial state /'I'a ) and: N = O 

(solid line) , N= 0.1 (dotted line), N= 0.2 (dashed line). 
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5. ENTANGLEMENT IN A COMMON RESERVOIR 

d) Finally, we consider the case with initial 

(5.1.25) 

Its concurrence is: C(p~(t)) = max{O, C 1 (p~(t)), C 2 (p~(t))}, with C1 and C2 

defined in (5.1.21,5.1.22), and its initial value: C(p~(O)) = /2t:2 -1/. In the Fig. 

5.10, we show the time evolution of the concurrence with N = 0.1 for several 

values of E. 

1.0 .,-------------, 

0.8 

0.6 
C(t) 

0.4 

' /----- ---
0.2 ¡ ~ 1 --..:..:_:_..:__ 

l\i,/. ,r-
J\1 --=-----!Y,: /·-· --~-

O. O .fl .... J... ....... ..:..:::.;·--·····---.....,....:.::::.. ···--·,-- ~ -

0 1 2 3 4 5 

Figure 5.10: Time evolution of the Concurrence for /'lr 2 (t) ) as initial state and N= 

0.1: E = O (solid line) , E = 0.4 (dotted line), E = 0.54 (dash dotted line) , E = 0.6 

(long dashed line) , Ec = 0.707 (dashed line) , E= 0.9 (space dotted line). 

As we can see from the Fig. 5.10, this case is more complex, since there are 

more than one death and revival before reaching the criticalvalue of c. Such a 

situation has been described previously [54, 56]. Like in the previous cases above 

a certain critical E, when we get "close" to the DFS, these effects disappear and 

C(t) goes asymptotically to its stationary value. 

5.1.5 Discussion 

The first observation is that if we start from an initial state that is in the DFS 

plane, the local and non-local coherences are not affected by the environment, thus 
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5.1 Introduction 

it experiences no decoherence and the concurrence stays constant in time. 

In the case ofinitiali<P1), the concurrence does increase with the squeeze parameter 

N, getting maximum entanglement for N -----* oo. So this reservoir is not acting as a 

thermal one, in the sense that introduces randomness. On the contrary, a comrnon 

squeezed bath tends to enhance the entanglement, as we increase the parameter N. 

This is clear if we observe that for N -----t oo: 

1 
1 <Pl) -----t v'2 ( 1 + +) + 1 - -)) ) 

which is a Bell state. 

On the other hand, if we start with the initial state I<P2), this state is independent 

of N and it is also maximally entangled, so C = 1 for all times and all N' s. 

Now, we consider other situations with initial states outside the DFS. We consider 

as initial states the superpositions given in (5.1.11) and (5.1.12), where we vary e 

between O and 1 for a fixed value of the parameter N . It is observed: 

• When E= O we recovered I<P4) and I<P3). In the I<P4 ) case, the population of the 

1 + +) goes down with N, meaning that the interaction with the reservo ir goes 

also down with N and therefore, the death time will necessarily increase with N, 

which describes qualitatively the first part of the curve(fig 5.7-a). Furthermore, 

as we increase the average photon number N, other processes like the two 

photon absorption will be favored , and since there will be more photons and 

the 1 - -) population tends to in crease with N, this will enhance the systern­

bath interaction and therefore the death of the entanglement will occur faster, 

or the death time will decrease. 

In the I<P3) case, initially there is no 1 + +) component, thus we expect a higher 

initial death time. However this case is different from the previous one in the 

sense that the state is independent of N, so there is no initial increase. However, 

as the state evolves in time, the 1 + +) and 1- -) e.:ornponents will build up and 

the argument for the decrease of the death time with N follows the same logic 

as in the previous case. See Fig.5.6(a). 
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5. ENTANGLEMENT IN A COl\1MON RESERVOIR 

• For the interval O :S E < Ec the initial entanglement decays to zero in a finite 

time, td. After a finite period of time during which the concurrence stay null , 

it revives a time tr reaching asymptotically its steady-state value. This death 

and revival e y ele happens may occur once for the initial state 1 W a), and for the 

initial state IWb) may occur twice. 

For 1 W a) as initial state, when E is equal to the critical value E e, the entanglement 

dies and revives simultaneously and eventually goes to its steady-state value. 

For the initial state IWb), the critical value of E is Ec = ~' and, unlike to the 

1 W a) case, it is independent of N. 

• When we get near to the DFS (ce <E :; 1), the system shows no disentangle.:. 

ment and this phenomenon of sudden death and revival disappears. 

The squeezed vacuum has only non-zero components for even number of photons, 

so the interaction between our system and the reservoir goes by pairs of photons. 

Now, for very small N, the average photon number is also small, so the predominant 

interaction with the reservoir will be the doubly excited state that would tend to 

decay via two photon spontaneous emission. 

Let us consider again 1 W a), bu t now in terms of the standard basis 

with 
k _EN+~M~ k _EM-N..)f=E2 

1 - J N2 + M2 , 2 - J N2 + 1112 , (5.1.26) 

We plotted k1 versus E for N between O to 2, Fig.5.11. Initially, k1 increases with 

E, thus favoring the coupling with the reservoir, or equivalently, producing a decrease 

in the death time. This is up to E = ¡-;¡J;;, where the curve shows a maxirna. 

Beyond this point, k1 starts to decrease and therefore our system is slowly decoupling 

from the bath and therefore the death time shows a steady increase. 
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CHAPTER 6 

CREATION OF QUANTUM 

ENTANGLEMENT 

6.1 Introduction 

In sorne cases, if two systems do not interact directly, but share a common heath bath 

in thermal equilibrium, entanglement can be created, sorne time after the interaction 

is turned on. Furthermore, this entanglement may persist in time. So, contrary to 

intuition that spontaneous emission should have a destructive effect on the entan­

glement, it has been shown by several authors that under certain conditions, this 

irreversible process can even entangle initially unentangled qubits [57, 58, 59, 60, 61, 

62, 63, 64, 65]. 

Also, more recently, it was shown that a "sudden" feature in the creation of entan­

glement exists, in the sense that it takes sorne finite time after the system is connected 

to the bath, for the creation of entanglement to take place [66]. 

In the following we considered the simplest composite quantum system of two 

qubits. This qubits are coupled to a common thermal reservoir at zero temperature. 

The qubits do not interact directly with each other but through the common envi­

ronment, in that case there is a probability that a photon emitted by one atom will 

be absorbed by the other, and as a consequence of this photon exchange process can 

produce entanglement between atoms, which is larger than the decoherence caused 

by spontaneous emission. According to this assumption, is crucial to have one atorn 
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6.1 Introduction 

excited and the other in the ground state to create entanglement. The dynamics of 

the system is given by the Eq.(3.3.1) with N and M equal to zero. 

For a given initial state p(O) = Pii(O) the solution of the master equation (3.3.1) in 

the {e1 = lll) ,e2 = 110) ,e3 = 101) ,e4 =lOO)} basis, is given by the following matrix 

elements 

Pu (t) 

Pn(t) 

P33(t) 

P44 ( t) 

Pl3 (t) 

Pl4(t) 

P22(t) 

P23(t) 

P24 (t) 

P34(t) 

(Jue-2ft 

1 ( ( ) ft ( · 2ft 4 P22 + P33- P23- P32 + 2 P22- P33 e- + 4put + P22 + P33 + P23 + (J32)e- ) 

1 
4 (P22 + P33 - P23 - P32 + 2(P33 - P22)e-ft + ( 4pu t + P22 + P33 + P23 + P32)e- 2ft) 

1 ( ( 2ft 2 P23 + P32 + Pu + P44 + 1 - 4put + 2pu + P22 + P33 + P23 + P32)e- ) 

1 
2((Pl2- P13)e-ft + (Pl2 + P13)e-2ft) 

1 
2( - (Pl2 - p13)e-ft + (Pl2 + P13)e-2ft) 

Pl4e-ft 

1 
4(P22 + P33- P23- P32 + 2(P22- P33)e-ft + (4put + P22 + P33 + P23 + P32)e-2ft) 

1 
4(P23 + P32- P22- P33 + 2(P23- P32)e-ft + (4put + Pn + P33 + P23 + P32)e-2ft) 

~(P24- P34- 2(Pl2 + p13)e-2ft + (2Pl2 + 2pl3 + P34 + P24)eft) 

1 
2(P34- P24- 2(Pl2 + pl3)e-2

rt + (2Pl2t + 2pl3 + P34 + P24)e-ft) 

(6.1.1) 

For simplicity, we write each matrix element Pii(O) as P·ij and take r = l. The 

remaining matrix elements can be obtained from Pii = pj,,. 

In order to obtain a condition that determines when a state that was initially 

separable becomes non-separable after a certain period of time, we will study the 

stationary state. In the limit t ---+ oo, the density matrix is given by 
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6. CREATION OF QUANTUM ENTANGLEMENT 

o o o o 
1 o P22 + P33 - (P23 + P32) P23 + P32 - (P22 + P33) 2(p24- P34) 

Pst = 4 o P23 + P32- (P22 + P33) P22 + P33 - (P23 + P32) 2(P34 - P24) 

o 2(P42- P43) 2(P43- P42) 2(P23 + P32) + 2(1 + Pn + P44) 

Following the procedure to get the concurrence, see section [?], we calculate the 

matrix R st = Pst(ay ® ay)P;t(ay ®ay) · For real matrix elements, R st has only one 

nonzero eigenvalue: 

A = ~ (P22 + P33 - 2Re(P23) )2, 

Thus, the condition to have a disentangled steady state is 

P22 + P33 = 2P23 · 

Now, we will consider sorne examples of different initial separable states. 

(6 .1.2) 

(6.1.3) 

l. Let us first have two atoms in excited state I':V(O)) = lll). The concurrence is 

C(t) = max{O, 2te-2t- 2)e-2t(1 - (1 + 2t)e-2t)} =O. (6.1.4) 

Thus, this state is separable for all times. In the stationary state, both atoms 

go to the ground state. Thus its concurrence is C(t) =O. 

2. For the case when one atom is in an excited state 11 ) and the other one in the 

ground state lO), the concurrence is 

1 
C(t) = max{O, 21e-2t- 11} , (6.1.5) 

this result being the same for 110) and 101 ). The initial value of the concurrence 

increases to its steady state value of ~-

3. When both atoms are initially in the ground state, I':V(O) ) = lOO), the systern 

remains in its ground state for all times, and the concurrence is C(t) = O. 
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As mentioned before, the only way to generate entanglement (for the vacuum 

reservoir) is when one atom is in the ground state and the other one in the excited 

state, since this combination makes it possible for photon exchanges between the 

atoms. In the cases when there is no photon exchange, the entanglement generation 

never occurs. 

In order to study this effect we consider linear combinations of the jO) and jl) 

states, for one of the atoms, and the ground or the excited state for the other one, 

respective! y 

l. Consider first 

jw(O) ) =jO) 0 (ajl) + ,6j0)) = ajOl) + ,6 j00), (6.1.6) 

with a 2 + ,62 = l. The Fig.6.1 (a) shows that the entanglement reaches a higher 

value when a is greater. 

2. The second possible initial condition is 

jw(O)) =(ajO) + ,6j l )) ® jl) = ajO l ) + ,6 jll ), (6.1.7) 

with a 2 + ,62 = l. The Fig.6.1 (b) shows the time evolution of the concurrence 

for different values of a. As in the previous case, when a decreases , the max­

imum value of the entanglement decreases, but unlike the previous case, the 

entanglement creation has a time delay. 

3. Consider a more general initial condition 

(6.1.8) 

According to the Eq.(6.1.2), the condition to get a completely disentangled 

stationary state is 

(6.1.9) 

implying that when both qubits are in the same state, the created entanglernent 

is eventually destroyed, at large times. We show this effect in the Fig.(6.2), 
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Figure 6.1: (a) Time evolution of concurrence for the initial lO)® (all) + ,6 10)) with 

different values of a . (b) Time evolution of concurrence for the initial (al0)+,6l l ) )® 11 ) 

with different values of a. The reservoir is at T = O 

where we plotted the evolution of the concurrence for the various initial condi­

tions in Eq.(6.1.8), when a 1 = a 2 =a. 
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Figure 6.2: Concurrence versus time for different initial conditions a 1 = a 2 = a. The 

reservoir is at T=O. 

Finally, we analyze the effects of having a reservoir with a finite (non zero) tem­

perature. 

l. In a vacuum reservoir the initial states I~Y (O)) 111) and I~Y (O)) lOO) are 
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kept separable at all times. However it is noted that the concurrence increases 

with the temperature, since thermal excitation may help in the generation of 

entanglement, see Fig. 6.3. We observe in both cases, an entanglement that is 

(b) 1 '1'(0)> = j11 > 

0.5l 
0.4 

0.3 ;,, - ~ -_:_-~~:::::_:::~ ~~.:.:-_:_-_:_~~ 
C(t) ·¡ 

0.2 
1 

0. 1 

(a) 1 '1'(0)> = jOO> 

0.3 i 
1 --------------

1 / 

i 1 

0.:! ! 
C(t) ! 

1 

0.1 1 
1 

/ 

:! t 
n"-U.OI · ···n"'O.I n"' J · 11 '"'51 

Figure 6.3: Evolution of the concurrence for the initial conditions a)/11), and b) /00), 

and different values of n. 

actually enhanced by increasing the reservoir temperature, even the mínimum 

temperature is enough to generate entanglement. 

2. The opposite is true for the cases /W(O)) = /10) and /1Jt(O)) = /01), see Fig. 6.4, 

where the one photon exchange, necessary for the entanglernent in the case of 

the vacuum reservoir, is disturbed by the presence of thermal photons. 
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(e) 1 q•(O)> = 101 > and 1 q•(O)> = 110> 
0.6, 

~ 
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---------- -----
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Figure 6.4: Concurrence versus time for the initial conditions lllF(O)) = 110) and 

lllF(O)) = IOl) . The parameter of each curve is the reservoir temperature (average 

thermal photon number). 
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CHAPTER 7 

CONCLUSION 

In this thesis, we gave an overall picture of decoherence and disentanglernent, first, 

in the context of a general discussion, and later, giving particular examples related . 

to two qubits in contact with different types of reservoirs. 

Entanglement is at the heart of quantum Mechanics. Also, besides its conceptual 

relevance, it is also crucial in many applications in Quantum communications and 

quantum computing. On the other hand, it is a subtle and delicate effect that can be 

easily altered or destroyed. In the various cases studying the dynarnics of entangle­

ment , we encountered different situations, described in Figure (7.1), where we show 

trajectories between the PPT (Partial Positive Transpose) and the NPT (Negative 

Partial Transpose) areas. The first case corresponds to a system that has both the 

initial and final states entangled. In the second case, the initial entanglement goes 

asymptotically to zero. In the third and fourth cases, we observe sudden death and 

death with revival respectively. Case number five corresponds to a periodic Hamil­

tonian system (for example, the Jaynes-Cummings Iviodel), where death and revival 

appear periodically. Death and revival are intriguing effects that basically depend on 

the initial conditions as well as the nature of the reservoir. Since, for many appli­

cations, the sudden death is an undesired effect, one can try to protect these states, 

using for example, the distillation procedures. 

Finally, in cases six and seven, we have generation of entanglernent with and 

without time delay respectively, starting from a separable state. These are very 

interesting effects, where, in spite of the fact that there is no coupling between the 
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7. CONCLUSION 

atoms, the common reservoir acts as an effective coupling, with particularly good 

results, in the case of a vacuum reservoir, when the initial atomic state combines an 

excited atom with the other one in the ground state, thus allowing, via a common 

reservoir, a photon exchange. When the reservoir is ata finite temperature, this effect 

is reduced. 

1 
; 

l ~ 
--.r' \ 

PPT ~ 7 
) 

J 
j 

Figure 7.1: "Trajectories" between the positive partial transpose(separable) and the 

negative partial transpose ( entangled) areas: 1: Initial and final states are both en­

tangled, 2: Initial entanglement going asymptotically to zero, 3: Initial entanglement 

with sudden death, 4: Initial entanglement with sudden death and revival, 5: Peri­

odic death and revival, 6: Entanglement generation starting frorn a separable state, 

7: Time delayed generation of entanglement starting from a separable state. 
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APPENDIX A 

SOLUTION OF MASTER EQUATION l. 

lNDEPENDENT RESERVOIRS. 

The solution of master equation (3.3.1) depends on the initial state. We will consider 

a general initial condition, 

p(O) = 

Pn P12 Pl3 Pl4 

P21 P22 P23 P24 

P31 P32 P33 P34 

P41 P42 P43 P44 

(A.0.1) 

spanned by two-qubit product states /1) = /11 ), /2) = /10), /3) = /01), /4) = /00), 

called "Standard Basis". For simplicity, we write each rnatrix element PiJ(O) as P·iJ 

and r = l. In the following, we list the solutions of (3.3. 1) . 
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A. SOLUTION OF MASTER EQUATION I. INDEPENDENT 

RESERVOIRS. 

A.l Vacuum reservoirs 

In a vacuum reservoir we have to make N ---7 O and M ---7 O in Eq.(3.3.1). Under 

these conditions, the solution is given by, 

Pu (t) -2t Pue , 

P12 ( t) 
-3t 

P12e 2 , 

PI3(t) 
-3t 

P13e 2 , 

PI4 ( t) -t P14e , 

P21(t) 
- 3t 

P21e 2 , 

P22(t) ( ) -t -2t Pu + P22 e - Pu , 

P23(t) -t P23e , 

P24(t) 
-lt -3t 

(PI3 + P24)e2 - P13e 2 , 

P3l(t) 
-3t 

P3Ie 2 , 

P32(t) -t P32e , 

P33 (t) ( ) -t -2t Pn + P33 e - Pu e , 

P34(t) 
-lt -3t 

(PI2 + P34)e 2 - P12e 2 , 

P41 ( t) -t 
P4Ie , 

P42 ( t) 
-lt -3t 

(P31 + P42)e 2 - P31e 2 , 

P43 ( t) 
-1 t -3t 

(P21 + P43)e 2 - P21e 2 , 

P44 (t) Pue-2t- (2pu + P22- P33)e-t +l. (A.l.l) 

A. 2 Thermal reservoirs 

In a thermal reservoir we ha veto make N -t fi, it is the mean number of the thermal 

field (assumed to be the same for both qubits), and M ---7 O. Under these conditions, 
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A.2 Thermal reservoirs 

the solution is given by, 

Pn(t) = 

P31 ( t) 

P32(t) 

P33 ( t) 

(2n : 
1

)2 {[(Pn - P22- P33 + P44)n2 + (2pu - P22- p33)n + Pn]e-2(2n+1)t 

+[2(pn- P44)n2 + (2pu + P22 + P33)n]e-(2n+1)t + n 2}, 

2n ~ 1 [(P12 + (P12- P34)n)e 23(2n+1)t + (P12 + P34)ne 21(2n+l)tJ, 

1 - 3 (2 ) -1 
2n + 1 [(P13 + (P13 - P24)n)e2 n+1 t + (P13 + P24)ne2(2n+1)tJ, 

P14e-(2n+1)t' 

2n ~ 1 [(P21 + (P21- P43)n)e 23(2n+1)t + (P21 + P43)ne 21(2n+1)tJ, 

(2n : 
1

)2 { -[(Pn- P22- P33 + P44)n2 + (2pn - P22 - P33)n + Pn]e-2(2n+l)t 

+[2(P22- P33)n2 + (Pn + 2p22- 2p33- P44)n + Pn + p22]e-(2n+1)t + n(n + 1)} , 

P23e- (2n+1)t' 

2n ~ 
1 

[((P24- P13)n- P13)e ~
3

( 2 n+ 1 )t + (P13 + P24)(n + 1)e 2
1
(2n+1)tJ, 

2n ~ 1 [(P31 + (P31 - P42)n)e 23(2n+1)t + (P31 + P42)ne -/(2n+1)tJ, 

P32e-(2n+1)t' 

(2n : 
1

)2 { -[(Pn - P22 - P33 + P44)n2 + (2pu - P22 - p33)n + p11]e-2(2n+1)t 

+[2(P33 - P22)n2 + (Pn - 2p22 + 2p33- P44)n + Pn + P33]e-(2n+1)t + n(n + 1)}, 

1 [ - 3 (2 1) - 1 

2
n + 

1 
((P34- P12)n- P12)e 2 n+ t + (p12 + p34)(n + 1)e2(2n+1lt], 

P 
e-(2n+1)t 

41 ) 
1 -3(2 1) -1 

2
n + 

1 
[((P42- P31)n- P31)e 2 n+ t + (P31 + P42)(n + 1)e2(2n+l)t], 

1 -3 (2 ) -1 
2n + 

1 
[-((P21 - P43)n- P2de2 n+1 

t + (p21 + P43)(n + 1)e2(2n+Ilt], 

1 
(2n + 

1
)2 {[(Pn - P22 - P33 + P44)n2 + (2pll - P22- p33)n + p11]e-2(2n+l)t 

1 
+2(n + 1)[(P44- Pll)n- 2(2pll + P22 + P33)]e-(2n+l)t + (n + 1)2}.(A.2.1 ) 
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A. SOLUTION OF MASTER EQUATION I. INDEPENDENT 

RESERVOIRS. 

A.3 Squeezed reservoirs 

In the case of a squeezed reservoir, we consider N and l\11 . Under these conditions, 

the solution is given by, 

Pn (t) = 

P13(t) 

P22(t) 

(
2

N ~ 
1

)2 {[(Pn - P22- P33 + P44)N2 + (2Pu- P22- (J33)N + p11]e-2(2N+l)t 

+[2(pu - P44)N2 + (2pu + P22 + P33)N]e-(2n+l)t + N 2}, 

1 {[( )N J - 1 (3(2N+l)-2M)t 
2(2N+ 1) Pl2-P2l+P43-P34 +P12-P21e 2 

+[(Pl2 + P21- P34- (J43)N + P12 + p21]e -;/ (3(2N+l)+2M)t 

+N[Pl2 + P21 + P34 + (J43]e -~/( 2 N+l+ 2 M)t + N[p12- P21 + P34- P43]e -;
1

(
2N+l-2M)t}, 

1 { [( )N J - 1 (3(2N+l)-2M)t 
2(2N + 1) P13- P31 + P42- P24 + Pl3- P31 e 2 

+[(PI3 + P3l - P24 - P42)N + Pl3 + p31 ]e -;
1 

(
3(2N+ll+2M)t 

+N[Pl3 + P31 + P24 + P42]e -;
1

(
2N+l+2M)t + N[Pl3 - P31 + P24- p42)e -;

1
(
2N+l-2M)t}, 

1 
:¡{2[PI4- P4l]e-(2N+l)t + [PI4 + P41 + P23 + P32]e-(2N+l+2M)t 

+[PI4 + P41 - P23 - P32]e-(2N+l-2M)t}, 

1 {[ ( + )N J - 1 (3(2N+l)-2M)t - P12 - P21 P43 - P34 + P12 - P21 e 2 

2(2N + 1) 

+[(PI2 + P21 - P34 - (J43)N + P12 + P21Je -;
1 

(
3(2N+l)+2M)t 

+N[Pl2 + P21 + P34 + p43)e -~/( 2 N+l+ 2 M)t- N[p12 - P21 + (J34- (J43je -;
1

(
2N+l-2M)t}, 

(
2

N ~ l)2 {[2(P22- P33)N2 + (Pn + 2P22-:- 2p33- P44)N + Pn + p22)e-(2N+l)t 

-[(pn - P22- P33 + fJ44)N2 + (2pn- P22- P33)N- Pn]e-2(2N+l)t + N(N + 1)}, 

1 {[ + j -(2N+l-2M)t + [ + J -(2N+l+2M)t 4 P23 P32 - Pl4 - P4l e P23 P32 + Pl4 + P41 e 

+2[P23- P32]e-(2N+l)t }, 

1 { [( )N J =!(3(2N+l)-2M)t - Pl3 - P31 - P24 + P42 + Pl3 - (J31 e 2 

2(2N + 1) 

-[(Pl3 + P31- P24- P42)N + Pl3 + P3l]e -;
1

(
3(2N+l)+2M)t 

+(N+ l )[Pl3 + P31 + P24 + P42]e 2
1

(
2N+l+2M)t 

+(N+ 1)[PI3- P3l + P24- p42)e -;
1

(
2N+l - 2M)t}, 
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A.3 Squeezed reservoirs 

( ) 1 { [ -1 P31 t 
2

(
2

N + 
1

) -(p13- P3l + P42- P24)N- Pl3 + p31 ]e2(3(2N+l)- 2M)t 

+[(Pl3 + P3l- P24- P42)N + Pl3 + p31 Je -;
1
(3(2N+l)+2M)t 

+N[Pl3 + P3l + P24 + P42]e -;
1
(2N+l+2M)t - N[Pl3- P3l + P24 - p42]e -;

1
(
2N+l-2M)t} 

1 ) 
¡{[P23 + P32- Pl4- P4I]e-(2N+I-2M)t + [P23 + P32 + PI4 + P41]e-(2N+H2M)t 

-2[P23- P32]e-(2N+l)t}, 

1 
(2N + 1)2 {[(Pn- 2p22 + 2p33- P44)N + Pn + P33]e-(2N+l)t 

+[-(Pn- P22- P33 + P44)N2 - (2pu- P22- P33)N- Pu]e-2(2N+l)t + N(N + 1)} , 

1 { [ -1 2(2N + 1) - (PI2- P21- P34 + P43)N + PI2- P2I]e2(3(2N+l)-2M)t 

-[(PI2 + P21- P34- P43)N + P12 + p21 Je -;
1
(3(2N+l)+2M)t 

+(N+ 1)[PI2 + P21 + P34 + P43]e -;
1
(2N+l+2M)t 

+(N+ 1) [PI2 - P21 + P34- P43]e -;
1 

(
2N+l-2M)t}, 

1 
¡{2[P41 - P14Je-(2N+1)t + [PI4 + P41 + P23 + P32]e-(2N+H2M)t 

+[PI4 + P41 - P23 - p32]e-(2N+I-2M)t}, 

1 
2(

2
N + 

1
) {[(Pl3- P3l- P24 + P42)N + p13 - p31 Je -;

1

(
3(2N+l)-2M)t 

-[(Pl3 + P3l- P24- P42)N + p13 + p31Je 2
1
(3(2N+l)+2M)t 

+(N+ 1)[Pl3 + P3l + P24 + P42]e -;
1

(
2N+l+2M)t 

+(N+ 1)[PI3.:..... P3l + P24- P42]e -;
1
(2N+l-2M)t }, 

1 
2(2N + 1) {[(Pl2- P21- P34 + P43)N + Pl2- P2I]e -;1(3(2N+l)-2M)t 

-[(Pl2 + P21 - P34- P43)N + p12 + p21 Je 2
1 
(3(2N+l)+2M)t 

+(N+ 1)[PI2 + P21 + P34 + p43)e -;
1

(
2N+H2M)t 

-(N+ 1)[PI2- P21 + P34- p43]e -;1 (2N+I-2M)t}, 

(
2
N ~ 

1
)2 {[(Pn- P22- P33 + P44)N2 + (2pu - p22 - p33 )N + Pu]e-2(2N+I)t 

-(N+ 1)[2(pu- P44)N + 2pu + P22 + p33)e-(2N+l)t +(N+ 1)2}. (A.3.1) 
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APPENDIX B 

SOLUTION OF MASTER EQUATION II. 

A COMMON RESERVOIR 

The solution of the master equation (5.1.1) depends on the initial state. We will 

consider a general initial condition, but spanned by two different basis ePi and standard 

basis. 

B.l Basis {<Pi} 

lc/J¡) 1 ·w 
= (NI++)+ Me-t 1- -)), 

.JN2 + NJ2 

lc/J2) 
1 

= -/2(1- +) -1 + -)), 

1 cP3) 
1 

-/2(1- +) + 1 + -)), 

lc/J4) 
1 ·w 

= .¡ (1111++)-Ne-t !--)). 
N2+Nf2 

The general initial condition considered spanned by this basis is given by, 

P11 P12 Pl3 Pl4 

p(O) = 
P21 P22 P23 P24 

(B.l.1) 
P31 P32 P33 P34 

P41 P42 P43 P44 
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B.l Basis {<Pi} 

For simplicity, we write each matrix element PiJ(O) as PiJ and r = l. We will 

consider the general case to have a squeezed reservoir and for a mínimum uncertainty 

squeezed state, it is mean, we use the constraint M= JN(N + 1). For N-+ O we 

recover the vacuum reservoir. In the following, we list the solutions of (3.3.1) under 

the above conditions. 

Pu (t) 

P12 ( t) 

Pl3 ( t) 

P21(t) 

P22(t) 

Pz3(t) 

Pz4(t) 

-1 

JN(N + 1)(2N + 1) { 

x [~((2N + 1)JN(N + 1) + 2N2 + 2N)(P33 + P44) + ~P44]e-2(2N+l-2VN(N+l))t 
2 4 

+[~((2N + 1)JN(N + 1) - 2N2- 2N)(P33 + P44)- ~P44]e-2(2N+l+2VN(N+l))t 
2 4 

-JN(N + 1)(2N + 1)(pu + P33 + P44)} , 

P12, 
e-(2N+l)t 

12N2 + 12N - 1 { 

[2N + 1 + 4J N(N + 1)](P34- P43)e-(2N+l -4JN(N+l ))t 

+[2N + 1- 4JN(N + 1)](P34 + P43)e-(2N+l+4VN(N+l))t 

+(12N2 + 12N - l)Pl3- 2(2N + l)p34 + 8JN(N + 1)P43}, 
-e-(2N+ l)t 

(2N + 1)(12N2 + 12N- 1) { 

(2N + 1 + 4JN(N + 1))(2P33 + (2N + l)P44)e-(2N+l-4VN(N+l))t 

(2N + 1- 4JN(N + 1))(2P33- (2N + l)P44) e-(2N+l+4VN(N+l))t 

-(2N + 1)[(12N2 + 12N- 1)Pl4 + 4JN(N + 1)(2P44 + P33)]}, 

P21, 

P22 , 

P e-(2N+l)t 23 ) 

p e- (2N+l)t 24 ) 
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P32(t) 

P34(t) 

B. SOLUTION OF MASTER EQUATION II. A COMMON 

RESERVO IR 

e-(2N+l)t 

12N2 + 12N - 1 { 

-[2N + 1 + 4Vr-N-(N_+_1-,-)](P34- P43)e-(2N+l-4VN(N+l))t 

+[2N + 1- 4VN(N + 1)](P34 + P43)e-(2N+l+4JN(N+l))t 

+(12N2 + 12N- 1)P31- 2(2N + 1)P43 + 8JN(N + 1)P34}, 

P32e-(2N+l)t, 

1 {[(2N + 1)p + 2 IN(N + 1)p ]e-2(2N+l-2VN(N+l))t 
4JN(N + 1) 44 v 33 

-[(2N + 1)P44- 2VN(N + 1)P33]e-2(2N+l+2yr-N-(N_+_l))t }, 

t{(p34 _ p43 )e-2(2N+l-2VN(N+l))t + (p34 + p43 )e-2(2N+l+2VN(N+l))t}, 

-e-(2N+l)t 

(2N + 1)(12N2 + 12N- 1) { 

(2N + 1 + 4VN(N + 1))(2P33 + (2N + 1)P44)e- (2N+l-4JN(N+l))t 

(2N + 1- 4VN(N + 1))(2p33 - (2N + 1)p44 )e-(2N+l+4.jN(N+l))t 

-(2N + 1)[(12N2 + 12N- 1)P41 + 4V N(N + 1)(2P44 + P33)]}, 

P42(t) = P42e-(2N+l)t, 

P43(t) t{(P43- P34)e-2(2N+l-2JN(N+l))t + (P43 + P34)e-2(2N+l+2VN(N+l))t}, 

P44(t) 4N1+ 2 {((2N + 1)P44 + 2VN(N + 1)P33)e-2(2N+l-2VN(N+l))t 

(B.1.2) 

B.2 Standard Basis 

The standard basis is defined as {e1 = lll),e2 = 110) ,e3 = 101),e4 =lOO)} , in this 

basis , we consider a general initial density matrix given by 

Pn P12 Pl3 Pl4 

p(O) = P21 P22 P23 P24 
(B.2.1) 

P31 P32 P33 P34 

P41 P42 P43 P44 
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B.2 Standard Basis 

For simplicity, we write each matrix element Pij(O) as Pi) and we will take r = l. The 

solution of the master equation (3.3.1) with respect to the standard basis and for the 

above initial condition is 

B.2.1 

Pu (t) 

P22 ( t) 

P33 ( t) 

P44 ( t) 

P12 ( t) 

Pl3 ( t) 

Pl4 (t) 

P22( t) 

P23 (t) 

Vacuum reservoir 

Pne-2rt 

1 
:¡(P22 + P33- P23- P32 + 2(p22- P33)e-rt + (4put + P22 + P33 + P23 + P32)e-2rt) 

1 ( . ( ) rt ( 2rt 4 P22 + P33 - P23 - P32 + 2 P33 - P22 e- + 4pnt + P22 + P33 + P23 + P32)e- ) 

~(P23 + P32 + Pn + P44 + 1- (4pnt + 2pn + P22 + P33 + P23 + P32)e-2rt) 

1 
2((Pl2- p13)e-rt + (Pl2 + P13)e-2rt) 

1 
2( -(Pl2- P13)e-rt + (Pl2 + P13)e-2rt) 

P14e-rt 
1 
:¡(P22 + P33- P23- P32 + 2(P22- P33)e-rt + (4put + P22 + P33 + P23 + P32)e-2rt) 

1 
:¡(P23 + P32- P22 - P33 + 2(P23 - P32)e-rt + ( 4put + P22 + P33 + P23 + P32)e-2rt) 

~(P24 - P34- 2(Pl2 + P13)e-2rt + (2Pl2 + 2pl3 + P34 + P24)ert) 

1 
2(P34- P24- 2(Pl2 + pu)e-2rt + (2Pl2t + 2pl3 + P34 + P24)e- rt) 

(B.2.2) 

The remaining matrix elements can be obtained frorn P·iJ = pji. 
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APPENDIX C 

A COMPARATIVE STUDY OF THE 

OPTICAL AND CIRCUIT 

REPRESENTATION OF THE 

UNAMBIGUOUS QUANTUM STATE 

DISCRIMINATOR (67] 

We propose a quantum circuit implementation of the unambiguous quantum state 

discriminator. The circuit is made entirely of standard logical quantum gates , and 

provides an optimal implementation of the Positive Operator Valued Measurement 

(POVM) for the unambiguous discrimination of quantum states. We also propose 

an actual experimental setup of this device using the vibrational degrees of freedom 

of one- or two-dimensional ion traps. We compare this implementation to the one 

that has been used exclusively so far in experiments, which is based on single-photon 

interferometry, and discuss their relative advantages. 
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C.l Introduction 

C.l Introduction 

The discrimination of quantum states is a basic task in quantum information and 

quantum communication systems as well as in quantum cryptography [68]. A par­

ticularly clear example for the role of state discrimination in quantum cryptography 

is provided by the B92 QKD protocol [69]. A recent review on state discrimination 

can be found in Ref. [70]. Two popular strategies for optimal results are: the mín­

imum error (.l\IIE) discrimination [71, 72], where each measurement outcome selects 

one of the possible states and the error probability is minimized, and the unambigu­

ous quantum state discrimination (USD) for linearly independent states [73], where 

we are not permitted to make an erroneous identification of the state, but we can get 

inconclusive results from the measurement. The goal is to minimize the fraction of 

the inconclusive results. 

For the case of two pure states, with equal a priori probabilities, the optimum 

USD measurement was found more than a decade ago by Ivanovic, Dieks, and Peres 

[74, 75, 76]. The physical methods that have been previously proposed to imple­

ment USD include linear optical systems [77], ion trap architecture [78] and nuclear 

magnetic resonance [79]. In this work we shall deal with the unambiguous state dis­

crimination, following the Peres model [76] and rnaking use of POVM's for two known 

states. In particular, we propose a quantum circuit implementation of this device with 

logical quantum gates, and an experimental setup, employing trapped ions. We also 

investigate a different physical implementation which is based on single-photon optical 

interferometry and compare the relative strengths of these two different approaches. 

C.2 Quantun1 Discriminator 

We want to discriminate unambiguously between two nonorthogonal states IW"o ) and 

lw1) that span a two-dimensional subspace of the complex Hilbert space . 

l\llo) = v'alü) + /l=ail), (C.2.1) 
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C. A COMPARATIVE STUDY OF THE OPTICAL AND 

CIRCUIT REPRESENTATION OF THE UNAMBIGUOUS 

QUANTUM STATE DISCRIMINATOR (67] 

(C.2.2) 

where a>~· 

We consideran additional ancilla qubit in the state JO). The bases are labeled by 

A for the system and B for the ancilla. Our initial state is 

Jwi)7B = Jwi)A ®JO)B 

= J(LJOO)AB ± Jf=aJ10)AB, (C.2.3) 

where ± signs correspond to initial states J'l!o)A and Jw 1)A, the second qubit is the 

ancilla, and ·i = O, l. 

Making use of the Peres choice, we define a unitary operator U that yields the 

following final state, when applied to Jwi)~B 

11IJ .\OUt 
1 </ AB 

where J±)A =(JO) A± J1)A) /J2. 

Jf=a(JO)A ± J1)A)JO)B 

+V2a- 1J1)AJ1)B 

yi2(1- a)J±)AJO)B 

+V2a- 1J1)AJ1)B , (C.2.4) 

If we perform a measurement on the ancilla (system B) and get the state JO )B, we 

can make a further von N eumann measurement on the system A and unambiguously 

determine the input state. Ifthe final state is the I+)A state, then Jwi)~ = Jw 0 ) , and 

ifthe final state is J-)A state, then Jwi)~ = I1I11), and the probability ofthe successful 

discrimination is 2(1 -a) = 1- cos(2e). If the measurement on the ancilla gives the 

state J1)B, then the A qubit will always be in the state J1)A , so we get an inconclusive 

result with probability 2a- 1 = cos(2e), where we introduced a= cos2 (e). 

We can write the unitary operator UAB, in the basis {JOO)AB, J01)AB, J10)AB, Jll)AB}, 
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C.3 Implementation of U AB in a quantum circuit 

as 

~ o o -~ 
o 1 o o 

UAB = (C.2.5) 
o o 1 o 

~ o o ~ ' 

In the next section we shall find a quantum circuit representation of this two-qubit 

unitary operator. 

C.3 Implementation of UAB in a quantum circuit 

One of the main tools for the development of quantum cornputing is the construc­

tion of quantum circuits capable of realizing the processing and manipulation of the 

quantum information. In this context, it is necessary to decompose any unitary 

transformation in a sequence of quantum gates, resulting in a corresponding quan­

tum circuit. 

In this section, we review an algorithm to decompose an arbitrary unitary transfor­

mation U E SU( 4) [80] in order to express the unitary transformation by a quantum 

circuit . Then we apply this procedure to the particular case of the unambiguous 

discriminator of known states (C.2.5). 

C.3.1 Procedure to decompose a unitary matrix U E SU( 4) 

The main decomposition is the Cartan decomposition [81], in the "KAK" form from 

the Líe theory. Several cases have been studied, like the two-qubit magic decom­

position [80, 82, 83, 84, 85], the cosine-sine decomposition [86, 87, 88], and the de­

rrmltiplexing decomposition [88]. The first one is for two qubits , and the last two 

decornpositions hold for n-qubit operators. 

For any operator U E SU(4) there exist local unitary operators UA, U3 , VA, V3 

and a nonlocal unitary operator Ud such that 

(C.3.1) 
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Figure C.l: Decomposition of operator U E SU( 4). 

where 

== e-i(axax®u.r.+ayay®ay+azuz®az) 

(C.3.2) 

Here (/T is the transpose of Pauli operators denoted by rl ((}x, (}y, (}z) in the 

computational basis, {/0), /1) }, the subscripts specify on which system the operator is 

acting, and d is a diagonal matrix whose diagonal elements are denoted by O:x,CXy,O:z. 

Due to the periodicity and symmetry of the entanglement generated by Ud one has 

the following restriction [80]: 

(C.3.3) 

It is easy to show that the operator Ud is diagonal in the rnagic basis { / 1> k)}, 

defined as 

(C.3.4) 

Therefore, Ud in the magic basis can be written as 

4 

Ud= ¿e-i"'k/<l>k)(<I>k/, (C.3.5) 
k=l 
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where the ,\k 's are given by 

>.3 = ax + ay - az, 

,\4 = -ax- ay- az. (C.3.6) 

In order to find the matrices UA, Us, VA, Vs and the phases Ak in the decompo­

sition (C.3.1), we follow the procedure given in [80] . 

The procedure goes as follows: 

a) Calculate U in the rnagic basis, then obtain the eigensystem of the product uru, 

denoting the eigenvalues and eigenstates by e2
ifk and / w k), respectively. 

b) Following the lernma 1 of Ref. [80] (Appendix A), choose VA, Vs and the phases 

~k, such that 

(C.3.7) 

where /W k) corresponds to our eigenstates calculated in a), and /<Pk) is the rnagic 

basis (C.3.4). 

e) According to the eigenvalues and eigenstates obtained in a), calculate 

(C.3.8) 

d) Using the lemrna 1 again, choose the UA, Us and ,\k such that 

(C.3.9) 

C.3.2 Decomposition of the unitary matrix UAB 

Following the above procedure, for our particular unitary rnatrix (C.2.5), we readily 

find the elements in the decomposition UA, Us, VA,VB (see Appendix B): 
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~), 
e 4 

(C.3.10) _oi!é ) , 
e 4 

and the diagonal elements of Ud: 

e - i.Ar = 1 
) 

e-i.>-2 = 1 
. ) 

. Fl-a ~a-1 e-•>-3 = -- - i --
' a a 

. Fl-a ~a-1 e-•>-4 = -- + i --. 
a a 

(C.3.11) 

If we now compare the equations (C.3.6) and (C.3.11), we readily find az = 

O a = a = a and defining cos"" = vr=a we can write a = _P. and e-i>-3 = e2 io: , x y - ' 'f' al/2 > 2' ' 

e-i.A4 = e-2ia. 

We have all elements in the decomposition (C.3.1), namely UA,UB,VA,VB and 

Ud. But we still can decompose Ud. Following the reference [83], Ud can be further 

decomposed in terms of C-NOT and single qubit gates, as shown in Fig. C.2. In the 

f~l = n -w 

Figure C.2: Quantum circuit for Ud in terms in terms of a C-NOT and single qubit 

gates when az = O. 

figure w is defined by 

(C.3.12) 
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and 

(C.3.13) 

(C.3.14) 

Finally, the complete circuit for the unambiguous discriminator in terms of C-Not 

gates and single qubit rotations is shown in Fig. C.3. In Fig. C.3, uA = WVA and 

Figure C.3: Complete quantum circuit for the unambiguous discriminator in terms 

of C-NOT gates and single qubit rotations. 

VB = UBW. 

Usually VA is known as the 7f /8 gate ( denoted T) [89] . Thus VA = T = ei1r /B Rz ( 7f / 4), 

and UA = yt = e-itr/8Rz(-7r/4). On the other hand, UB and VB can also be repre­

sented as rotations, VB = e-itr/8 (eitr/2Rx(7r))Rz(7r/4),UB = e·itr/8 (eitr/2Rx(7r))Rz(7r/4). 

Therefore, it is possible to write every single qubit operation as a product of rotations: 

(C.3.15) 

C.4 Feasibility of the circuit implementation us1ng 

trapped ioris 

The circuit proposed in the previous section uses several gates , namely, C-Not ga.tes 

and single qubit rotations. These gates can be irnplemented using, for exarnple, 

trapped ions. 
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Single quantum bit operations for quantum information processing with trapped 

ions have been shown to be experimentally feasible, where individual addressing of 

single ions in a linear string with a laser beam is required [90]. Specifically, single­

qubit rotations of trapped ion qubíts have been implemented by turníng laser beams 

on and off for a duratíon appropríate to achieve a certain rotatíon angle on the 

Bloch sphere. Arbitrary rotatíons on the Bloch sphere can be implemented by also 

controlling the relatíve phase of the laser beam, [91, 92]. Cirac and Zoller were the 

first to propose the use of trapped ions for quantum computing in 1995, a 2-qubit 

C-NOT gate, where a selected mode of motion ís cooled to the ground state and the 

ground and first excited state of this mode are used as "bus-qubít 11
• The spin qubít 

of an ion can be mapped onto the bus-qubit using a laser sharply focused onto that 

ion. In this way, a gate operation can be performed between the motional qubit and 

a second ion, thus efl'ectively performing a C-NOT gate operation between the first 

and second ion. 

On the other hand, l'v'üz>lmer and S0rensen [93] also proposed a two-qubit gate, 

using two fields at different frequencíes, which are non-resonant with the atomic 

transition, but when combined, produce a two-qubit transition. This scheme has 

certaín advantages over the Cirac-Zoller scheme, namely, it consists of a one step 

process and most importantly, it does not require individual ion-laser addressing, or 

in other words, both ions are equally illuminated. 

The experimental realization of the Cirac Zoller C-NOT gate was achieved by 

Schmidt et al. in 2003 [94]. In their experíment, two 4°Ca+ ions are held in a linear 

Paul trap and are índívídually addressed usíng focused laser beams; the qubits are 

represented by superposítions of two long-lived electronic states. 
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C.5 Linear optical implementation 

We obtain a very different physical implementation of the discriminator when we 

employ techniques from linear optical quantum interferometry combined with a gen­

eralization of the so-called dual-raíl representation of a qubit (Chuang and Yamamoto, 

Ref. [95, 96]). The generalized measurement can then be realized by utilizing linear 

optical elements and photodetectors, based on the proposal of [97]. 

In order to accommodate the three possible returns from the optimal state dis­

criminating measurement, we need a Hilbert space with a mínimum dimensionality 

of three. We will span this Hilbert space by a single photon entering one of the 

three input ports of the six-port interferometer in Fig. C.4, so that the appropriate 

interferometer could be implemented for any desired discrimination problem. 

lvlirrcw 

O' 

1' 

.·~ .. 

o ,.(' 2' 

Figure C.4: A general six-port optical interferometer. Suitable beamsplitters are 

placed at each crossing of two optical rails and suitable phase shifters ( denoted by 

short lines crossing the corresponding rails) are placed at each interna! arrn befo re 

the beamsplitters to realize any desired 3 x 3 unitary transformation on the input 

states. To realize the optimal unambiguous discrimination of two known quantum 

states, i.e. to realize UAB ofEq. (C.5.3), only two beamsplitters are needed, BS02 and 

BS01, with their parameters given in Eqs. (C.5.4) and (C.5.5). A detection in raíl 2' 

corresponds to an inconclusive result and a detection in rails O' ( or 1 ') corresponds 

to state l7)!o) ( or 17)!1) ). 
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The basis states of this interferometer, the so-called rails , are given by 

jO)AB /100), 

j1)AB /010), 

j2)AB /001). (C.5.1) 

Here a 1 in the first position refers to one photon entering the first port, while zero in 

the second and third position refers to vacuum entering the corresponding port, and 

similarly for the other states. With this representation the states to be discriminated, 

as given in Eqs. (C.2.1) and (C.2.2), can be expressed in terms of a single photon 

split between the first and second input ports. Thus, the first two ports represent the 

system, while the third port is always empty at the input and it serves as the ancilla. 

The subscript AB refers to the basis of the joint system-ancilla Hilbert space which 

is three-dimensional. 

For the purposes of optical interferometry, we slightly modify the Peres choice to 

define a unitary operator UAB, entangling the system with the ancilla. It yields the 

following final state, when applied to Jw i)~B (i=0,1), 

U AB J<j;i) 7B 

V2- 2aji)AB + V2a- 1j2)AB, (C.5 .2) 

where Ji)AB (i=0,1) were defined in Eq. (C.5.1). 

Any N x N-dimensional discrete unitary operation can be implemented by an 

appropriate multi-path optical interferometer, using beamsplitters and phase shifters 

only, as was shown in general in [98] and [99]. Based on this general result an all 

optical implementation was proposed in the particular context of state discrimination 

in [97]. We start by reviewing this proposal and address the actual determination 

and implementation of the unitary operator UAB· 
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In the basis given by Eq. (C.5.1) we have 

( 

~ !l ~) V --;¡a V 2 V ---;¡¡;-
u - ~ !1 ~ 

AB - V '20: - V 2 V ----;¡¡;:- . 

~ o -Fi 
(C.5.3) 

The key point in the implementation of this unitary is the observation that it can be 

written as U01 U02, where 

(Fi o ~ 
Uo2 = 

~ 
1 o 
o -Fi 

(C.5 .4) 

and 

(lf lf 
0
) 

U01 = ¡/f -/f O . 

\ o o 1 

(C.5.5) 

Both of these unitaries correspond to beamsplitters. U02 is a beamsplitter placed at 

the intersection of beams O and 2 (BS02 in Fig. C.4) with a transmission coeffi.cient 

of t = e:a ( 2 
=tan e and refiection coeffi.cient of r = eaa~l / 12 = V1 - tan2 e. Thus, 

BS02 is related to the parameters of the input states in a very simple way. U01 is 

simply a fifty-fifty a beamsplitter placed at the intersection of beams O and 1 (BS01 

in Fig. C.4) with transmission and refiection coeffi.cients of t = T = 1/ .J2. In fact, 

U02 is essentially identical to the unitary given in Eq. (C.2.5) (after discarding the 

unused degree of freedom) and accomplishes the exact same task. The coeffi.cient of 

the /0) state in both input states is the same, ..ja. By transmitting only a portion of 

Fi of the /0) state, the components of the two inputs that remain in the original 

system Hilbert space become orthogonal and transform into the /±) states, so they 

can, in principie be discriminated by standard von Neumann measurements. The 

role of the second beamsplitter is to transform the /±) states into the /0) and /1) 

states, respectively, so they can be discriminated by projective measurernents in the 
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computational basiso The third beamsplitter, BS12 , and the phase shifters are not 

needed in this implementationo 

Now that we have seen how one can implement the above unitary with the six­

port interferometer, we discuss how this implementation workso We can place single­

photon detectors in each of the output ports of the six-port interferometer. If the 

detector at output port O' clicks it unambiguously identifies the input as /1J1 0) , if 

the one at 1' clicks it identífies the input as /1Ji 1) o The probabílíty of the successful 

discriminatíon ís 2(1- a) = 1- cos(2e), same as befo reo If the detector at 2' clicks the 

result ís inconclusiveo The probability of the inconclusive outcome is 2a -1 = cos(2e), 

again same as before, so this is an implementation of the optirnal POV.!VI. 

After the explanation of how this implementation performs, three remarks are in 

order hereo First, there is a remarkable simplicity inherent in this implementation 

as it requires only two beamsplitterso Second, the implementation requires one extra 

dimension only, not two as the previous implementation, so it works in 3D o This 

could be an advantage (although it should be mentioned that qubit ancillas are very 

cheap and readily available on demand)o The fact that this partic;ular implementation 

requires one extra dimension only originates in the fact that optical elements can 

address individual degrees of freedom of the ancilla, of which only one is usedo The 

third advantage of this particular implementation is that the final measurement is 

carried out in the computational basis and not in the /±) basis which is conceptually 

simpler and, in our raíl representation, it corresponds to the detection of a single 

photon in the appropriate raíl. 

Thus, a single-photon representation of the input and output states , a multirail 

optical network (in our case a six-port) for performing the unitary transformation UsA, 

Eqo (Co5o3), and photodetectors at each of output ports to carry out the required 

nonunitary transformation accomplish the required optimal discrimination task. For 

the case of two nonorthogonal states, {/ 7/10), /?h ) }, living in a 2-D Hilbert space, a 

six-port optical interferometer can be constructed to perforrn transforrnations in the 

3-D system plus ancilla spaceo All bearn splitters in this interferometer were designed 
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to be optimal for given input states. By using beam splitters to send one photon into 

sorne linear superposition of the first two rails, we can generate arbitrary quantum 

states in this two-dimensional Hilbert space, represented as I'!,V)in = ¿~=o c1 lj), where 

¿~ =o lcj 12 = 1, and IJ) is the lh optical rail state. Note that the third rail, which acts 

as the ancilla, never contains a photon at the input. The interferometer is designed 

to perform the unitary operation U AB which optimizes state discrimination. It rnaps 

the input states I'!,Vi) into output states given by Eq. (C.5.2). A photon in rnode 2' 

now indicates an inconclusive result. On the other hand, a photon in rail O' or 1' 

unambiguously indicates that the initial state was l'!,bo) or I'!,V1), respectively. 

C.6 Discussion 

Following Peres [76] proposal for an unambiguous quantum discriminator of known 

states, we derived a four dimensional unitary transformation and describe step by step 

an algorithm that converts the unitary into a quantum circuit involving only standard 

one- and two-qubit gates . We have shown how one can irnplement the discrirninator in 

terms of trapped ions. Both the required C-NOT and single qubit rotation gates have 

been recently implemented, using ions in a linear trap, with the qubits corresponding 

to the atomic sub-levels and the bus, in the case of the two qubit gate, corresponding 

toa quantized vibrational motion state of the ions [94, 91]. Furtherrnore, we have also 

discussed a linear optical implernentation, using techniques of single-photon interfer­

ometry, that gives an alternative physical realization of the optimal discriminator. 

The circuit implementation uses readily available, off-the shelf elements only but the 

algorithm required to convert a given unitary into a quantum circuit can be quite 

involved and, even for a relatively simple task, the number of necessary elements 

can be quite large . The optical implementation, on the other hand, is conceptually 

rnuch simpler for simple tasks and usually requires a few beamsplitters and phase 

shifters only. In fact , until now all experiments in this area have been based on sorne 

variant of the optical implementation [100]. This simplic:ity, however, can be quite 
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misleading. The complexity of the multiport interferometer increases exponentially 

with the size of the problem and alignment of the beams as well as the number of 

optical elements make this implementation impractical for larger systems, whereas 

the complexity of the circuit implementation, being based on standard elements, will 

increase only polynomially with the size of the problem and becomes preferable for 

larger systems. 

C. 7 Proof of Le mm a 1 in Re f. [ 80] 

In order to understand the procedure used to choose the elements in the decomposition 

of U (C.3.1), we use the constructive proof of the lemma 1 in [80] . According to that 

lemma, it is always possible to write 

(C.7.1) 

where { 1 rpk)} is any maximally entangled basis, (k are sorne appropriate phases and 

O A and OB local unitaries . 

For the proof of (C.7.1) let us consider sorne properties of the concurrence. 

i) A state 19'>) written in the magic basis, is maximally entangled if and only if its 

coefficients are real, except for a global phase. 

ii) A state 19'>) written in the magic basis, is completely disentangled , i.e. a product 

state, if and only if the sum of the squares of its expansion coefficients is zero. 

According to these two properties if 1 y?) and 1 y?.l) are real in the magic basis ( and 

therefore they are maximally entangled), then the state 1 y?) ± ·i 1 y?.l) is a prod uct state. 

Thus, we can always write lrtJk) = e'Yk llf?k), where llf?k) is real in the rnagic basis . 

Likewise we can consider two different states llf?k) and llf?1) , then the cornbination 

~ (llf?k) + illf51)) = le, J) and ~ (llf?k) - illf?z)) = le.l ,j.l) are product states. Thus we 
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write 

- 1 j_ j_ 
/ePI) = /2(/e, J) +/e , f ) ), 

- -~ j_ j_ 
Jcp2) = /2(/e,j) -/e ,j )). 

Following the above arguments , /<;33,4) can be written as 

/<;33) = ~(eió/e , fj_ ) +e- ió/ej_,j)), 

/<;34) = ± ~(eió/ e, jj_)- e-ió/ej_,J)), 

for sorne 6. Finally, by choosing 

OA = /O)(e / + /1) (ej_ Jei5, 

0 3 = /O)(JJ + /1)(Jj_Je-i5
, 

and the phases (k appropriately, we obtain eq. (C.7.1) 

C.8 The decomposition of U 

(C.7.2) 

(C.7.3) 

(C.7.4) 

(C.7.5) 

In this appendix, we show the derivation of the results following the procedure de­

scribed in Section III. 

a) In the first step we obtain uru in the magic basis 

2- 3a 2iJ2a - 1 y'f-=a o o 

uru= ~ 
2iJ2a - 1 y'f-=a 2 - 3a o o 

(C.8.1) 
a o o a o 

o o o a 

and its eigensystem. The eigenvalues, e2
iEk, are given by 

2iEk = { ( y'f-=a ± iJ2a- 1 )2 } e 1,1, Va . (C.8.2) 
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The eigenstates { / W k)} are 

z 
= /<I>3) = J2 (/01) + /10) ), 

1 
/<I>4) = )2(/01) -/10)), 

1 
= J2(/<I>1) + /<I>z)) 

1 1+ i 1- ·i 
J2( J2 /00) + J2 /11) ), 

1 
= J2(/<I>1) -/<I>z)) 

= -i (1 +i/00)- 1- i/11)). 
J2 J2 J2 

(C.8.3) 

This set of states is a maximally entangled basis. 

ii) Then, we choose VA , V3 and the phases ~k by lemma l. Since /W k) is real 

in the magic basis, we can find by comparison of (C.7.2,C.7.3) with (C.8.3): 

ei8 = éi = h' and /e)= /0), /!) = /1) , therefore 

VA= /0)(0/ + eii/1)(1/, 

Vs = /0)(1/ + e-ii/1 )(0/, 

(C.8.4) 

(C.8.5) 

and the phases ~k are easily found to be { ei~ 1 = - ·i, ei~ 2 = i, ei~ 3 = i, ei~ 4 = -i}. 

iii) In the next step we calcula te a second maximally entangled basis { / ~)}. It is 

easy to show that in our case /~k)= /Wk ). 

iv) We apply the operator U given by Eq. (C.3.1) to /W k), getting 

U/W) = (UA 0 Us)Ud(VA 0 Vs)/Wk), 

eúk /~ k) = (U A 0 U B) ( e- i.Xk /<I>k ) (<I>k /) 

(VA 0 Vs)/Wk) , 

eiek /W) = (UA 0 Us)e-i.Xk/<I>k) 

( <I> k /e-i~ k / <I> k), 

eiék /W) = (UA 0 Us) e - i.Xke - i~k/<I>k), (C.8.6) 
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where in the last three steps we used the equations (C.3.5), (C.3.7) and (C.3.8). 

The above equation can also be written as 

(C.8.7) 

Now, similarly to step two, we can choose the operators UA, UB, and the phases 

:>..k , getting 

UA = IO)(OI + e-i:¡ll)(ll, 

UB = ei:¡IO)(ll + ll)(OI, 

and the phases Ak, which are given in Eqs. (C.3 .11) . 
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