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Abstract—In this work, we discuss techniques for coherently
detecting turbo coded orthogonal frequency division multi-
plexed (OFDM) signals, transmitted through frequency selective
Rayleigh (the magnitude of each channel tap is Rayleigh dis-
tributed) fading channels having a uniform power delay profile.
The channel output is further distorted by a carrier frequency
and phase offset, besides additive white Gaussian noise (AWGN).
A new frame structure for OFDM, consisting of a known
preamble, cyclic prefix, data and known postamble is proposed,
which has a higher throughput compared to the earlier work. A
robust turbo decoder is proposed, which functions effectively wer
a wide range of signal-to-noise ratio (SNR). Simulation results
show that it is possible to achieve a bit-error-rate (BER) ofl0~°
at an SNR per bit as low as 8 dB and throughput of 82.84%, using
a single transmit and two receive antennas. We also demonstrate
that the practical coherent receiver requires just about 1 dB nore
power compared to that of an ideal coherent receiver, to attain
a BER of 107°. The key contribution to the good performance
of the practical coherent receiver is due to the use of a long
preamble (512 QPSK symbols), which is perhaps not specified in
any of the current wireless communication standards. We have
also shown from computer simulations that, it is possible to obtain
even better BER performance, using a better code. A simple and
approximate Cramér-Rao bound on the variance of the frequency
offset estimation error for coherent detection, is derived. The
proposed algorithms are well suited for implementation on a
DSP-platform.

Index Terms—OFDM, coherent detection, matched filtering,
turbo codes, frequency selective Rayleigh fading, channel capa

ity.

I. INTRODUCTION

Future wireless communication standards aim to push the

Throughput

devan

SNR of the mobiles? Would it be possible to achieve the same
performance by transmitting at a lower power? The recent
advances in cooperative communications has resulted in low
complexity solutions, that are not necessarily power eiffici

[1], [2]. In fact, it is worth quoting the following from [3]:

1) The Myth: Sixty years of research following Shannon’s
pioneering paper has led to telecommunications solu-
tions operating arbitrarily close to the channel capacity—
“flawless telepresence” with zero error is available to
anyone, anywhere, anytime across the globe.

) The Reality: Once we leave home or the office, even
top of the range iPhones and tablet computers fail to
maintain “flawless telepresence” quality. They also fail
to approach the theoretical performance predictions.
The 1000-fold throughput increase of the best third-
generation (3G) phones over second-generation (2G)
GSM phones and the 1000-fold increased teletraffic
predictions of the next decade require substantial further
bandwidth expansion toward ever increasing carrier
frequencies, expanding beyond the radio- frequency (RF)
band to optical frequencies, where substantial band-
widths are available.

The transmitter and receiver algorithms proposed in thpepa
and in [4], [5] are well suited for implementation on a DSP
processor or hardwired and may perhaps not require quantum
computers, as mentioned in [3]. The reader is also referred
to the brief commentary on channel estimation and synchro-
nization in page 1351 and also to the noncoherent schemes
page 1353 of [1], which clearly state that cooperative
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existing data-rates higher. This can only be achieved Wiéh t;mmunications avoid coherent receivers due to complexity

help of coherent communications, since they give the lowestg, 44y speaking, the wireless communication device needs
bit-error-rate (BER) performance for a given signal-taseo ;1 ove the following features:

ratio (SNR). Conversely, they require the lowest SNR toimtta

a given BER, resulting in enhanced battery life. If we look at ;) mg>§|m|zettr]hebp;t-rate t
a mobile, it indicates a typical received signal strengthagq 3) m!n!m!zet N |-$rror-rae
to —100 dBm (10~ mw). However this is not the signal-to- ) minimize transmit power ,
4) minimize transmission bandwidth

noise ratio! Therefore, the question is: What is the opegatin
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A rather disturbing trend in the present day wireless cormrimun
cation systems is to make the physical layer very simple and
implement it in hardware, and allot most of the computing
resources to the application layer, e.g., for internet g/fi
video conferencing etc. While hardware implementation of
the physical layer is not an issue, in fact, it may even be
preferred over software implementation in some situatfities



real cause for concern is the tendency to make it “simple”, sgmbols at regular intervals in the time/frequency grid}{32
the cost of BER performance. Therefore, the questions aref36]. Iterative joint channel estimation and multi-usetesgion

1) was signal processing for coherent communicatiof@® multi-antenna OFDM is discussed in [37]. Noncoherent
given a chance to prove itself, or was it ignored straighfletection of coded OFDM in thabsence of frequency offset
away, due to “complexity” reasons? and assuming that the channel frequency response to be

2) are the present day single antenna wireless transceivéistant over a block of symbols, is considered in [38]. Ex-

let alone multi-antenna systems, performing anywhepgectation maximization (EM)-based joint channel estiorati
near channel capacity? and exploitation of the diversity gain from 1Q imbalances is

This paper demonstrates that coherent receivers need nopggresse_d in [39]. : .

restricted to textbooks alone, in fact they can be impleetnt, Detection ,O,f OFDM S|gnals, In the cqntext of spectrum sens-
with linear (not exponential) complexity. The need of theiho N9 for cognitive radio, is considered in [40], [41]. Howeve
is a paradigm shift in the way the wireless communicatiofl both these papers, the probability of false alarm is quite

systems are implemented. high (5%). . . .
In this article, we dwell on coherent receivers based on!n [42], discrete cosine transform (DCT) based OFDM is

orthogonal frequency division multiplexing (OFDM), sincestudied in the presence of frequency offset and noise, and it
it has the ability to mitigate intersymbol interference I{IS performance is compared with the discrete Fourier transfor

introduced by the frequency selective fading channel fgj-[ (PFT) based OFDM. It is further shown in [42] that the
The “complexity” of coherent detection can be overcome Hyerformance of DFT-OFDM is as good as DCT-OFDM, for
means of parallel processing, for which there is a large scog™all frequency offsets. . .

We wish to emphasize that this article presents a proof-of-A low-power OFDM implementation for wireless local area
concept, and is hence not constrained by the existing standd'€tworks (WLAN) is addressed in [43]. OFDM is a suggested
in wireless communication. We begin by first outlining thénodulation technique for digital video broadcasting [44B].
tasks of a coherent receiver. Next, we scan the literature f1as @lso been proposed for optical communications [46].
each of these tasks to find out the state-of-the-art, andyfinal The novelty of this work lies in the use of a filter that
end this section with our contributions. is matched to the preamble, to acquire timing synchroniza-

The basic tasks of the coherent receiver would be: tion [47], [48] (start-of-frame (SoF) detection). Maximum

1) To correctly identify the start of the (OFDM) frameIikelihood (ML_) channel estimation using the preamble is
(SoF), such that the probability of false alarm (detectin priormed. This approach QO_es not require any knowledge of
an OFDM frame when it is not present) or equivalentl € channgl and r,m's,e Stat'St'C,S' )
the probability of erasure/miss (not detecting the OFDM 11€ main contributions of this paper are the following:
frame when it is present) is minimized. We refer to this 1) It is shown that, for a sufficiently long preamble, the
step as timing synchronization. variance of the channel estimator proposed in eq. (28)

2) To estimate and compensate the carrier frequency offset  of [4] approaches zero.

(CFO), since OFDM is known to be sensitive to CFO. 2) A known postamble is used to accurately estimate the

This task is referred to as carrier synchronization. residual frequency offset for large data lengths, thereby
3) To estimate the channel impulse/frequency response. increasing the throughput compared to [4], [5].
4) To perform (coherent) turbo decoding and recover the3) Turbo codes are used to attain BER performance closer
data. to channel capacity compared to any other earlier work
To summarize, a coherent receiver at the physical layeressu 1N the open literature, for channels having a uniform

power delay profile (to the best of the authors knowl-
edge, there is no similar work on the topic of this paper,
other than [4], [5]).

) A robust turbo decoder is proposed, which performs
effectively over a wide range of SNR (0 — 30 dB).

that the medium access control (MAC) is not burdened by
frequent requests for retransmissions.

A robust timing and frequency synchronization for OFDM
signals transmitted through frequency selective AWGN chan-
nels is presented in [9]. Timing synchronization in OFDM is A ) ) )
addressed in [L0]-[14]. Various methods of carrier freqyen ©) While most papers in the literature try to attain the

synchronization for OFDM are given in [15]-[21]. Joint tingj channel capacity for a given SNR, this work tries to
and CFO estimation is discussed in [22]-[27]. attain the minimum SNR for error-free transmission, for

Decision directed coherent detection of OFDM in the pres- & 9iven channel capacity.

ence of Rayleigh fading is treated in [28]. A factor grapln a multiuser scenario, the suggested technique is OFDM-

approach to the iterative (coherent) detection of OFDM iMDMA. The uplink and downlink may be implemented using

the presence of carrier frequency offset and phase noisdimge division duplex (TDD) or frequency division duplex

presented in [29]. OFDM detection in the presence of intefFDD) modes.

carrier interference (ICI) using block whitening is dissed in This paper is organized as follows. Section Il describes

[30]. In [31], a turbo receiver is proposed for detecting QFD the system model. The receiver algorithms are presented in

signals in the presence of ICI and inter antenna interferencsection Ill. The bit-error-rate (BER) results from compute
Most flavors of the channel estimation techniques discussdthulations are given in section IV. Finally, in section Vew

in the literature are done in the frequency domain, usingt pildiscuss the conclusions and future work.



Il. SYSTEM MODEL distributed over[—0.04, 0.04] radian [23]. The phase offset
0y for the k' frame is uniformly distributed ovefo, 27).

@ S1,n Sk,2,n 3k,3,n Both w;, andéy, are fixed for a frame and vary randomly from
- o — o —
- - frame-to-frame.
Preamble | Cyclic prefix Data Note that
ote that:
Ly Lep Lg L
- - N 1 & P
Sen Sn = - Z Sy ed?™/ Ly for0<n < L,—1
P =0
®) S10 — o - | Lazl
z = j2mni/L
Preamble QPS 51,0 Sk3n = T Z Sk, 3, i€’ ™i/La for0<n < Lg—1
symbols IFFT Parallel d 2o
81,Lp—1 to Sk,2,n = 8k,3,Ly—Leptn TOr0<n < Lg—1. %)
S1,L,-1 — o > serial ' )
and ] We assumesy, 3 ; € +£1 £ j. Since we require:
Sk’3,0 — > add 7
- cyclic - 2 ~ 2 AN
Data QPSK IFET 5k, 3,0 prefix E [|51,n\ } = F [|Sk3n| } =2/L4 = o (6)
symbols ~
s k3, Lg—1 we must haveS; ; € /L,/Lq(£1 £ j). In other words,
Fo8 b=t - e the average power of the preamble part must be equal to the
G average power of the data part.
To ’ Channel | _ Sk,n The received signal for thet” frame can be written as (for

receiver hie, n 0<n<L+L,—2):
ei(wrn+0y) Fron = (gk,n * Bk,n) ei(wrn+0x) 4 Wk, n
Wy, n, (AWGN) .
= gk,nej(wkn-’—gk) + wk:,n (7)
Fig. 1. (a) The frame structure. (b) System modetienotes the frame index )
andn denotes the time index in a given frame. where %" denotes convolution and
gk,n = gk,n*hk,n- (8)

We assume that the data to be transmitted is organized into
frames, as depicted in Figure 1. The frame consists of a knowRe set of received samples can be denoted by the vector:
preamble of lengttL,, symbols, a cyclic prefix of lengtli.,,, 3 ) )
followed by data of lengtt.; symbols. Thus, the total length Tp=| ko .- Tk LyL,—2 |- 9
of the frame is
L=Ly,+ Lo+ La. (1) I1l. RECEIVER
Let us assume a channel span equal.to The channel span
assumed by the receiver &y, (> Lp). The length of the
cyclic prefix is [7]:

In this section we discuss the key receiver algorithms,
namely, start of frame (SoF), coarse/fine frequency offset,
channel and noise variance estimation and finally data detec
tion.

Lep = Ly, — 1. (2)

Throughout the manuscript, we use tilde to denote compléx Start of Frame and Coarse Frequency Offset Estimation
quantities. However, complex (QPSK) symbols will be de- et us assume that for theé" frame, the channel impulse
noted without a tilde e.gS, .. Boldface letters denote vectorsresponse is known at the receiver. The channel length as-
or matrices. The channel coefficientis ,, for the k" frame sumed by the receiver i&;,.(> L;) such that the first.,,

are .4 (0, 20?) and independent over time), that is: coefficients are identical to the channel coefficients are th
1 - remaining L, — L;, coefficients are zeros. Define the'”
* 2 .
§E {hk,nhk,n,m} = 030K (m) (@) (0<m < Le+ Lg+ Ly + Ly, — 2) received vector as:
where “*” denotes complex conjugate add (-) is the Kro- Tiom = [ Thym -+ Thkym+Ly—Ln, ] ) (10)

necker delta function. This implies a uniform channel power

delay profile. The channel is assumed to be quasi-staticigha! "€ steady-state preamble part of the transmitted signal

I, IS time-invariant over one frame and varies independenfjPPearing at the channel output can be represented by a:vecto

from frame-to-frame, that is Fe1= [ G Lot 1,1 ] (11)
3 y hr— tet y Hp T N

1 = = .

oE [hlmnhj, n:| =0}k (k—j) (4)  The non-coherent maximum likelihood (ML) rule for frame

wherek and j denote the frame indexes. The AWGN nOiséjetectmn can be stated as [7]: Choose that time as the start

. th ; 2
samplesiy, , for the k' frame at timen are@’.#'(0, 203,).  1py steady-state we mean that all the channel coefficientsnanived in
The frequency offsetv, for the k" frame is uniformly the convolution to generat ,, in (8)



of frame and that frequenay,, which jointly maximize the Observe that (21) resembles the operation of demodulation

conditional pdf: and matched filtering. The ideal outcome of (21) to estimate
o the SoF and frequency offset is:
max [  PChnlFi, 000 . (12 o L1

d}k = Wk- (22)

In practice, the receiver has only the estimate of the cHanne

substituting for the joint pdf ang(6;) and defining

Li=Lp—Ln+1 13) (Ekyn), hencey, , must be replaced by ,,, where
we get: ?)k,n = gl,n * ilk,n (23)
max i% is the preamble convolved with the channel estimate. When
m. by 2m (2mog, ) hx,» is not available, we propose a heuristic method of frame
/2” exp [ = ZLl ! i — Ti, Ly —14 €3 @F1H0) ]2 detection as follows:
6=0 20121) Lp—1 .
—J Wk

x df. (14) max Z Fnyi 87, €7 (24)

where

where agairs; ; denotes the preamble as shown in Figure 1.
0 = &n(Lpr — 1) + 0y, (15) The ideal outcome of (24) is:

incorporates the phase accumulated by the frequency offset 0 < m<Lp-1
over the firstL,, — 1 samples, besides the initial phage O = wg (25)

Observe that is 3'59 uniformly d'St”bUted ino, 27). depending on which channel coefficient has the maximum
One of the terms in the exponent is: magnitude. In practical situations, one also needs to Idok a
ZLl 1 - the ratio of the pealf-to-ave_rage power of (24) to estimage th

952 (16) SoF [48]. Whenm lies outside the range in (25), the frame

v is declared as erased (lost). The probability of frame eeasu

is approximately proportional to the average receivedaignas a function of the preamble length is shown in Figure 2.

power, for large values ofl, and L, > L., and is Observe that for,, = 512, the probability of erasure is less
hence (approximately) mdependent m‘ and 0. The other than10-° and is hence not plotted.

exponential term
1.0e+00

]
1.0e-01 \\r\
|

1.0e-02 F ..

S ik, L1 @
202,
is clearly independent ah andd. Therefore we are only left
with (ignoring constants):

1.0e-03
max —

Probablllty of frame erasure

& 21 1.0e-04 |
Li=lgx &« —j(@pito -
2m R {Zi:o 27 mti Uk, Ly, —14i € ( )
exp 5 1.0e-05 | . [5=6d o
6=0 20-w ., Lp=128 -
1.00-06 * Lp=256 ¥
x db (18) o 1 2 3 4 5 6 7 8

which simplifies to [7]: SNR per bit (dB)

A - Fig. 2. Probability of frame erasure as a function of the prdandngth
max I Tk (19) L,. © 2013 IEEE. Reprinted, with permission, from [4]
wherel,(-) is the modified Bessel function of the zeroth-order The coarse frequency offset estimalg is obtained by
and dividing the interval[—0.04, 0.04] radian into B; frequency
L1 bins and selecting that bin which maximizes (24).
A o = Wi Uh 1 _1as€ 3 @F 20 L
o ; meti Uk, L =1 (20) B. Channel Estimation

Here, we focus on maximum likelihood (ML) channel
estimation. We assume that the SoF has been estimated using
(24) with outcomemg (0 < my < Lj, — 1) and the frequency

Noting thatIy(z) is a monotonic function of and ignoring
constants, the maximization in (19) simplifies to:

le:l i offset has been perfectly canceled. Define
max Fmti Uk, Lyp—14: € F|
m, @k | S5 eIk, L1t my =mo+ L — 1. (26)




The steady-state, preamble part of the received signal #dthenm = 0, the channel estimate (in the absence of noise)

the kt* frame can be written as: is :
~ ~ 1 ~ ~ ~ ~ T
Te.m, = Slhk + Wk mq (27) hk = [ 0O ... 0 h}g’o . hk@thl } . (36)
where Thus we get:
~ - ~ T
Te.m, = [ Tk,mi -+ Tk,mi+Lp—Lp, } Lhr — 2Lh —1. (37)
(L, — Ly +1) x 1] vector
W _ [ i i ]T Observe that the channel estimation mafixn (28) remains
kyma = koma e Tk matLp—Lur the same, independent of,. Therefore, the pseudoinverse of
[(Lp = Lnr + 1) x 1] vector §; given in (30) can be precomputed and stored in the receiver.
h, = [ Pro oo Ppp,1 ]T The magnitude response of the channel at various SNRs are
[Lpr x 1] vector
517[1}”‘_1 5170 os
nT
§17 Lp_l o §17 LP_L’LT_Q —— Estimated
[(Lp — Lpy +1) x Lp,,] matrix  (28) 8
where againL;,.(> L) is the channel length assumed by the %
receiver. The statement of the ML channel estimation is a =
follows: find hy, (the estimate ohy) such that:
~ ~ " H ~ ~ "~
(rk’ my Slhk) (rk’ m T Slhk) (29) 00 0 500 1000 1500 2000 2500 3000 3500 4000 4500

o . . . . _ Subcarri
is minimized. Differentiating with respect th; and setting ubcarriers

the result to zero yields [7], [49]: Fig. 3. Magnitude response of the channel at 0 dB SNR per tit &ifie
frequency offset compensatiofi, = 512, Ly = 4096.

~ ~H~ \"1 g~
hy = (5'81)  §{'Ti m,. (30)
To see the effect of noise on the channel estimate in (30}
consider
3.5
a—= (s7s,) ‘5w — o
= (57'81) 87 Wim,. (31)
Whenmgy = L;, — 1, observe that o 27
A ~ - 5 2.0
h; = h;, + 1. (32) =
g 1.5
Since s, , is a zero-mean random sequence with good auto o
correlation properties, it is reasonable to expect
0.57]
§{{§1 = LlagILhr for Lp > Lhr 00 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
,,,H.,, _1 2 0 500 1000 1500 2000 2500 3000 3500 4000 4500
= (51 Sl) = 1/(Lio)IL,, Subcarriers
~ IN~H ~
=0 = 1/(L105)8] Wk, m, (33)

Fig. 4. Magnitude response of the channel at 10 dB SNR perfteit fine
whereo? is defined in (6).L, is defined in (13), and, is couency offset compensation, = 3512, Ly = 4096.
an Ly, x Ly, identity matrix. It can be shown that L
shown in Figures 3 and 4.
202 2L
E [aa] = %ILM = %ILM £ 2020, (34)
10 1 . . .
’ C. Fine Frequency Offset Estimation
Therefore, the variance of the ML channel estimatg) tends h ¢ fine f & .
to zero asl; — oo and Ly is kept fixed. Conversely, when O thé purpose of fine frequency offset estimation, we

Ly is increased keeping, fixed, there is noise enhancement?’OPOSe to use (21) witly , replaced byjy, , as given in

At this point, it must be mentioned that in the absence £2F3). Moreqver, since the. initial estimate of the frgquency
noise, the channel estimate obtained from (30) dependseon Iset (_w’“) is already available, (21) must be modified as
SoF estimaten obtained from (24). Whem, = L; —1, the ollows:

channel estimate in the absence of noise would be: Lo—1 Gt
. B B T max ’Fm-‘ri g;;’ e W tWk, £)i (38)
hy=[ heo .o hrrp,—1 0 ... 0] (35) m, W, 5 ; '




where 0.00015625 radian. For obtaining the same resolution, the
single stage approach will requi2ex 0.04/0.00015625 = 512
frequency bins. Therefore, the two-stage approach is fioast

more efficient than the single stage approach.

Ly =
0 <

Lhr-l-Lp—].

m < Ly, — 1. (39)

Observe that the span aji ; is L,. The fine frequency
offset estimate &, ;) is obtained by dividing the interval
[k — 0.005, @, 4+ 0.005] radian intoB, frequency bins [48].
The reason for choosing 0.005 radian can be traced to Figure 5
We find that the maximum error in the coarse estimate of
the frequency offset is approximately 0.004 radian ov@&t

TABLE |
COMPLEXITY COMPARISON BETWEEN THE TWOSTAGE AND SINGLE
STAGE APPROACH OF FREQUENCY OFFSET ESTIMATION

Complexity
(Frequency bins)

frames. Thus the probability that the maximum error exceeds Single Two

0.005 radian is less thard—*. stage stage
In Figure 5, the coarse frequency offset estimate is obdaine

from (24), fine frequency offset estimate from (38), coheren 512 128

frequency offset estimate (“RMS coho”) from (83) and the

approximate Cra@r-Rao bound from (94).
At this point, a note on the implementation of the SoF

1.0e-01 and frequency offset estimation algorithm is in order. @bse

g s that a 2-D search over both frequency and time is required
3 M e and there is a large scope for parallel processing. Henise, th
o ApprOX CRS. = algorithm is well suited for hardware implementation.
5] % %
@ 10e-037"" 1 D. Noise Variance Estimation
@ = . . . .
£ " It is necessary to estimate the noise variance for the parpos
S oeoaiin .x ] of turbo decoding [7]. After the channel has been estimated
(] SET ~ . . . . .
T B, using (30), the noise variance is estimated as follows:

1.0e-05 : : : : 62 = 1 r —5,h " r —§h (40)

4 6 8 10 12 w T 2L1 k, m1 111k k, my 11k

SNR bit (dB
per bit (48) wheres, is defined in (28) and, is defined in (13).

Fig. 5. RMS and maximum frequency offset estimation errorlipr= 512.

) ] ) E. Turbo Decoding
Figure 6 gives the results for SoF detection, coarse and ) ) .
fine frequency offset estimation, for one particular frame a '€ encoder block diagram is shown in Figure 7. The
0 dB SNR per bit, withB, — B, — 64. The advantage of overall rate of the encoder is/2, sinceL,; data bits generate
' 2L 4, coded QPSK symbols. The generating matrix for each

ANEDY Map
Coarse nout Rated/2 to
P e/ RSC QPSK
bits encoder 1
length L 41
L4
Interleaver
[oR
g Fine (m)
Rated /2
i > RSC Mal
N encoder 2 p
Time (samp) to
o QPSK
Fig. 6. SoF detection, coarse and fine frequency offset eitimdor L, =
512, SNR per bit equal to 0 dBB; = Bs = 64. © 2013 IEEE. Reprinted,
with permission, from [4]. Encoder 1 Encoder 2
QPSK symbols QPSK symbols
) length L 41 length L 41

the two-stage approach (coarse and fine) for frequencytoffse

estimation [48] is illustrated in Table I. The complexity of
the two-stage approach B, + B; = 128 frequency bins.
The resolution of the two-stage approact2is 0.005/By =

Fig. 7.

\J

[}

Total lengthL; = 2L 4,

Encoder block diagram.



of the constituent encoders is given by:

_ 1+ D?
GD)=11 DD | (41)
Let
mo = My —+ Lp (42)

wherem, is defined in (26). Define

f‘k,mg = [ ’Fk:7m2 A fk?,mz-‘rLd—l ] (43)

as the data part of the received signal for iffe frame. After

is the estimate ob2 obtained from (40). Similarly, for the
transition from staten to staten, at decoder 2, for thé&!"
frame, at timei define (for0 <i < Lg; — 1):

~ N 2
(Rk,Ldﬁz‘ — Hy, Ld1+i5m,n)

Y2, k,i,m,n — €XP [ — 2Ld5'12u (48)

Let . denote the number of states in the encoder trellis. Let
2, denote the set of states that diverge from stateFor
example

SoF detection, frequency offset compensation and channel 2y = {0, 3} (49)

estimation, the receiver block diagram is depicted in Fegwr
The output of the FFT can be written as (foK ¢ < Ly —1):

Hy,05,3,0 o—oI
+ Wk,o La ° 7
point | © k, ma
° FFT °

Hg, L,—15k,3,L4-1 ——|

+ Wk,Ld—l

Fig. 8. OFDM receiver after synchronization.
Ry i = Hy iSk,3,i + W, (44)

Note thatf[m andeJ in Figure 8 are thd.4-point DFT of

the estimated channal; in (30) andwy,, ,, in (7) respectively,

taken over the time interval specified in (43), as@ s ;

denotes the data symbols for thi& frame, for0 < i < L;—1.
The variance ofV}, ; is

1 .
_E ‘W :
2 { k,

2
:l = LdO'?U (45)

and the variance oﬁbi is (assuming perfect channel esti
mates, that iy, ; = Hy, ;):

1 .
_E ’H .
2 { k,

2
] = Lpo}. (46)

Note that due to multiplication by the channel DFBAIk( ) in

implies that states 0 and 3 can be reached from state O.
Similarly, let %,, denote the set of states that converge to state
n. Let o, , denote the alpha value at timi€0 < i < L4 —2)
at staten (0 <n <. —1).

Then the alpha values for decoder 1 can be recursively
computed as follows (forward recursion):

Ol;’+17n = Z ai,m’}/l,k,i,m,np (Sb,i,m,n)
meEG,
oy, = 1 for0<n< -1

S —1

Qitl,n = a2+17n/ <Z a2+17n> (50)
n=0

where
) e i Sp i =+1
P(Sb,z,m,n) - { F2.,i7 if Sb,i,m,n -1 (51)

denotes thea priori probability of the systematic bit corre-
sponding to the transition from state to staten, at decoder
1, at timei, obtained from the2”? decoder at timd, after
deinterleaving (that is, = 7= (1) for some0 <[ < Ly —1).

The termsF; ;4 and F; ;_ are defined similar to (54) given

below. The normalization step in the last equation of (50) is
done to prevent numerical instabilities [7], [52].

Similarly, let3; ,, denote the beta values at timél <4 <
L4 — 1) at staten (0 < n <. —1). Then the recursion for
beta (backward recursion) at decoder 1 can be written as:

(44), the data and parity bits of the QPSK symbol cannot be 8 - Z Bitt.mY1 k. 1. mP (Sp.i nm)

separated, and the BCJR algorithm is slightly differentrfro

meDy,

the one given in [7]. This is explained below. Observe also 8 - 1 foro<n<.7—1
] di,m =N

that dividing (44) byH,, ; results in interferencel{;, ;/Hy.. ;)
having a complex ratio distribution [50], [51], which is urd
sirable.

Corresponding to the transition from stateto staten, at
decoder 1, for the:*" frame, at timei define (for0 < i <
Lg1 — 1, Lgy is defined in Figure 7):

(Rk,i — Hk,iSm,n)2

Y1, k,i,m,n — €XP (47)

S —1
Bin = Bin (Z az,n>. (52)
n=0

Once again, the normalization step in the last equation 2 (5
is done to prevent numerical instabilities.

Let p*(n) denote the state that is reached from statenen
the input symbol is+1. Similarly let p~(n) denote the state
that can be reached from statewhen the input symbol is

2Lq62, —1. Then (for0 < i < Lg; — 1)
: #—1
where S, , denotes the QPSK symbol corresponding to the G . = Z o e Bt s
transition from staten to staten in the trellis. We assume Lot fart L0k m, () Pt L ot ()
that the data bit maps to the real part and the parity bit maps o1
to the imaginary part of the QPSK symbol. We also assume G, = Z Qi n 1 ki, o (m)Bit1, o (- (53)

that bit 0 maps tor1 and bit 1 maps to-1. Observe that?2,

n=0



Finally, the extrinsic information that is to be fed @& denote the vector containing the maximum exponents. Com-
priori probabilities to the second decoder after interleavingute:

is computed as: b,
, max

Fi iy = Gu1,i+/(Grit +Gri-) b} =b; — : . (60)
Fi .- = G1,i-/(G1,i+ +G1,i-) (54) b1, max

Equations (50), (52), (53) and (54) constitute the MAP recu’PIOte that in (60), the vectoby, wmax has to be repeated as

sions for the first decoder. The MAP recursions for the secofi"Y times as the nu/mper of symbols in the constellation.
decoder are similar. If any element ofb) is less than say;-30, then set it

After a few iterations, (one iteration involves both decrodeto —30. Thus we get a normalized exponent vedal norm.

1 and 2) the finak posteriori probabilities ofi*” bit of the ggr%s:'nilﬁ;%rxi t';}zt";;:‘niarl‘?”‘ﬁ@tgj‘g- Ito:;ir?tsk,)?jigsf?;;?e
k" frame at the output of decoder 1 is given by: imufatl 1zIng xp

to any degradation in BER performance, on the contrary, it

S—1 increases the operating SNR range of the turbo receiver. In
Hy .y = Z Qi V1, ki, n, pt () P2, it Bige1, pt(n) practice, we could divide the rang®, —30] into a large
n=0 number (e.g. 3000) of levels and the exponentiat} ¢ould
71 be precomputed and stored in the DSP processor, and need
Hy i = Z i, n M1,k iy, p= () F2, i Bit1, p=(n)- not be computed in real-time. The choice of the minimum
n=0 exponent (e.g—30), would depend on the precision of the
(55) DSP processor or the computer.
followed by
G. Data Interleaving
P (So,k,i = +1rk,m2) = Hiiv/(Hiiv + Huio) Assuming ideal channel estimates, the autocorrelatioheof t
P(Sp ki =—1rk,me2) = Hii—/(H1 i+ +Hiio). channel DFT at the receiver is:
(56) 1ot Ll
B [Bally | = 03 3 erizmei/i (61)
When puncturing is used to increase the overall rate, e.g. n=0

if the QPSK symbol occurring at odd instants of time it has been found from simulations that the performanceef th
both encoders are not transmitted, then the correspondiigho decoder gets adversely affected due to the correlatio
gamma values in (47) and (48) are set to unity. For the eve]) .. To overcome this problem, we interleave the data before
time instants, the corresponding gamma values are compuied |FFT operation at the transmitter and deinterleave ¢ha d
according to (47) and (48). after the FFT operation at the receiver, before turbo degpdi
This process essentially removes any correlatiof[mi [38].

F. Robust Turbo Decodin
: H. Enhanced Frame Structure

At high SNR, the term in the exponent s the exponent The accuracy of the frequency offset estimate depends on
b .
of ¢) of (47) and (48) becomes very large (typically- 100) the length of the preambld,. Increasing the number of

and it becomes unfeasible for the DSP processor or evfer:g uency binss. and B. in Fiqure 6. for a giverL... does
a computer to calculate the gammas. We propose to so V(Satqim rgve thelaccuraé Fro?n Fi L’Jl’e 5 itgcan bltje’ seen that
this problem by normalizing the exponents. Observe that tfje P % g L
exponents are real-valued and negative. bet,; denote | e RMS value_(zf the fine frequency offset estimation error
an exponent at decoder 1 due to thi# symbol in the 'S abou't2 x 10. ' at.an SNR per bit equal tp 8 dB. The
constellation { < j < 4 for QPSK) at timei. Let subcarrier spacing with tdata lengity = 4096 is equal to

=7 = ' 2m/4096 = 1.534 x 1073 radians. Therefore, the residual

bi.1.0 --- bi1,Lg-1 frequency offset is0.0002 x 100/0.001534 = 13% of the
by = : : : (57) subcarrier spacing, which is quite high and causes severe
. . : intercarrier interference (ICI). Note that the RMS freqcen
bi,a,0 - bian,-1 offset estimation error can be reduced by increasing the
denote the matrix of exponents for decoder 1. bet,.. ; Preamble length 1,), keeping the data lengthlf) fixed,
denote the maximum exponent at timethat is ~which in turn reduces the throughput given by:
La
b17.1’i T = Lp +ch —|—Ld. (62)
b1, max, i = max : ' (°8) Note that for a rate-/2 turbo codeL; = 2L4;, Whereas for a
bi,4,i rate-1 turbo codel,; = Lg4;. This motivates us to look for an
Let alternate frame structure which not only solves the frequen

offset estimation problem, but also maintains the throughp
b1 max = [ b1,max,0 -+ b1 max, Lui—1 | (59) at a reasonable value.



@

o ok 2.n Sky3n subcarrier spacing, we need to interpolate in between the
P cp d

subcarriers, to accurately estimate the shift. Interjpmat
can be achieved by zero-padding the data before the FFT

Preamblg Cyclic prefix | B | Data | Postamble B
operation. Thus we get@lL;—point FFT corresponding
- - to an interpolation factor of 2 and so on. Other methods
Sk, n of interpolation between subcarriers is discussed in [53].
3) After the FFT operation, postamble matched filtering
() has to be done, since the postamble difg ~ H,
- 5050 (in (44)) are available. The procedure for constructing
B 53, X .. . .
- - 1, e the pos.tamblg matc;hed filter is illustrated in Figure 10.
. From simulations, it has been found that a postamble
Data length L, = 128 results in false peaks at the postamble
La Las Interleaver point |/ matched filter output at 0 dB SNR per bit. Therefore
_ we have takenl, = 256. With these calculations, the
postamblel FET | o length of the data works out d&;» = Ly — 2B — L, =
5 > > | 4096 — 8 — 256 = 3832 QPSK symbols. The throughput
- Sk.3, Ly-1 of the proposed system (with rate-1 turbo code) is
Fig. 9. (a) Enhanced frame structure. (b) Processing of thee izt at the g = #
transmitter. ' L, + é’gg 2+ La

Consider the frame in Figure 9(a). In addition to the pream-
ble, prefix and data, it contains “buffer” (dummy) symbols
of length B and postamble of length,, all drawn from the
QPSK constellation. In Figure 9(b) we illustrate the preoeg
of L; symbols at the transmitter. Observe that only the

operation. After interleaving, the postamble gets rangoml
dispersed between the data symbols. The buffer symbols are

512 4 18 + 4096

82.84%.

(63)

The throughput comparison of various frame structures
is summarized in Table II.

TABLE I

data and postamble symbols are interleaved before the IFFTHROUGHPUT COMPARISON OF VARIOUS FRAME STRUCTURES WITH
Ly = L4 =512, Lgp = 3832, L¢p = 18.

sent directly to the IFFT, without interleaving. The predenb s't:rLa::rtTJere stFrLirtTﬁe SELaCrtTﬁe
and the cyclic prefix continue to be processed according to in in in
Figure 1 and (5). We now explain the reason behind using Fig 1 Fig 1 Fig 9
this frame structure. In what follows, we assume that the SoF tsﬁ'lc/fde turrt?ée;de turféeéide
has been detected, fine frequency offset correction has been [4] [5] (proposed)
performed and the channel has been estimated. eq. (62) | eq. (62) eq. (63)
We proceed by making the following observations: Throughput|  32.95% 49.14% 82.84%

1) Modulation in the time domain results in a shift in the
frequency domain. Therefore, any residual frequency
offset after fine frequency offset correction, results in

a frequency shift at the output of the FFT operation at Receiver Diversity

the receiver. Moreover, due to the presence of a cyclicin the presence of receiver diversity, the signal in each
prefix, the frequency shift is circular. Therefore, withougliversity arm {) can be expressed as (see (7)):

the buffer symbols, there is a possibility that the first
data symbol would be circularly shifted to the last data
symbol or vice versa. This explains the use of buffer
symbols at both ends in Figure 9. In order to compute

’Fk,n,l =

(gk, nx hk, n, l) eJ(Wkn—i_ek‘ 0 + wk, n,l

= G, n, 130D gy

(64)

the number of buffer symbols3), we have to know the for 1 <! < N. The frequency offset is assumed to be identical
maximum residual frequency offset, after fine frequendgr all the diversity arms, whereas the carrier phase ansenoi

offset correction. Referring to Figure 5, we find that thare assumed to be independent. The noise variance is same for
maximum error in fine frequency offset estimation at @ll the diversity arms. Two extreme scenarios are consitere

dB SNR per bit is about=2 x 102 radians. WithL,; =
4096, the subcarrier spacing %r/4096 = 1.534 x 103

radians. Hence, the residual frequency error would resmititten as (for0 < i < Lg — 1):
Ri i1 =Hy i 1Sk 4+ Wi i

in a shift of £2/1.534 = +1.3 subcarrier spacings.
Therefore, whileB = 2 would suffice, we have taken
B = 4, to be on the safe side.

2) Since the frequency shift is not an integer multiple of thexplanatory and is based on (44).

in the simulations (a) identical channel and (b) indepehden
channel in each diversity arm. The output of the FFT can be

(65)

for 1 < [ < N diversity arms. The notation in (65) is self



Hy Sy,

Hy, Sk o

Hy Sk

Fig. 10. Obtaining the postamble matched filter foy = 8. Buffer symbols

are not shown. The frequency offset /(Ly) is half the subcarrier spacing

J. The Channel Capacity

The communication system model under consideration is
given by (65). The channel capacity is given by [54]:

1 . -
C= B log,(1 + SNR) bits/transmission (71)

per dimension (real-valued signals occupy a single dinoensi
complex-valued signals occupy two dimensions). The “SNR”
in (71) denotes the minimum average signal-to-noise ratio p
dimension, for error-free transmission. Observe that:

1)

2)
3)

(2m/Lyg). Hy and Sy are assumed to be real-valued. Noise is absent. (a) 4)
Output of theL4-point FFT in the absence of frequency offset. The red lines

represent postamble and the blue lines represent data syr{joButput of
the 2L 4-point FFT in the presence of frequency offset. Observe tthatred

and blue lines have shifted to the right by L ;. Green lines denote the output

of the L4-point FFT in the presence of frequency offset. (c) The pubta
matched filter.

In the turbo decoding operation, (for decodeN diversity

arms, ratet/2 turbo code, the enhanced frame structure in )

Figure 9 and) < i < Lg4o/2 — 1), we have from (47):

N
Y1, k,i,m,n = H'_Yl,k,i,m,n,l (66)
=1
where
- . 2
(Rk,zgz - Hk:,iJSm,n)
1, k,i,m,n,l = €XP (67)

20462,

6)

7

where &2 is the average estimate of the noise variance over

all the diversity arms. Similarly at decoder 2, for< ¢ <
La2/2 — 1, we have from (48):

N
Y2, k,i,m,n = H’yZ,k,i,m,n,l (68)
=1
where
- . 2

(Rk,j,l - Hk,j,lsm,n) 6
V2, k,i,m,n,l = €XP | — 2Ld63, ( )

where
J = Laz/2+i. (70)

8)

9)

For a rate-1 turbo code, alternate gammas have to be set to

unity, as explained in the last paragraph of Section IlI-E.

The sphere packing derivation of the channel capacity
formula [54], does not require noise to be Gaussian.
The only requirements are that the noise samples have
to be independent, the signal and noise have to be
independent, and both the signal and noise must have
zero mean.

The channel capacity depends only on the SNR.

The average SNR per dimension in (71) is different from
the average SNR per bit (dt,/Ny), which is widely
used in the literature. In fact, it can be shown that [7],
[54]:

SNR= 2C x SNR per bit. (72)

It is customary to define the average SNR per bit
(E/Np) over two dimensions (complex signals). When
the signal and noise statistics over both dimensions are
identical, the average SNR per bit over two dimensions
is identical to the average SNR per bit over one di-
mension. Therefore (72) is valid, even though the SNR
is defined over one dimension and the SNR per bit is
defined over two dimensions.

The notation®; /Ny is usually used for continuous-time,
passband analog signals [54]-[56], whereas SNR per
bit is used for discrete-time signals [7]. However, both
definitions are equivalent. Note that passband signals are
capable of carrying information over two dimensions,
using sine and cosine carriers, inspite of the fact that
passband signals are real-valued.

Each dimension corresponds to a separate and indepen-
dent path between the transmitter and receiver.

The channel capacity is additive with respect to the
number of dimensions. Thus, the total capacity Qs

real dimensions is equal to the sum of the capacity over
each real dimension.

Each S 3, ; in (65) corresponds to one transmission
(over two dimensions, sincEy, 3 ; is complex-valued).
Transmission ofL 4, data bits in Figure 9 (for a rate-1
turbo code), results iV L4, complex samples2(V L 42
real-valued samples) oﬁ%k,u in (65), for N*"-order
receive diversity. Therefore, the channel capacity is

La
2N Lo

= 1 bits/transmission
2N
per dimension. In other words, (73) implies that in
each transmission, one data bit is transmitted @J/Er

dimensions. Similarly, for a raté/2 turbo code with

C

(73)



Nth-order receive diversity, transmission bfi;/2 data of L. The term “UC” denotes uncoded, “TC” denotes turbo
bits results inV L4, complex samples ORWJ in (65), coded, “data” denoted ;;, “Pr’ denotes practical receiver
and the channel capacity becomes: (with acquired synchronization and channel estimates) and
“Id” denotes ideal receiver (ideal synchronization androcie

Lo .
C = INLp estimates).
1 . -
= — bits/transmission (74) 1.0e+00
4N
per dimension. Substituting (73) and (74) in (71), and
using (72) we get the minimum (threshold) average ¥
SNR per bit required for error-free transmission, for a gLoeoty
given channel capacity. The minimum SNR per bit for g
TABLE Il 2 UC, data=512, Pr ——7...
THE MINIMUM SNRPER BIT FOR DIFFERENT CODE RATES AND RECEIVER 0 1.0e-02 ¢ Uz?agaiigéij b
DIVERSITY. TC, data=1024, Pr
UC, data=4096, Pr —&—
TC, data=4096, Pr ~-©-~
Rated /2 Rate-1 Rate-1 JS e 4 %
turbo code | turbo code | turbo code 1.0e-03 ‘ ‘ ‘ ‘ : ‘ :
15t-order 1st-order | 2™9-order e+ 2 s 4 5 6 7T 8
receive receive receive SNR per bit (dB)
diversity diversity diversity
Fig. 11. Simulation results without data interleaving, frastaucture in
min avg SNR a B Figure 1(a), rate-/2 turbo code(© 2013 IEEE. Reprinted, with permission,
per bit (dB) 0.817 0 0.817 from [4].

We find that for Ly; = 512, the practical receiver has a
various code rates and receiver diversity is presentedgarformance that is less than 1 dB inferior to the ideal rezei
Table Ill. Note that [54] the minimunk;, /N, for error- However, the throughput of this system is just 32.95%, since
free transmission is-1.6 dB only whenC' — 0. the data length is equal to the preamble length. Next, for

10) In the case of fading channels, it may not be possiblg;; = 1024, the practical receiver is about 1 dB inferior to
to achieve the minimum possible SNR per bit. This ithe ideal receiver and the throughput has improved to 39.72%
because, the SNR per bit of a given frame may be le®ghen Ly, = 4096, the performance of the practical receiver
than the threshold average SNR per bit. Such fram@sno better than uncoded transmission. This is due to tHe fac
are said to be in outage. The frame SNR per bit can bieat the residual RMS frequency offset estimation errorjfin
defined as (for thé:*" frame and thd" diversity arm): in Figure 5 is abou® x 10~ radian, which is a significant

1< |Hy.. i1k 34> >
20 < |Wy,i|? >

SNRg, 1, bit = (75)

where < - > denotes time average over tlig, data
symbols. Note that the frame SNR is different from th
average SNR per bit, which is defined as:

1 E Uﬁk,i,lsk,&i

2
SNR per bit= — 5 } .

2C
The k' OFDM frame is said to be in outage when:
(77)

(76)

SNRy. 1, bis < minimum average SNR per bit

for all [. The outage probability is given by:

B number of frames in outage
~ total number of frames transmitted

(78)

out

IV. SIMULATION RESULTS

In this section, we present the simulation results for turb
coded OFDM. In the simulations, the channel lendth is
equal to 10, hencd.;,,. = 19. The fade variancerfc = 0.5.
The simulation results are presented in Figure 11, for taeér
structure in Figure 1(a) witlL, = 512 and different values

fraction of the subcarrier spacing«/L, = 0.000767 radian).
Note that the frequency offset estimation error dependg onl
on L, and the performance of the ideal receiver is independent
of the data lengthL ;.

e
1.0e+00£
1.0e-01 i g
QL
s
5 1.0e-02 |
@
0 1.0e-03 F
DIV, Data=512, Pr —+—
DIV, Id
NoDIV, Id --®-
1.0e-04 No DIV, Data=512, Pr -4
uc, Id -
DIV, Data=1024, Pr
DIV, Data=4096, Pr_--B--
1.0e-05 : : : : : s s
1 2 3 4 5 6 7 8
SNR per bit (dB)
Fig. 12. Simulation results with data interleaving, frameusture in

¢I;igure 1(a), rate-/2 turbo code(© 2013 IEEE. Reprinted, with permission,
om [4]

In Figure 12, we present the simulation results with data
interleaving, as discussed in Section IlI-G. Again, thefqrer
mance of the ideal receiver is independentiofi. We see



that the practical receiver exhibits more than two orders wifith ip=32 have nearly identical performance. This is to be
magnitude improvement in the BER (compared to the casgpected, since it is well known that diversity advantage is
where there is no data interleaving), at an SNR of 8 dB amdtained only when the channels are independent.

Lgs1 = 512. When Ly, is increased, the performance of the

practical receiver deteriorates. 1.0e+00
10e-01¢ 1
1.0e+00
: 1.0e-02 | o 1
Loeor | 8
e € 10e-03 el A
o 5 . il
= £ . ]
= 1.0e-02 - R o 1.0e-04 . e
S = e
2 o i AT ¥
S 1.0e-05 | ip=32, Pr —— > ) k
M ip=16, Pr .
2 1.0e-03 | 1 Fome, :
& " ] Ip:8, Pr ¥ “ &
; ~ 1.0e-06 ip=4, Pr £l . k|
ip=32, Pr —— ip=2, Pr R
ip=16, Pr R "id - ©
1.0e-04 | 'ip=8, Pr - * 1.0e-07 ‘ ; ‘ : ‘
ip=4, Pr - 3 4 5 6 7 8 9
ip=2, |ch . SNR per bit (dB)
1.0e-05 ; ; : : :
0 2 4 6 8 10 12 . . ) . . . .
SNR per bit (dB) Fig. 15. Simulation results with data interleaving, enhalfcame structure in

Figure 9(a) and rate-1 turbo code with 2nd order receiversiitye Independent

. . . . . . channel on both diversity arms.
Fig. 13. Simulation results with data interleaving, enhantame structure y

in Figure 9(a) and rate-1 turbo code.
In Figure 15, we present simulation results for the rate-

In Figure 13, we present simulation results for the ratedl turbo code, with enhanced frame structure arnd-order
turbo code, with enhanced frame structur&:order receiver receiver diversity. The channel and noise in both diversity
diversity and interpolation factors (ip) equal to 2, 4, 8, 18rms are assumed to be independent. Comparing Figure 13
and 32. We find that the performance of the practical receivand Figure 15, we find that the ideal receiver with 2nd order
is as good as the ideal receiver. However, there is a 4 @ersity exhibits about 5 dB improvement over the one with
degradation in performance of the ideal receiver for the-fat 1st order diversity, at a BER af0—°. Moreover, the practical
turbo code, with respect to the ideal receiver for the fate- receiver with ip=16, 32 is just 1 dB inferior to the ideal
turbo code in Figure 12, at a BER 06—5. This degradation in receiver, at a BER of0~°.
performance can be compensated by using receiver diversity

which is presented next. 1.0e+00
1.0e+00
2 10e01 }
=
1.0e-01 E S
°
[oR
Q 1.0e-02
& 1.0e-02 | ] o
. o]
S 5
o
£ 1.0e-03 - 1 o
@ 1.0e-03
=
o
1.0e-04 B ) |
_Div:2
1.0e-04 ‘ : : s
1.0e-05 | 1 -1 0 1 2 3 4 5 6
SNR per bit (dB)
1.0e-06 ‘ z : s s
2 4 6 8 10 12 14

Fig. 16. Simulation results for outage probability with datéerleaving,
enhanced frame structure in Figure 9(a) and rate-1 turbo waditlelst and
2nd order receive diversity. Independent channel on batbrsity arms.

Fig. 14. Simulation results with data interleaving, enhantame structure

in Figure 9(a) and rate-1 turbo code with 2nd order receiverdity. Identical

channel on both diversity arms. Finally, in Figure 16 we present the outage probability for

the rate-1 turbo code with 1st and 2nd order receive diyersit
In Figure 14, we present simulation results for the ratd+e outage probability for 1st order receive diversity, atBs
1 turbo code, with enhanced frame structure &fif-order SNR per bit is3x10~%. In other words, 3 out of0* frames are
receiver diversity. The channel in both diversity arms i outage (no error correcting code can correct errors it suc
assumed to be identical. However, noise in both the diyersirames). Therefore, in the worst case, the number of birgrro
arms is assumed to be independent. Comparing Figure fb8 the frames in outage would k5 x 3 x 3832 (assuming
and Figure 14, we find that the ideal receiver with 2ndsrobability of error is 0.5). Let us also assume that for the
order diversity is just 2 dB better than the one with 1st-ordeemaining {0000 —3 = 9997) frames, all errors are corrected,
diversity, at a BER ofil0—>. Moreover, the practical receivers,using a sufficiently powerful error correcting code. Theref

SNR per bit (dB)



in the best case situation, the overall BER at 6 dB SNR pahich simplifies to

bit, with 1st order diversity would b@.5 x 3 x 3832/(10000

3832) = 1.5 x 10~*. However, from Figure 13, even the ideal = o* gim

coherent receiver exhibits a BER as highlas? at 6 dB SNR maX% Z Tnn ’

per bit. Therefore, there is large scope for improvemenhgus

perhaps a more powerful error correcting code. Observe that (38) is the non-coherent ML frequency offset
Similarly we observe from Figure 16 that, with 2nd ordetand timing) estimator, whereas (83) is the coherent ML

receive diversity, the outage probability i8—* at 3 dB SNR frequency offset estimator assuming timing is known.

per bit. This implies that 1 out of0* frames is in outage. Since ML estimators are unbiased, the variance of the

Using similar arguments, the best case overall BER at 3 di&quency offset estimate is lower bounded by the Gram

SNR per bit would b@.5 x 3832/(10000%3832) = 0.5x10~%.  Rao bound (CRB):

From Figure 15, the ideal coherent receiver gives a BER of

2 x 1072, at 3 dB SNR per bit, once again suggesting that - 2 0 . 2
— > —
there is large scope for improvement, using a better code. E [(w w) } =1/E Ow mp ¥y, @) (84)

(83)

n=0

V. CONCLUSIONS AND FUTURE WORK sincey is assumed to be known. It can be shown that
This paper deals with linear complexity coherent detectors o . N-1
for turbo-coded OFDM signals transmitted over frequency - Inp(Fly, w) = 5 Z nijped
selective Rayleigh fading channels. Simulation resultaash Ouw 20 n=0
that it is possible to achieve a BER o6—° at an SNR per — ngre "M, ] . (85)
bit of 8 dB and throughput equal to 82.84%, using a single
transmit and two receive antennas. Substituting (85) in (84) and assuming independent noise

With the rapid advances in VLSI technology, it is expectedhe real and imaginary parts of noise are also assumed
that coherent transceivers would drive the future wirele§¥dependent), we obtain:
telecommunication systems. ) N
It may be possible to further improve the performance, using < 9 Inp (3, w ) Z n?|j (86)
’ S ry, 5 n
a better code. ow PV EU o Y

APPENDIX and hence
A. An Approximate and Simple CrémRao Bound on the ) 1 Nz )
Variance of the Frequency Offset Estimation Error E [(GJ —w) } Z |z Z n° [ (87)

Consider the signal model in (7), which is repeated here for
convenience (for notational simplicity, we drop the sulpgcr when g,, is known. Wheng,, is a random variable, which is

k, assum&, =0andN —1=L, — L, + 1): true in our case, then the right hand side of (87) needs to be
P = Gnel™ £ b, for0<n<N—1. (79) further averaged ovey [57], [58]. In other words, we need
to compute

We assume that the channel is known, and hefpcis known .
at the receiver. Moreover, we consider only the steadystat 1 = 91~ 12
preamble part of the received signal (note that time is Blyita E o2 Z [9n]
re-indexed, such that the first steady-state sample is demesl ¥ n=0
as time zero, whereas, actually the first steady-state sampl 1 Nl ) ) -t
occurs at timeL;, — 1). Define = / [02 > n? |l 1 p(y)dy (88)
y W npn=0
[ G0 - Un-1 ] . . . o
_ [ T ] (80) WhIC.h is complicated. The purpose of this Appendlx is to
0 N-1 provide an alternate and a much simpler solution to (88), by
The coherent maximum likelihood (ML) estimate of theéssuming thag, is ergodic.
frequency offset is obtained as follows: choose that value o We claim that, for large values df (in our caseN = 504)
@ which maximizes the joint conditional pdf

= <

N-1 N—-1
~~ o~ ~ |2 ~ 12
~omax  p(Fly, @) (81) S ntlgal* ~ > n’E [Iynl }
WE[~Wmax; Wmax n—=0 n—0
wherew,,,, denotes the maximum possible frequency offset = aconstant (89)
in radians. Substituting for the joint conditional pdf inl{8
we obtain ow

Lp—1

1 D Dl A A L -
max 72)]\] exp n=0 (82) Un = Z hiSn—;. (90)

o (2mol 202,



Therefore [11]
thl’v thl’v
12 [Iﬂﬂ = B ) hidui ) W5
i=0 =0 (12]
Lyp—1Lp—1 o
= E [hib;| B [3n-i5,,) (91) 13
i=0 ;=0
where we have assumed [14]

1) h, and3, to be independent
2) 3, (the preamble) varies randomly from frame to framg-I
and is not a constant.

Hence (91) can be rewritten as: [16]
Ly—1Lp—1
~ 2] 2 .2 .
Elil] = X X wsi-iiinti=n
1= J=
= 20?05[4, (92)
(18]

whereo? is defined in (3)07 is defined in (6) andx(-) is
the Kronecker delta function. With these developments (88)

becomes [19]
N-—-1 -1 2 2 N-1 -1
1 9 20 USLh
Bl > 02|l 272 > n?| . (98) [20]
W n=0 n=0

Therefore, the CRB on the variance of the frequency offsét!
estimate is (assumingy — 1 = M)

1 (22]
) 2003y (M3 M? M
E[a;—w } =+ =+ = 94
@ - w) el R (94)
(23]
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