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We formulate a nonlocal cohesive model for calculating the deformation inside
a cracking body. In this model a set of physical properties including elastic and
softening behavior are assigned to each point in the medium. We work within the
small deformation setting and use the peridynamic formulation. Here strains are
calculated as difference quotients. The constitutive relation is given by a non-
local cohesive law relating force to strain. At each instant of the evolution we
identify a process zone where strains lie above a threshold value. Perturbation
analysis shows that jump discontinuities within the process zone can become
unstable and grow. We derive an explicit inequality that shows that the size of
the process zone is controlled by the ratio given by the length scale of nonlocal
interaction divided by the characteristic dimension of the sample. The process
zone is shown to concentrate on a set of zero volume in the limit where the
length scale of nonlocal interaction vanishes with respect to the size of the do-
main. In this limit the dynamic evolution is seen to have bounded linear elastic
energy and Griffith surface energy. The limit dynamics corresponds to the si-
multaneous evolution of linear elastic displacement and the fracture set across
which the displacement is discontinuous. We conclude illustrating how aspects
of the approach developed here can be applied to limits of dynamics associated
with other energies that I'- converge to the Griffith fracture energy.

Keywords: peridynamics, dynamic brittle fracture, fracture toughness, process zone, I'-
convergence
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1 Introduction

Dynamic brittle fracture is a multiscale phenomenon operating across a wide range of length
and time scales. Contemporary approaches to brittle fracture modeling can be broadly
characterized as bottom-up and top-down. Bottom-up approaches take into account the
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discreteness of fracture at the smallest length scales and are expressed through lattice
models. This approach has provided insight into the dynamics of the fracture process
[18, 48, 49, 66]. Complementary to the bottom-up approaches are top-down computational
approaches using cohesive surface elements [23], [38], [71], [58]. In this formulation the
details of the process zone are collapsed onto an interfacial element with a force traction law
given by the cohesive zone model [8], [25]. Cohesive surfaces have been applied within the
extended finite element method [12], [24], [53] to minimize the effects of mesh dependence
on free crack paths. Higher order multi-scale cohesive surface models involving excess
properties and differential momentum balance are developed in [56]. Comparisons between
different cohesive surface models are given in [31]. More recently variational approaches to
brittle fracture based on quasi-static evolutions of global minimizers of Grifffith’s fracture
energy have been developed [34], [15], and [35]. Phase field approaches have also been
developed to model brittle fracture evolution from a continuum perspective [15], [16], [52],
[14], [59], [69]. In the phase field approach a second field is introduced to interpolate
between cracked and undamaged elastic material. The evolution of the phase field is used
to capture the trajectory of the crack. A concurrent development is the emergence of the
peridynamic formulation introduced in [60] and [65]. Peridynamics is a nonlocal formulation
of continuum mechanics expressed in terms of displacement differences as opposed to spatial
derivatives of the displacement field. These features provide the ability to simultaneously
simulate kinematics involving both smooth displacements and defect evolution. Numerical
simulations based on peridynamic modeling exhibit the formation and evolution of sharp
interfaces associated with defects and fracture [13], [27], [32], [43], [62], [61], [68], [39]. In
an independent development nonlocal formulations have been introduced for modeling the
passage from discrete to continuum limits of energies for quasistatic fracture models [2], [7],
[21], [22], for smeared crack models [46] and for image processing [41] and [42]. A complete
review of contemporary methods is beyond the scope of this paper however the reader is
referred to [1], [10], [11], [17], [15], [19], [20] for a more complete guide to the literature.

In this paper we formulate a nonlocal, multi-scale, cohesive continuum model for assessing
the deformation state inside a cracking body. This model is expressed using the peridynamic
formulation introduced in [60], [65]. Here strains are calculated as difference quotients of
displacements between two points « and y. In this approach the force between two points
x and y is related to the strain through a nonlinear cohesive law that depends upon the
magnitude and direction of the strain. The forces are initially elastic for small strains and
soften beyond a critical strain. We introduce the dimensionless length scale € given by the
ratio of the length scale of nonlocal interaction to the characteristic length of the material
sample D. Working in the new rescaled coordinates the nonlocal interactions between x
and its neighbors y occur within a horizon of radius € about x and the characteristic length
of D is taken to be unity. This neighborhood of x is the ball of radius € with center x and
is denoted by H.(z).

To define the potential energy we first assume the deformation z is given by z(z) = u(z)+x
where u is the displacement field. The strain between two points z and y inside D is given
by

o ) = 2@l —ly—a| (1.1)
ly — |

In this treatment we assume small deformation kinematics and the displacements are small

(infinitesimal) relative to the size of the body D. Under this hypothesis (1.1) is linearized
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Figure 1: Cohesive potential as a function of S for x and y fixed.
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Figure 2: Cohesive relation between force and strain for z and y fixed.

and the strain is given by

|y — =
where e = y:;. Both two and three dimensional problems will be considered and the
dimension is denoted by d = 2,3. The cohesive model is characterized through a nonlocal
potential

WG(S7y - .CU)

associated with points z and y. The associated energy density is obtained on integrating
over y for x fixed and is given by
1
WS, z) = — WS,y —x)dy (1.2)
Vi S (@)
where V; = elwy and wy is the (area) volume of the unit ball in dimensions d = (2)3. The
potential energy of the body is given by

PD"(u) = /D We(S(u), z) da (1.3)

We introduce the class of potentials associated with a cohesive force that is initially elastic
and then softens after a critical strain. These potentials are of the generic form given by

WG(S,y—x) = ’y_x’W€(8>y_x)v (1'4)
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where W¢(S,y — z) is the peridynamic potential per unit length associated with x and y
given by

WSy = a) = 1y =l (2 = als?) ). (15)

ly — |
These potentials are of a general form and are associated with potential functions f :
[0,00) — R that are positive, smooth and concave with the properties
o flr) : _

T1_1>1(1)1+ = £(0) >0, Tlgrolo f(r) = foo < 00. (1.6)
The composition of f with |y — 2|S? given by (1.5) delivers the convex-concave dependence
of WE(S,y — z) on S for fixed values of x and y, see Figure 1. Here J*(Jy — z|) is used to
prescribe the influence of separation length |y— x| on the force between = and y inside H(x).
J¢ is defined by the rescaling J¢(|ly — z|) = J(|ly — z|/€) where we require 0 < J(|¢]) < M
for ¢ in the unit ball #,(0) and J = 0 for |¢| > 1. For fixed x and y the inflection point
for the potential energy (1.5) with respect to the strain S is given by 7/+/|y — x|, where 7
is the inflection point for the function r :— f(r?), see Figure 1. This choice of potential
delivers an initially elastic and then softening constitutive law for the force per unit length
along the direction e given by

force per unit length = 9sW(S,y — x) =

a N

(T(y = =D f" (ly — 2|5%) S). (1.7)

The force between points y and x begins to drop at the softening value where the strain S
exceeds the critical strain

-
Vv — =

see Figure 2. The energy per unit length necessary to bring the force between two points x
and y to its softening value is the area under the force strain curve (1.7) between S = 0 and
Sc and is given by W¢(S.,y — ). The energy per unit length necessary to bring the force
far into the softening phase of the force-strain relation is W¢(S,y — z), where S > S.
and is S =7/|y — z|'/?%%, 6 > 0.

We prescribe boundary conditions for the displacement u on a layer of thickness o = 2¢
surrounding D, see Figure 4, and apply the principle of least action to recover the cohesive
equation of motion describing the state of displacement inside the body D c R¢ given by

‘S| > = 807 (18)

pOiu(t, ) = 21/ OsW(S,y — Jc)u dy + b(t,x), for x € D, (1.9)
Va Jr. (@) ly — x|

where p is the density and b(t, z) is the body force. This is a well posed formulation in that
existence and uniqueness (within a suitable class of evolutions) can be shown, see Section
2 and Theorem 6.1 of Section 6.1.

In this model a more complete set of physical properties including elastic and softening
behavior are assigned to each point in the medium. Here each point in the domain is
connected to its neighbors by a cohesive law see Figure 2. We define the process zone to
be the collection of points x inside the body D associated with peridynamic neighborhoods
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He(x) for which the strain S between x and y exceeds a threshold value for a sufficiently
large proportion of points y inside H¢(z). Here the force vs. strain law departs from linear
behavior when the strain exceeds the threshold value. The mathematically precise definition
of the process zone is given in Section 4, see Definition 4.1. In this model the fracture set
is associated with peridynamic neighborhoods H(z) with strains beyond the threshold
|S| > S for which the force vs. strain law is softenting and is defined in Section 4, see
Definition 4.2. The nonlinear elastic—softening behavior put forth in this paper is similar
to the ones used in cohesive zone models [25], [8]. However for this model the dynamics
selects whether a material point lies inside or outside the process zone. The principal feature
of the cohesive dynamics model introduced here is that the evolution of the process zone
together with the fracture set is governed by an equation consistent with Newton’s second
law given by (1.9). This is a characteristic feature of peridynamic models [60], [65] and
lattice formulations for fracture evolution [18, 48, 49, 66].

The first goal of this paper is to characterize the size of the process zone for cohesive
dynamics as a function of domain size and the length scale of the nonlocal forces. For the
model introduced here the parameter that controls the size of the process zone is given
by the radius of the horizon e. We derive an explicit inequality that shows that the size
of the process zone is controlled by the horizon radius. Perturbation analysis shows that
jump discontinuities within the process zone can become unstable and grow. This analysis
shows that the horizon radius € for cohesive dynamics is a modeling parameter that can be
calibrated according to the size of the process zone obtained from experimental observations.

The second focus is to identify properties of the distinguished limit evolution for these
models in the limit of vanishing non-locality as characterized by the € — 0 limit. In order
to anticipate the limiting behavior we introduce a notion of fracture toughness for the
cohesive models developed here. The fracture toughness G¢ is defined to be the energy per
unit length required to send the cohesive force between each point x and y on either side
of a planar surface far into the softening phase of the force-strain relation associated with
S > SF. Because of the finite length scale of interaction only the force between pairs of
points within an e distance from the surface need to be considered. For this model we can
proceed to calculate the fracture toughness G¢ as in [61]. The fracture toughness is given
by the formula

9 € pr2m re parccos(z/C)
Ge = / / / / WE(ST, ¢)CEsine dip d¢ df dz (1.10)
VaJo Jo J: Jo

where ( = |y—z|, see Figure 3. A similar computation can be carried out for two dimensional
problems. Substitution of W¢(S,y — x) given by (1.5) into (1.10) and calculation delivers
the formulas

2wq—1

g =

1

/ f(#/|er|®)rdJ(r)dr, for d = 2,3 (1.11)
Wd 0
where wy is the volume of the n dimensional unit ball, wy = 2,ws = 7, w3 = 47/3.

For small homogeneous strains the energy density for the cohesive model is related to
the strain energy density of a linearly elastic material. For this case the energy density
is described to leading order by shear and Lamé moduli i and A when the strain field is
uniform across H(z) Consider the linear displacement associated with a constant strain
tensor F' given by u(z) = Fz. A straight forward calculation provided in Section 6.6
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Figure 3: Evaluation of fracture toughness G;. For each point = along the dashed
line, 0 < z < ¢, the work required to break the interaction between
z and y in the spherical cap is summed up in (1.10) using spherical
coordinates centered at z.

reveals that p and A defined by (5.7) describe the strain energy density to leading order for
S=Fe-e<S,, ie.

We(z) = 2u|F|> + A Tr{F}> + O(e|F|*). (1.12)

Further calculation shows that the volume of the process zone goes to zero with € in the
limit of vanishing non-locality, ¢ — 0. Application of compactness arguments Theorem 6.2
and Theorem 6.4 shows the existence of distinguished ¢ — 0 limits of cohesive evolutions.
For a suitable class of initial data the limit evolutions are found to lie in the space of
special functions of bounded deformation and have both bounded linear elastic energy and
Griffith surface energy, see Theorem 5.2. I'-convergence arguments, see Theorems 6.4 and
6.5 show in an independent way that the fracture toughness characterizing the Griffith
surface energy for the limit evolution (5.8) is precisely the one recovered from the cohesive
model on sending € — 0 in (1.11). The limit dynamics is shown to correspond to the
simultaneous evolution of linear elastic displacement and a fracture set across which the
displacement is discontinuous. Here the evolving fracture set is shown to be confined to
a set of d — 1 dimensional Hausdorf measure. It is seen under suitable hypotheses the
displacement field evolves elastodynamically for points away from the fracture set and is
governed by the balance of linear momentum expressed by the Navier Lamé equations. The
elastic moduli mediating the balance of linear momentum together with energy release rate
of the fracture surface for the limit evolution are recovered directly from the cohesive model
and given by (5.7) and (5.8). The results presented here are consistent with the asymptotic
behavior seen in the convergence of solutions of the Barenblatt model to the Griffith model
when cohesive forces are confined to a surface act over a sufficiently short range [47], [70].

Earlier work has shown that linear peridynamic formulations recover the classic linear
elastic wave equation in the limit of vanishing non-locality see [29], [64]. The convergence
of linear peridynamics to the Navier Lamé equations in the sense of solution operators is
demonstrated in [51]. Recent work shows that analogous results can be found for dynamic
problems and fully nonlinear peridynamics [45] in the context of antiplane shear. There
distinguished € — 0 limits of cohesive evolutions are identified and are found to have both
bounded linear elastic energy and Griffith surface energy. It is shown that the limiting
displacement evolves according to the linear elastic wave equation away from the crack
set, see [45]. For large deformations, the connection between hyperelastic energies and the
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small horizon limits of nonlinear peridynamic energies is recently established in [6]. In the
current paper both two and three dimensional problems involving multi-mode fracture are
addressed. For these problems new methods are required to identify the existence of a
limit dynamics as the length scale of nonlocal interaction ¢ goes to zero. A crucial step
is to establish a suitable notion of compactness for sequences of cohesive evolutions. The
approach taken here employs nonlocal Korn inequalities introduced in [28]. This method is
presented in Section 6.3. We conclude noting that the cohesive dynamics model introduced
here does not have an irreversibility constraint and that the constitutive law (1.7) applies at
all times in the fracture evolution. However with this caveat in mind, the nonlocal cohesive
model offers new computational and analytical opportunities for understanding the effect
of the process zone on fracture patterns.

In the next section we write down the Lagrangian formulation for the cohesive dynamics
and apply the principle of least action to recover the equation of motion. In that section
it is shown that the nonlinear-nonlocal cohesive evolution is a well posed initial boundary
value problem. It is also shown that energy balance is satisfied by the cohesive dynamics.
A formal stability analysis is carried out in Section 3 showing that jump discontinuities
within the process zone can become unstable and grow, see Proposition 3.1. In Section
4 we provide a mathematically rigorous inequality explicitly showing how the volume of
the process zone for the cohesive evolutions is controlled by the length scale of nonlocal
interaction ¢, see Theorem 4.1. In Section 5 we introduce suitable technical hypothesis and
identify the distinguished limit of the cohesive evolutions as € — 0, see Theorem 5.1. It
is shown that the solution is elastodynamic and governed by the Navier Lamé equations
away from the evolving crack set, see Theorem 5.4. These displacements are shown to have
bounded bulk elastic and surface energy in the sense of Linear Elastic Fracture Mechanics
(LEFM), see Theorem 5.2. In Section 6 we provide the mathematical underpinnings and
proofs of the theorems. In Section 7 we apply the approach developed here to examine
limits of dynamics associated with other energies that I'- converge to the Griffith fracture
energy. As an illustrative example we examine the Ambrosio-Tortorelli [5] approximation
as applied to the dynamic problem in [16] and [44].

2 Cohesive dynamics

We formulate the initial boundary value problem for the cohesive evolution. Since the
problem is nonlocal we define a boundary layer surrounding D of thickness @ = 2¢ and
denote it by D, see Figure 4. The boundary condition for the displacement wu is nonlocal
and given by u(t,z) = 0 for = in D.. To incorporate nonlocal boundary conditions we
introduce the space L%(D; R?), of displacements that are square integrable over D and zero
in the layer D.. The initial conditions for the cohesive dynamics belong to L2(D; RY) and
are given by

u(0,2) = up(z), and u(0,x) = vo(z). (2.1)

We will investigate the evolution of the deforming domain for general initial conditions.
These can include an initially un-cracked body or one with a preexisting system of cracks.
For two dimensional problems the cracks are given by a system of curves of finite total
length, while for three dimensional problems the crack set is given by a system of surfaces
of finite total surface area. Depending on the dimension of the problem the displacement



Cohesive Dynamics and Brittle Fracture

suffers a finite jump discontinuity across each curve or surface. The initial condition is
specified by a crack set K and displacement ug. The strain Eug = (Vug+ Vud)/2 is defined
off the crack set and the displacement ug can suffer jumps across K. Griffith’s theory of
fracture asserts that the energy necessary to produce a crack K is proportional to the crack
length (or surface area). For Linear Elastic Fracture Mechanics (LEFM) the total energy
associated with bulk elastic and surface energy is given by

LEFM(ug) = / (2ulEuol? + Adivuol?) d + Gel K], (2.2)
D

where p, A are the the shear and Lamé moduli, G, is the critical energy release rate for
the material, |Eug|? = szzl(giju0)2, and divug = ch'l:1 Eiiug. Here |K| denotes the
length or surface area of the crack. In what follows we will assume that the bulk elastic
energy and surface energy of the initial displacement are bounded as well as the initial
velocity and displacement. In this work we consider a broad class of initial displacements
uo for which LEF M (ug) is well defined. This class is defined by the space of functions
of bounded deformation SBD introduced in [9]. This space is appropriate for describing
discontinuities associated with linear elastic fracture. To expedite the presentation we
postpone the technical description of SBD functions until section 5. We note here that
SBD functions u belong to L'(D;R?) and the set of jump discontinuities .J, for elements
of SBD is described by a countable number of components K1, Ko, ..., contained within
smooth manifolds. Here the notion of arc length or (surface area) of the jump set is the
d — 1 dimensional Hausdorff measure of J,, and H?1(J,) = 3, H4"1(K;). The strain [3] of
a displacement u belonging to SBD, written as £u, is a generalization of the classic strain
tensor and is related to the strain

u(y) — u(x)

S(y,xz) = e, e=(y—=x —z|, 2.3
(y, ) P (y—z)/ly — z| (2.3)
introduced here by
1
lim — Sy, z) — Eu(x)e-eldy=0, d=2,3 2.4
tom e [ 1S Eutee ldy (24)

for almost every x € D, with respect to d-dimensional Lebesgue measure £¢.
The energy of linear elastic fracture mechanics extended to the class of SBD functions
is given by:

LFEM (u,D) = / (2p|Eul?® + Ndivul?) dz + GH (), d=2,3, (2.5)
D

for u belonging to SBD. Here the fracture surface is described by the jump set J, of the
displacement wu.

We state the following Lemma that provides an inequality between the potential energy
for cohesive dynamics and the free energy of Linear Elastic Fracture Mechanics.

Theorem 2.1. For any function u belonging to SBD the inequality between its peridynamic
potential energy and its LEFM energy is given by

PD(u) < LEFM((u, D), for every e > 0. (2.6)
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This theorem follows directly from the inequality for the cohesive potential between x
and y given by

1
WS,y — ) < J<(ly — 2l) x Ly — 2| x min{f’<o>|5|2, L= |}. 2.7)
€ x—y
The upper bound (2.7) is a local Griffith dichotomy expressed as the minimum of two
energies; one given by a quadratic elastic energy and the second given by the energy required
to completely soften the force between x and y. The proof of Theorem 2.1 is given in section
6.8.
With these observations in mind we take the initial displacement ug in L3(D;R?) and
require that it belong to the space SBD and make the following definition.

Definition 2.1. Initial data ug € LE(D;RY), vog € L3(D;R?) with ug belonging to SBD
that satisfy

LEF M (up) < o0, sup |ug(x)| < oo, sup |vo(z)| < o0, (2.8)
z€D z€D

are defined to be LEFM initial data.

In what follows we write u(t,x) as u(t) to expedite the presentation. The displacements
u(t) considered here are twice differentiable in time and take values in L2(D;R?). The space
of such functions is denoted by C2([0,T]; L3(D;R?)). The cohesive dynamics is described
by the Lagrangian

LE(ult), Byut), £) = K(Dpu(t)) — PD(u(t)) + U(u(t)), (2.9)
with
K(Ou(t) — % /D plovu(t, z)? de, and

Uu(t)) = / b(t, z)u(t, z) dz, (2.10)
D
where p is the mass density of the material and b(¢, ) is the body force density. The LEFM

initial data w(0,x) = ug(x) and u:(0,x) = vo(x) are prescribed and the action integral for
the peridynamic evolution is

T
I°(u) = /0 Le(u(t), dyu(t), t) dt. (2.11)

The principle of least action delivers the evolution u¢(¢) in C?([0, T]; L3(D; R?)) that satisfies
the initial conditions and Euler Lagrange Equation for this system described by

pug = —VPD(u)+b (2.12)
where
2 Yy—T
VPD(uf) = —— / OsW (S, y — x)—— dy, (2.13)
Va He(z) ly — o
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Figure 4: Boundary value problem on D, U D.

and

S¢ = S(ue) — ue(y) — ue(gj)

e 92.14
ly — x| (2:14)

The initial value problem for the peridynamic evolution (2.12) is seen to have a unique
solution in C2([0,T]; L3(D;R%)), see Theorem 6.1 of Section 6.1. The cohesive evolution
u(x,t) is uniformly bounded in the mean square norm over bounded time intervals 0 < ¢ <
T, ie.,

€ 2
max {[u(t,2) Bappe } < C. (2.15)

Here [[uf(t,z)||2(p;ray = ([ luc(t, z)* dx) /2 and the upper bound C' is independent of e
and depends only on the initial conditions and body force applied up to time T, see Section
6.2.

The cohesive evolution has the following properties that are established in Section 6.2.
The evolution has uniformly bounded kinetic and elastic potential energy

Theorem 2.2. Bounds on kinetic and potential energy for cohesive dynamics
There exists a positive constant C' depending only on T and independent of € for which

€ € p €
sup {PD (us(t)) + 5|yq,Lt(t)H§2(D;Rd)} <. (2.16)
0<t<T

The evolution is uniformly continuous in time as measured by the mean square norm.

Theorem 2.3. Continuous cohesive evolution in mean square norm
There is a positive constant K independent of ta < t1 in [0,T] and index € for which

(1) — u(t2) | 2 pigry < Kltr — tal. (2.17)

10
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The evolution satisfies energy balance. The total energy of the cohesive evolution at time
t is given by

EPD(t,u(t)) = 1 (1) |2 ) + PO (e (1)) — /D b(t) - u(t) da (2.18)

and the total energy of the system at time t = 0 is
€ € p €
EPD(0,4(0)) = Lol gy + PD(uo) — /D b(0) - ug da. (2.19)

The cohesive dynamics is seen to satisfy energy balance at every instant of the evolution.

Theorem 2.4. Energy balance for cohesive dynamics

EPD(t,u(t)) = EPD(0,u(0)) /0 /Dbt(T) ~uf(T)dx dr, for everyt € [0,T]. (2.20)

3 Dynamic instability and fracture nucleation

In this section we present a fracture nucleation condition that arises from the unstable force
law (1.7). This condition is manifested as a dynamic instability. In the following companion
section we investigate the localization of dynamic instability as e, — 0 and define the notion
of process zone for the cohesive evolution. Fracture nucleation conditions can be viewed as
instabilities and have been identified for peridynamic evolutions in [63]. Fracture nucleation
criteria formulated as instabilities for one dimensional peridynamic bars are developed in
[68]. In this treatment we define a source for crack nucleation as jump discontinuity in the
displacement field that can become unstable and grow in time. Here we establish a direct
link between the growth of jump discontinuities and the appearance of strain concentrations
inside the deforming body.

We proceed with a formal perturbation analysis and consider a time independent body
force density b and a smooth equilibrium solution u of (2.12). Now perturb u in the
neighborhood of a point by adding a piecewise constant vector field §. The perturbation
takes the value zero on one side of a plane with normal vector v passing through = and
on the other side of the plane takes the value § = us(t). Here s(t) is a scalar function
of time and w is a constant vector. Consider the neighborhood H.(x), then §(y) = 0 for
(y—z)-v<0and d(y) =us(t) for (y —x)-v >0, see Figure 5. The half space on the side
of the plane for which (y — z) - v < 0 is denoted by F,, .

Write v = u 4+ § and assume

puf, = —VPD(uP)+b. (3.1)

We regard s(t) as a small perturbation and expand the integrand of VPD¢(u?) in a Taylor
series to recover the linearized evolution equation for the jump s = s(t). The evolution
equation is given by

psuu = A, (x)us, (3.2)

11
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where the stability matrix A, (x) is a d X d symmetric matrix with real eigenvalues and is

defined by

2 1 Yy—T Yy—
A (x) = —— / ——DEWE(S,y — ® dy ¢, 3.3
) »@{}MWWUW—m\S 69 )w—xlly—ﬂz& 33

and

s=stwa = (“5=5) 5=

Calculation shows that
2
OTsWS,y =) = 2Ty — ) (f ([yIS) +2f" (ly — [8%) [y — 2|57) , (3.4)

where f'(]y|S?) > 0 and f”(|y|S?) < 0. On writing
So= (3.5)
VIy =zl
we have that
IEWE(S,y) > 0 for |S(y,z)| < S, (3.6)
and

DEWE(S,y) < 0 for [S(y, x)| > S.. (3.7)

Here 7 is the inflection point for the function r :— f(r?) and 7 = v/Z where T is the root of
the equation

f(z) + 22 f"(z) = 0. (3.8)

Note that the critical strain S, for which the cohesive force between a pair of points y and
x begins to soften is akin to the square root singularity seen at the crack tip in classical
brittle fracture mechanics.

For eigenvectors @ in the eigenspace associated with positive eigenvalues A of A, (z) one
has

pOis(t) = As(t) (3.9)

and the perturbation s(t) can grow exponentially. Observe from (3.7) that the quadratic
form

o 2 1 y—x __
Ay(2)w-w=—— / — WS,y — = -w)%dy 3.10
(@) Vd{ Ho(z)nE; 1Y — 7| SV )(’y—ﬂ ) (3.10)

will have at least one positive eigenvalue provided a sufficiently large proportion of bonds
y — x inside the horizon have strains satisfying

Sz, y)| > Se (3.11)

for which the cohesive force is in the unstable phase. For this case we see that the jump
can grow exponentially. The key feature here is that dynamic instability is explicitly linked
to strain concentrations in this cohesive model as is seen from (3.7) together with (3.10).
Collecting results we have the following proposition.

12
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Figure 5: Jump discontinuity.

Proposition 3.1. Fracture nucleation condition for cohesive dynamics

A condition for crack nucleation at a point x is that there is at least one direction v for
which A,(x) has at least one positive eigenvalue. This occurs if there is a square root strain
concentration |S(y, x)| > S. over a sufficiently large proportion of cohesive bonds inside the
peridynamic horizon.

Proposition 3.1 together with (3.7) provide the explicit link between dynamic instability
and the critical strain where the cohesive law begins to soften.

More generally we may postulate a condition for the direction along which the opposite
faces of a nucleating fissure are oriented and the direction of the displacement jump across
it. Recall that two symmetric matrices A and B satisfy A > B in the sense of quadratic
forms if Aw -w > Bw - w for all w in R%. We say that a matrix A is the maximum of a
collection of symmetric matrices if A > B for all matrices B in the collection.

We postulate that the faces of the nucleating fissure are perpendicular to the direction
v* associated with the the matrix A,«(x) for which

Ay (2) = max {A,(z); over all directions v such that A, (z) has a positive eigenvalue}3.12)

and that the orientation of the jump in displacement across opposite sides of the fissure lies
in the eigenspace associated with the largest positive eigenvalue of A,«, i.e., the fissure is
oriented along the most unstable orientation and the displacement jump across the nucleating
fissure is along the most unstable direction.

4 The process zone for cohesive dynamics and its localization in
the small horizon limit

In this section it is shown that the collection of centers of peridynamic neighborhoods with
strain exceeding a certain threshold concentrate on sets with zero volume in the limit of
vanishing non-locality. In what follows we probe the dynamics to obtain mathematically
rigorous and explicit estimates on the size of the process zone in terms of the radius of the
peridynamic horizon 0 < € < 1.

We consider solutions u€ of (2.12) and define a mathematical notion of process zone based
the strain exceeding threshold values associated with S.. The process zone is best described
in terms of the basic unit of peridynamic interaction: the peridynamic neighborhoods H(x)

13



Cohesive Dynamics and Brittle Fracture

of radius € > 0 with centers z € D. The strain between x and a point y inside the
neighborhood is denoted by

o ) —ue) gz
Swo) == el

The collection of points y inside H(x) for which the strain |S¢(y, z)| exceeds the threshold
function S, = 7/+/|y — x| is denoted by {y € He(z) : |S(z,y)] > Sc}. Recall for the
cohesive model there is softening in the cohesive force-strain behavior given by (1.7) when
|S(y,x)| > Se.

The fraction of points inside the neighborhood H.(z) with strains exceeding the threshold
is written

P({y in He(z) : [S(y, )| > Se}) (4.1)

where the weighted volume fraction for any subset B of H.(z) is defined as

1
P(B) = — J(|ly — dy, 4.2
(B) =z [ I(ly—sl/erdy (42)
with normalization constant

m= [ (g de (43)

H1(0)
chosen so that P(H(z)) = 1.

Definition 4.1. Process Zone. Fiz a volume fraction 0 < 8 < 1, and with each time t in
the interval 0 < t < T, define the process zone PZ¢(0,t) to be the collection of centers of
peridynamic neighborhoods for which the portion of points y with strain S€(t,y,x) exceeding
the threshold S, is greater than 0, i.e., P ({y € He(z) : |S€(t,y,x)| > S.}) > 0.

The fracture set lies within the process zone process zone and is the collection of neigh-
borhoods with centers with strains exceed the threshold S > S..

Definition 4.2. Fracture Set. The fracture set is defined to be the collection of centers of
peridynamic neighborhoods for which the portion of points y with strain S€(t,y,x) exceeding
the threshold S is greater than 1/2, i.e., P ({y € He(z) : |S€(¢,y,2)| > SF}) > 1/2.

The definition of fracture set given here is consistent with the fracture toughness for this
model and is different from the usual one which collapses material damage onto a surface
across which the displacement jumps.

It follows from Proposition 3.1 that the process zone contains peridynamic neighborhoods
associated with softening cohesive forces. Within this zone pre-existing jump discontinuities
in the displacement field can grow.

Remark 4.1. Here we have described a range of process zones depending upon the choice
of 0. In what follows we show that for any choice of 0 < 0 < 1 the volume of the process
zone is explicitly controlled by the radius of the peridynamic horizon e.

14
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We consider problem formulations in two and three dimensions and the volume or area
of a set is given by the d dimensional Lebesgue measure denoted by £¢, for d = 2,3. We let

t 2
C(t) = <(2LEFM(u0) + pH’UoHL2(D;Rd) + 1)1/2 ++/p ! /0 ||b(7_)HL2(D;Rd) dT) —1, (4.4)
and note that C(t) < C(T) for t < T.
We now give the following bound on the size of the process zone.

Theorem 4.1. Dependence of the process zone on the radius of the peridynamic
horizon

£ (Pz0,1)) < 9m; ) X C;t), for 0 <t <T. (4.5)

A straight forward calculation shows that the energy necessary to soften the force between
x and a fraction 6 of all points y inside the neighborhood is given by

Omf(r*)

€

1
0 / ly — W (Se,y — o) dy = (4.6)
He(z)

Va

The inequality (4.5) together with (4.6) shows in a quantitative way that the the process
zone scales inversely with the energy required to soften bonds. Theorem 4.1 explicitly shows
that the size of the process zone is controlled by the radius € of the peridynamic horizon,
uniformly in time. The calculation establishing Theorem is 4.1 provided in Section 6.7.

Remark 4.2. This analysis shows that the horizon size € for cohesive dynamics is a model-
ing parameter that may be calibrated according to the size of the process zone obtained from
experimental observations.

5 The small horizon limit of cohesive dynamics

In this section we identify the distinguished small horizon € — 0 limit for cohesive dynamics.
It is shown here that the limit dynamics has bounded bulk linear elastic energy and Griffith
surface energy characterized by the shear moduli y, Lamé modulus A, and energy release
rate G. respectively.

We consider a family of cohesive evolutions u, each associated with a fixed potential
Wek and horizon length e, with k = 1,2,... and ¢, — 0. Each u®(¢,x) can be thought
of as being the result of a perfectly accurate numerical simulation of a cohesive evolution
associated with the potential W€. It is shown in this section that the cohesive dynamics
uk(t, ) converges to a limit evolution u’(¢,z) in the limit, ¢, — 0. The limit evolution
describes the dynamics of the cracked body when the scale of nonlocality is infinitesimally
small with respect to the material specimen. We show that the cohesive dynamics u (¢, x)
approaches the limit dynamics u®(¢, z) characterized by p, A, and G. given by the formulas
(5.7) and (5.8).

In what follows the sequence of cohesive dynamics described by u¢ is shown to converge

to the limiting free crack evolution u°(¢, z) in mean square, uniformly in time, see Theorem
5.1. The limit evolution is shown to have the following properties:
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e It has uniformly bounded energy in the sense of linear elastic fracture mechanics for
0<t<T.

o It satisfies an energy inequality involving the kinetic energy of the motion together
with the bulk elastic and surface energy associated with linear elastic fracture me-
chanics for 0 < ¢ <T.

e It is elastodynamic away from the fracture set.

We provide explicit conditions under which these properties are realized for the limit dy-
namics.

Hypothesis 5.1. We suppose that the magnitudes of the displacements u for cohesive
dynamics are bounded for 0 <t < T uniformly in ek, i.e., sup,, supg<<r U (t)|| Loo (p;ray <
0.

The convergence of cohesive dynamics is given by the following theorem,

Theorem 5.1. Convergence of cohesive dynamics

For each €, we prescribe identical LEFM initial data uo(x) and vo(x) and the solution to
the cohesive dynamics initial value problem is denoted by u*. Now consider a sequence
of solutions u®* associated with a vanishing peridynamic horizon €, — 0 and suppose Hy-
pothesis 5.1 holds true. Then, on passing to a subsequence if necessary, the cohesive evo-
lutions u* converge in mean square uniformly in time to a limit evolution u® belonging to
C([0,T); LE(D;R%)) with the same LEFM initial data, i.e.,

: €k _ .0 —
dim e {[[u* (1) (1) 2 pyge) } = 0 (5.1)

and u®(0,z) = ug(x) and Ou’(0,z) = vo(x).

It is shown in Theorem 6.6 of section 6.4 that the limit evolution u°(¢,z) has a weak
derivative u) (¢, z) belonging to L%([0,T] x D;R?).

The limiting € — 0 dynamics is given by displacements described by functions of bounded
deformation SBD. Functions u € SBD belong to L'(D;R?) and are approximately con-
tinuous, i.e., have Lebesgue limits for almost every x € D given by

lim / lu(y) —u(z)|dy =0, d=2,3 (5.2)
He(x)

where H,(z) is the ball of radius € centered at xz. The jump set J,, for elements of SBD is
defined to be the set of points of discontinuity which have two different one sided Lebesgue
limits. One sided Lebesgue limits of u with respect to a direction v, (z) are denoted by
u™(z), ut(x) and are given by

1 1
lim / lu(y) —u (z)|dy =0, lim — / lu(y) —ut(z)|dy =0,d = 2,3, (5.3)
HE (x) NO Ve ot ()

where H_ (x) and H (x) are given by the intersection of H.(z) with the half spaces (y —z)-
vu(z) <0 and (y — ) - vu(x) > 0 respectively. SBD functions have jump sets J,,, described
by a countable number of components K1, Ko, ..., contained within smooth manifolds, with
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the exception of a set K that has zero d — 1 dimensional Hausdorff measure [3]. Here the
notion of arc length or (surface area) is the d — 1 dimensional Hausdorff measure of .J,, and
HI7L(J,) = Y, HEH(K;). The strain [3] of a displacement u belonging to SBD, written as
Eu, is a generalization of the classic strain tensor and is related to the strain S introduced
here by

lim / |S(y,z) — Eu(z)e-e|ldy =0, d=2,3 (5.4)
He(x)

for almost every x € D, with respect to d-dimensional Lebesgue measure £¢. The symmetric
part of the distributional derivative of u, Eu = 1/2(Vu+Vu™) for SBD functions is a d x d
matrix valued Radon measure with absolutely continuous part described by the density Eu
and singular part described by the jump set [3], [9] and

d d
(Eu, (I)> = / Z 5uij<I>ij dx + / Z (uj — ui_)uj@ij de_l, (5.5)
D J

4,j=1 v og,5=1

for every continuous, symmetric matrix valued test function ®.
We now describe the elastic energy for the limit dynamics associated with LEF M initial
data.

Theorem 5.2. The limit dynamics has bounded LEFM energy
For LEFM initial data and if the initial displacement ug € SBD and |[uol| oo (p;ray < 00

then the limit evolution u® belongs to SBD for every t € [0,T]. Furthermore there exists a
constant C depending only on T bounding the LEF M energy,

/ 20| Eu” ()] + Aldiv u® (¢)[* da + GHT (o) < C, d=12,3, (5.6)
D

Jor 0 <t < T where Jyo(; denotes the evolving fracture surface and ’Hd_l(Ju()(t)) s its d—1
dimensional Hausdorff measure at time t. Here u, A are given by the explicit formulas

1 ! 1 !
p=A= 4f’(O)/ r2J(r)dr, d=2 and p=\= 5f’(O)/ r3J(r)dr, d =3.(5.7)
0 0
and
2wq—1 ! d
G = foo/ r®J(r)dr, ford=2.3 (5.8)
Wd 0

where fo is defined by (1.6) and w, is the volume of the n dimensional unit ball, w1 =
2,wy = m,ws = 4mw/3. The potential f and influence function J can always be chosen to
satisfy (5.7) and (5.8) for any = X\ > 0 corresponding to the Poisson ratio v = 1/3, for
d=2andv=1/4, ford =3, and G. > 0.

Remark 5.1. The absolutely continuous part of the strain Eu’ is defined for points away
from the fracture surface Jyo() and the process zone for the limit evolution can be viewed as
being confined to the evolving fracture surface Jyoyy . Theorem 5.2 shows that the fracture
set Jyo(yy for the limit evolution u®(t, ) is confined to a set of finite d — 1 dimensional
Hausdorff measure.
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We now present an energy inequality for the limit evolution. The sum of energy and work
for the displacement u° at time ¢ is written

GF@(t), D) = L1 (0) 3 g + LEFM(u (1), D) - /D bt) - () e (5.9)
The sum of energy and work for the initial data wug, vy is written
p
GF(ugp, D) = §||UOH%2(D;]R{¢1) + LEFM (ug, D) — /D b(0) - up dz. (5.10)

The energy inequality for the limit evolution v is given by,

Theorem 5.3. Energy Inequality
For almost every t in [0,T],

t
GF(u°(t), D) < GF(ug, D) — / / be(7) - u’(7) da dr. (5.11)
0o JD
We identify conditions for which the limit dynamics for u° is elastodynamic away from
the process zone.
Theorem 5.4. Elastodynamics away from the process zone

Fiz § > 0 and consider an open set D' C D for which points x in D’ do not belong to the
process zone for every evolution u*(t,x) with e < 6 and 0 <t < T, i.e.,

(uEk (t> y) —u* (tv x)) .
ly — |

|S* (x,y)| = el <&, (5.12)
for every x € D' and y for which |y — x| < ex. Then the limit evolution u®(t,z) evolves
elastodynamically on D' and is governed by the balance of linear momentum expressed by
the Navier Lamé equations on the domain [0,T] x D’ given by

pud, = dive 4 b, on [0, T] x D', (5.13)
where the stress tensor o is given by,
o = M Tr(Eu°) + 2ucu’, (5.14)

where Iy is the identity on R? and Tr(Eul) is the trace of the strain. Here the second
derivative uy, is the time derivative in the sense of distributions of u} and divo is the
divergence of the stress tensor o in the distributional sense.

Remark 5.2. The limiting evolution of the cohesive dynamics model is given by the displace-
ment - crack set pair u’(t, x), Juwo(ty- The Navier Lamé equations describes the dynamics of
the body away from the evolving fracture path inside the media.

Remark 5.3. The equality A = pu appearing in Theorem 5.2 is a consequence of the central
force nature of the local cohesive interaction mediated by (1.7). More general non-central
interactions are proposed in Section 15 of [60] and in the state based peridynamic formula-
tion [65]. The non-central formulations deliver a larger class of energy-volume-shape change
relations for homogeneous deformations. Future work will address state based formulations
that deliver general anisotropic elastic response for the bulk energy associated with the lim-
iting dynamics.
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Remark 5.4. We point out that the cohesive model addressed in this work does not have an
irreversibility constraint and the constitutive law (1.7) applies at all times in the peridynamic
evolution. Because of this the crack set at each time is given by J,o. For rapid monotonic
loading we anticipate that crack growth is increasing for this model, i.e., Jyouy C Jyo)
for t' < t. For cyclic loading this is clearly not the case and the effects of irreversibility
(damage) must be incorporated into in the cohesive model.

6 Mathematical underpinnings and analysis

In this section we provide the proofs of theorems stated in Sections 2, 4 and 5. The first
subsection asserts the Lipschitz continuity of VP D¢ (u) for u in L3(D;R%) and applies the
theory of ODE to deduce existence of the cohesive dynamics, see Section 6.1. A Gronwall
inequality is used to bound the cohesive potential energy and kinetic energy uniformly in
time, see Section 6.2. Uniformly bounded sequences {u}72, of cohesive dynamics are
shown to be compact in C([0,T]; L2(D;R%)), see Section 6.3. Any limit point u° for the
sequence u* is shown to belong to SBD for every 0 < ¢ < T, see Theorem 6.4 of Section 6.3.
The limit evolutions u° are shown to have uniformly bounded elastic energy in the sense of
linear elastic fracture mechanics for 0 < ¢t < T, see Section 6.3. In Section 6.4 we pass to
the limit in the energy balance equation for cohesive dynamics (2.20) to recover an energy
inequality for the limit flow. The balance of linear momentum satisfied by the limit flow is
obtained on identifying the weak L? limit of the sequence {VPD% (u)}?° | and passing to
the limit in the weak formulation of (2.12), see Section 6.5. The small strain expansion of
the cohesive potential energy (1.12) is derived in section 6.6. We then provide the proof of
Theorem 4.1 in section 6.7 and conclude with the proofs of Theorem 2.1 in section 6.8 and
Theorem 6.4 in section 6.9.

6.1 Existence of a cohesive evolution

The peridynamic equation (1.9) for cohesive dynamics is written as an equivalent first
order system. We set y = (yi*,y5")T where y{* = u and y3* = ug*. Set F(y*, t) =
(Fy*(ye*,t), Fy* (y,t))T where

ka (yEk’t) = ygk

F3k(y*,t) = —VPD%(y{*)+b(t).

The initial value problem for y* given by the first order system is

d € € €
Ty = F (g, 1) (6.1)

with LEFM initial conditions y(0) = (ug,vo)?. In what follows we consider the more
general class of initial data (ug,vo) belonging to L3(D;R?) x LZ(D;RY).

Theorem 6.1. For 0 <t < T there exists unique solution in C*([0,T]; L3(D;R%)) for the
mesoscopic dynamics described by (6.1) with initial data in L3(D;R?) x LE(D;R?) and body
force b(t,x) in C1([0,T); L3(D;R%)).

It now follows that for LEF M initial data one has a unique solution u of (2.12) in Section
2 belonging to C2([0, T]; L3(D;R%)).
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Proof of Theorem 6.1 . A straight forward calculation shows that for a generic positive
constant C independent of S, y — z, and e,

C

xly — 7| < J(ly —x|/ex). (6.2)

Sgplf)?sWe’“(&y — )| <

From this it easily follows from Hoélder and Minkowski inequalities that VP D is a Lip-

schitz continuous map from L2(D;R?) into L2(D;R?) and there is a positive constant C

independent of 0 < ¢ < T, such that for any pair of vectors y = (y1,12), z = (21,22)7 in

L(D;R?) x LE(D;RY)
€ € C
HF k(y,t) - F k(z,t)HLQ(D;Rd)Z < ;Hy - ZHLQ(D;RdV for 0 <t<T. (6.3)

Here for any element w = (wy,ws) of L3(D;R?) x LZ(D;RY), ||wH%2(D;Rd)2 = le”%Q(D;Rd) +
||w2||%2(D.Rd). Since (6.3) holds the theory of ODE in Banach space [26] shows that there
exists a unique solution to the initial value problem (6.1) with y* and 9;y°* belonging to

C([0,T); LE(D;R%)) and Theorem 6.1 is proved. In this context we point out the recent
work of [30] where existence theory for peridynamic evolutions with Lipschitz continuous
pairwise force functions are established.

6.2 Bounds on kinetic and potential energy for solutions of PD

In this section we apply Gronwall’s inequality to obtain bounds on the kinetic and elastic
energy for peridynamic flows described by Theorem 2.2. The bounds are used to show that
the solutions of the PD initial value problem are Lipschitz continuous in time with values
in LZ(D;RY).

We now prove Theorem 2.2. Multiplying both sides of (2.12) by u;*(¢) and integration
together with a straight forward calculation gives

1d o .
L L LaPD* it (1) + ol ()2 e

= [ (VPO )+ g (1) - (0 o
= [ w0 6O do < I o 160 2o (6.4)
Set
W () = 2P D% (W% () + pllu () ) + 1. (6.5)
and applying (6.4) gives

1 . 1
§W,(t) < w2 (pirey 10| L2 (Dyray < %V W)l L2(p;ray (6.6)

and

L[t W) 1
2/0 W(T) dr < \/ﬁ/(] Hb(T)HL2(D;Rd) dr. (67)
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Hence

1 t
VIV - V0 < /0 150 | 2oz A7 (6.8)

and

: Lt ’
2PD* (u* () + pllug* ()72 pogay < <\/,5/o 16(7) | 2(pyray dT + \/W(O)) —16.9)
We now apply Theorem 2.1 to get the upper bound
PD%(uy) < LEF M (ug, D) for every €, k=1,2,..., (6.10)

where LEF M (ug, D) is the elastic potential energy for linear elastic fracture mechanics
given by (2.2) or equivelently (2.5). Theorem 2.2 now follows from (6.9).

Theorem 2.2 implies that PD solutions are Lipschitz continuous in time; this is stated
explicitly in Theorem 2.3 of Section 2. To prove Theorem 2.3 we write

1
t1 2
[u™(t1) — u (t2) | L2(piray = (/ / dTPdw)
t
’ 1
2
(et
) 3
<([1n-n " et () dfd:c>
D to
" 1/2
< (tl —t2’/t Hus-k(T)H%Q(D;]Rd) dT)
2

< K|t —tal, (6.11)

uzt (1) dr

[t1 —t2|

where the third to last line follows from Jensen’s inequality, the second to last line from

Fubini’s theorem and the last inequality follows from the upper bound for |Jus* (¢)||? 12(DRd)

given by Theorem 2.2.

6.3 Compactness and convergence

In this section we prove Theorems 5.1 and 5.2. To proceed with the proof of Theorem 5.1
we require the compactness theorem.

Theorem 6.2. Compactness.
Given a sequence of functions u € L%(D;Rd), ex = 1/k,k=1,2,... such that

sup (PDE’“ (u*) + ||U€k||Loo(D;Rd)) < 00, (6.12)
€k

then there exists a subsequence ut' and limit point u in LZ(D;R?) N L®(D;R%) for which

u* = u in L2(D;R%) as e — 0. (6.13)
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In what follows it is convenient to change variables y = x 4 §§ for [{] < 1 and 0 < § <
/2 < 1, here the peridynamic neighborhood Hs(x) transforms to H1(0) = {¢ € RY; |¢| <
1}. The unit vector £/|¢| is denoted by e. To prove Theorem 6.2 we need the following
upper bound given by the following theorem.

Theorem 6.3. Upper bound 3 ~
For any 0 < § < «/2 there exist positive constants K; and Ks independent of u €
L(D;R%) N L>®(D;RY) such that

| [ ute o+ 86) — u()Pdo J(€0)ds < 8(Fr + Rallulf o pyzn) PD(0). (6:14)
H1(0) 4D

We establish the upper bound in two steps.

Lemma 6.1. Coercivity
There exists a positive constant C' independent of u € L(Q)(D; R%) for which

/ / (e + 66) — u(a)|2dz J(|€))dE < C / / (ulz + 5€) — u(x)) - e2d J(|€))dg.15)
H1(0) /D H1(0) JD

Proof of Lemma 6.1 We prove by contradiction. Suppose for every positive integer
N > 0 there is an element u’¥ € LZ(D;RY) for which

N —ulN(2)) - e|?dx
N /H . /D (N @+ 66) — u™ (@) - e’ J(|€])de
N —'LLN X 2 X . .
< /H . /D (N @+ 66) — u (@) Pde J(1E])de (6.16)

The Cauchy Schwartz inequality together with the triangle inequality deliver a constant
K > 0 independent of u in L3(D; R?) for which

/HI(O) /D [(u(x + 68) — u(x))Pdx J(€))dE < Kllul2spza)- (6.17)

An application of the nonlocal Korn inequality, (Lemma 6, App. 2, [28]) gives the existence
of a constant K > 0 independent of u in LZ(D;R?) for which

Kl < | . ] e +56) — u(e) - ePda (g, (6.18)

Applying the inequalities (6.16), (6.17), and (6.18) we discover that K/N > K for all
integers N > 0 to conclude K = 0 which is a contradiction and Lemma 6.1 is proved.
Theorem 6.3 now follows from Lemma 6.1 and the upper bound given by

Lemma 6.2. Upper bound

| [ e+ 66) — (@) - ePde J(€DdE < 6K+ Rollulf e ) P (w). - (6.19)
#,(0) /D
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Proof of Lemma 6.2. Consider the concave potential function f described in the
introduction, recall f(0) = 0 and given M > 0 set Hyy = f(M)/M. For 0 < r < M one has
r < Hy' f(r) and set

Ase = {z € Ds|(u(z + 6€) — u(x)) - e > 5[¢|M}, (6.20)

SO

/ (e + 66) — u(x)) - ef? de = bl¢] / 51¢]/S[? da
D\A(;f D\AtSf

ﬁ !
< f) o sl s i (6.21)
Now f(r) > f(M) for r > M gives
1 a(A
S/ e ) < [ s (ISP o (6:22)
and
5|§’
A —_— .
£ls0) < S [ s GlelSP) o (6.23)
Noting that
[ V69 = ) - f o < 2l o A (6.24)
5¢

and collecting results one has

o 1 2l
| e +56) = u(@) - e da < ¢ (HM+ o) [ et Gl deo25)

Lemma 6.2 follows on multiplying both sides of (6.25) by J(|¢]) and integration over #;(0).
Theorem 6.3 follows from Lemmas 6.1 and 6.2.
Arguing as in as in Lemma 5.4 of [42] we have the monotonicity given by

Lemma 6.3. Monotonicity
For any integer M, n > 0 and u € L>(D;R?) one has

PDM1(y) < PD"(u). (6.26)

Now choose the subsequence ¢, = 1/2’“, 1 =1,2,... and from Theorem 6.3 and Lemma
6.3 we have for any 0 < K < k with § = 27K ¢, =27k,

/H 0 /D [t (2 + 66) — ut () *da J(|€])dé < 6(Ky + Kal|u™[|? gy PD* (u*). (6.27)
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Applying the hypothesis (6.12) to inequality (6.27) gives a finite constant B independent
of ¢, and ¢ for which

/ / [uk (2 4 66) — u* (x)|*dx J(|¢])dE < 6B, (6.28)
#1(0) JD

for all e, < 6. One can then apply (6.28) as in [42], (or alternatively apply (6.28) and
arguments similar to the proof of the Kolomogorov-Riesz compactness theorem [57]) to
show that the sequence {u*}2° | is a totally bounded subset of L3(D;R%) and Theorem 6.2
is proved.

Now it is shown that the family of evolutions {u* }2° | is relatively compact in C([0, T]; L3(D; R%)).
For each ¢ in [0, 7] we apply Theorem 2.2 and Hypothesis 5.1 to obtain the bound

PD%(u*(t) + [[u™(#)l| ooy < C (6.29)

where C' < oo and is independent of e, k = 1,2,..., and 0 < ¢t < T. With this bound we
apply Theorem 6.2 to assert that for each t the sequence {u (t)}72, is relatively compact
in L?(D;R%). From Theorem 2.3 the sequence {u®}2° . is seen to be uniformly equi-
continuous in ¢ with respect to the L?(D;R?) norm and we immediately conclude from the
Ascoli theorem that {u}?, is relatively compact in C([0,T]; L>(D;R?)). Therefore we
can pass to a subsequence also denoted by {u ()}, to assert the existence of a limit
evolution u°(t) in C([0, T]; L?(D;R%)) for which

k—o00 te[0,T]

lim { sup ||u*(t) — Uo(t)HLQ(D;]Rd)} =0 (6.30)

and Theorem 5.1 is proved.

We now prove Theorem 5.2. One has that limit points of sequences satisfying (6.12) enjoy
higher regularity and that the LEF M energy for the limit point provides a lower bound on
the sequence of energies.

Theorem 6.4. Higher regularity and lower bound
Every limit point u® of a sequence {u*}% , in LE(D; RY) satisfying (6.12) belongs to SBDN
L>(D,RY) and we have the lower bound
lim inf PD% (u*) > LEFM(u°, D). (6.31)
€l —>

We provide the proof of Theorem 6.4 in section 6.9.

Since u%(t) is a cluster point for the sequence {u(t)} we apply Theorem 6.4 to discover
that the limit has bounded elastic energy in the sense of fracture mechanics, i.e.,

LEFM(u°(t), D) = PD°(u°(t)) < lim inf PD% (u (1)) < C (6.32)

and Theorem 5.2 is proved.
We conclude this section by stating the following point wise convergence of cohesive
energies to the LEF M energy for u € SBD.

Theorem 6.5. Point wise convergence of peridynamic energies for cohesive dy-
namics. Suppose u belongs to L3(D;RY) then

lim PD%(u) = LEFM((u, D), for every v in SBD N L>(D;R%). (6.33)

k—o0
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Theorem 6.5 follows immediately from Theorems 2.1 and 6.4. Indeed given v € SBD N
L>®(D;RY) and v € LE(D;R?Y) we apply Theorem 2.1 and note that the choice u®* = u
satisfies (6.12) and apply Theorem 6.4 to conclude that

LEFM (u, D) > limsup PD%(u) > liminf PD% (u) > LEFM (u, D). (6.34)

€x—0 ex—0

6.4 Energy inequality for the limit flow

In this section we prove Theorem 5.3. We begin by showing that the limit evolution u(t, )
has a weak derivative u(t,z) belonging to L?([0,T] x D;R%). This is summarized in the
following theorem.

Theorem 6.6. On passage to subsequences if necessary the sequence ug* weakly converges
in L2([0,T] x D;R%) to ud where

T T
—/ /8t¢-u0dxdt:/ /w-u?d:vdt, (6.35)
0 D 0 D

for all compactly supported smooth test functions ¢ on [0,T] x D.

Proof. The bound on the kinetic energy given in Theorem 2.2 implies

sup ( sup HuEkHLQ(D;Rd)> < oo. (6.36)
>0 \ 0<t<T

Therefore the sequence u* is bounded in L?([0,7] x D;R¢) and passing to a subsequence
if necessary we conclude that there is a limit function @ for which uf* — @° weakly in
L?([0,T] x D;R%). Observe also that the uniform convergence (6.30) implies that u — u°
in L2([0,T] x D;R%). On writing the identity

T T
— / / Op - uk dadt = / / ¢ - ugh dedt. (6.37)
0o Jp o Jp

applying our observations and passing to the limit it is seen that @ = uY and the theorem
follows.
To establish Theorem 5.3 we require the following inequality.

Lemma 6.4. For almost every t in [0,T] we have
[wf ()| z2(piray < Himinf [Jug® (8) ]| 2 p.gay- (6.38)
Ek%O
Proof. We start with the identity
o s oz — 2 [ u - do ot oy = 65" = B 20, (639

and for every non-negative bounded measurable function of time v (t) defined on [0,7] we
have

T
/0 llugt = ufl|72 pgay dt 2 0. (6.40)
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Together with the weak convergence given in Theorem 6.6 one easily sees that

T T
timint [ 0 By = [ I > 0 (6.41)

Applying (6.36) and invoking the Lebesgue dominated convergence theorem we conclude

T T
. . €L 112 . . €L 112
hﬁ?i%f/o w”“tkHL'Z(D;Rd) dt:/o whg;flj(}f”utk”LZ(D;Rd) dt (6.42)

to recover the inequality given by

T
/0 " (n;gg 1122 ety — ||u§\|§2(D;Rd)> dt > 0. (6.43)

The lemma follows noting that (6.43) holds for every non-negative test function .

Theorem 5.3 now follows immediately on taking the e, — 0 limit in the peridynamic
energy balance equation (2.20) of Theorem 2.4 and Theorem 6.5, (6.32), and (6.38) of
Lemma 6.4.

6.5 Stationarity conditions for the limit flow
In this section we prove Theorem 5.4. The first subsection establishes Theorem 5.4 using
Theorem 6.7. Theorem 6.7 is proved in the second subsection.

6.5.1 Proof of Theorem 5.4

To proceed we make the change of variables y = = + ¢£ where £ belongs to the unit disk
H1(0) centered at the origin and the strain S is of the form

oo (gt

where e = £/|£|. It is convenient for calculation to express the strain through the directional

difference operator D;'g‘u defined by

z + €€) — u(x)
€[¢]

Dzlﬁ‘u(l‘) _ u( and S — Dzlﬁ\u .e. (6.45)

One also has

Delély() = W =€) Zul@) (6.46)

el¢]

and the integration by parts formula for functions u in L3(D;R%), densities ¢ in L3(D;R)
and 1) continuous on H;(0) given by

/ / (Dl - &) () (€) dé da = / / (u- ) (DL g)p(€) de da. (6.47)
D JH1(0) D JH1(0)
Note further for v in C§°(D;R%) and ¢ in C5°(D;R) one has

lim Dy e = Eve-e and lim D#Elg =e. Ve (6.48)

e,—0 er—0
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where the convergence is uniform in D.
Taking the first variation of the action integral (2.11) gives the Euler equation in weak

form
T
p/ /ui’“-&gdzdt
o Jp

1 T
i ! xlgly er . o]2 xlel, en . enléls
LI 0D et ) 2t ooy dgasa

T
—|—/ / b-ddxdt =0, (6.49)
o Jp

where the test function § = d(x,t) = ¥(t)¢(z) is smooth and has compact support in
[0,7] x D. Next we make the change of function and write Fy(S) = 1f(sS?), FI(S) =
25 f(58?), and s = ¢;|¢| we transform (6.49) into

T
,0/ /uik‘étdxdt
0o Jp

T
_1¢/ /‘/‘ (€T (&N EY, 1o (DFEluk - e) Dgks - e dé du d
wa Jo Jp J3i(0)

T
+/ /b-adxdtzo, (6.50)
0 D

where
! (DXt ) = /(x| D luss - e2) 2Dl e, (6.51)
For future reference observe that Fs(r) is convex-concave in r with inflection point 74 =
7/y/s where 7 is the inflection point of f(r?) = Fj(r). One also has the estimates
Fy(r) > %Fl(F) for r > 7, and (6.52)
sup |Fi(r)] < 2/ (6.53)

0<r<oco y o \/g ’

We send ¢, — 0 in (6.50) applying the weak convergence Theorem 6.6 to the first term to
obtain

T
p/ /u?-étdmdt—hm / // 11T (€1 FL, 1o (DEEluck - e) DEks - e d dac dt
o Jp ex—0 Wy #1(0) .
T
+/ /b-&dmdtzo. (6.54)
0 D

Theorem 5.4 follows once we identify the limit of the second term in (6.54) for smooth test
functions ¢(z) with support contained in the set D' C D described in the hypothesis of
Theorem 5.4. We state the following convergence theorem.
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Theorem 6.7. Given any infinitely differentiable test function ¢ with compact support in
D’ then

lim / / €T (ENF,, 1o (D Elut) Dk g d da = | CEUO - E¢ dr, (6.55)
D’ JH1(0 D’
where CEWY : E¢ = Z‘ijjkl:l (Cijklé'u%é’qﬁkl, CEU® = NGTr(Eu®) + 2uEu’, and X and u are
given by (5.7).

Theorem 6.7 is proved in Section 6.5.2. The sequence of integrals on the left hand side of
(6.55) are uniformly bounded in time, i.e.,

L] 106D F g (D2 - ) Dt e d
" JH1(0)

} < 00, (6.56)

sup ¢ sup
x>0 | 0<t<T

this is demonstrated in (6.75) of Lemma 6.7 in Section 6.5.2. Suppose ¢(z) has support
contained in D’ and applying the Lebesgue bounded convergence theorem together with
Theorem 6.7 with §(t,z) = ¢(t)¢(x) delivers the desired result

eginw</ / / €17 (1€1) Ek|g|<D§k5'u6k-etzw-ed&dxdt)
:/ CEWL : Epda dt, (6.57)
0 D’

and we recover the identity
T T
p / / lu?(t,x) () () doe dt — /0 /D Y(t)CEUL (t, ) : E(x) dx dt

// (t,) - ¥(t)b(x) dz dt = 0 (6.58)

from which Theorem 5.4 follows.

6.5.2 Proof of Theorem 6.7

lc|f\

We decompose the difference Dg - e as

ng\fluﬁk e = (DZklﬁ\uﬁk ce)” + (D;k\fluﬁk . e)+ (6.59)
where

Dék|§| €k -e), if ngm €k . < T
(Dt (@) - €), i D (2) - el < g (6.60)

(D§k|§\u€k(x) e)” = {

0, otherwise
where 7 is the inflection point for the function Fy(r) = f(r?). Here (Dék‘glue’C -e)7 is defined

so that (6.59) holds. We prove Theorem 6.7 by using the following two identities described
in the Lemmas below.
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Lemma 6.5. For any ¢ in C3°(D;RY)

ex—0 Wy

im —~ /H €T F, g (DElu - ) Dlg - e d da

2hm_‘/‘/ LT 1 (0)(DEE e . )~ DeFlEl g e de d = 0. (6.61)

e, —0 Wy

Lemma 6.6. Assume the hypothesis of Theorem 5.4 and define the weighted Lebesgue
measure v by dv = || J(|€|)d€ dz for any Lebesque measurable set S C D' x H1(0). Passing

to subsequences if necessary {(Dé’“'élu )}, converges weakly in L*(D' x H1(0);v) to
Eule - e, i.e.,

lim / / (DFElyk - ) dw
ex—0 Wy ’ le

= Wd/,/Hl(O)(Eu e-e)dy, (6.62)

for any test function (x,€) in L?(D' x H1(0);v).

We now apply the Lemmas. Observing that Dg* mqﬁ‘e converges strongly in L2(D’xH1(0) :
v) to Ege - e for test functions ¢ in C§°(D’;R?) and from the weak L?(D' x H1(0) : v)
convergence of (Dzkmuek - e) together with the hypothesis of Theorem 5.4 we deduce that

liny - / o JET DS O D2 (Dl )
= lim = [ / 17D £/ ) (D Eluss - e)(DEKlg - ¢) du
-~ / /H | [EED S0 (ale - e)Ege-pds

s

B / €lI€D eisercrds [ euyEouds (6.63)

igkl=1

Now we show that

(0 0ixdj1 + 0;10;
eiejeper al = Cyjpp = 20 | ————F——— | + A0;j0k .
f0) €1T(1€]) eiejener dE = Cyjpy = 2 ( ZEOLT 00K o x50 6.64
Wd  JH1(0) 2
where 1 and A are given by (5.7). To see this we write
Lijri(e) = eiejexer, (6.65)

to observe that I'(e) is a totally symmetric tensor valued function defined for e € S~ with
the property

Pijkl(Qe) = Qimemaneanoelepep = QimanQkleprmnop(e) (666)

for every rotation @ in SO?. Here repeated indices indicate summation. We write

L [T eesever de = / €[dle] / Dyyu(e) de (6.67)
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to see that for every Q in SO¢

Lijri(e) de = /

gd—1

QimQjnQroQip /

LCrnop(Qe) de = / Lrnop(€) de. (6.68)
Sd—1

gd—1

4th

Therefore we conclude that f gd—1 I'ijri(e) de is an isotropic symmetric order tensor and

of the form

0ik0j1 + 04105
/d Fijkl(e) de=a (W) + béijékl. (6.69)
gd—1

Here we evaluate a by contracting both sides of (6.69) with a trace free matrix and b by
contracting both sides with the d x d identity and calculation delivers (6.64). Theorem 6.7
now follows immediately from (6.63) and (6.61).

To establish Lemmas 6.5 and 6.6 we develop the following estimates for the sequences
(DHElyer - )= and (DEEluck - e)+. We define the set K+ by

Kt = {(x,6) € D x H1(0) : (DFEluk - )+ £ 0}. (6.70)
We have the following string of estimates.

Lemma 6.7. We introduce the generic positive constant 0 < C < oo independent of 0 <
€r <1 and 0 <t < T and state the following inequalities that hold for all 0 < ¢, < 1 and
0 <t <T and for C*°(D) test functions ¢ with compact support on D.

[ leehdgda < Cer, (6.11)

< C\/angngLw(D;Rd(@ya?Q)

[ D, (D o ) (DE6 ) d
DxH1(0)

[ el etut o) P g e < €, (6.73)
DXHl(O)
/ €T (1€)| D ey - e de dx < C, and (6.74)
DXHl(O)
/ 1T (EDF, o (DFElucs - e)(DF ¢ - e)d & dn| < CEQ|| oo paxay  (6.75)
DxH1(0)
Proof. For (z,£) € K™% we apply (6.52) to get
1 1
J(€)=F1(F) = €| (|€]) —= F1(7) < |E|T(1€]) Frp ) (Dl - e) (6.76)
€k ex €]

and in addition since || < 1 we have

1 T
SR [ lgehdedr < ZR@) [ (e deds

§/ ]f\J(\ﬂ)Fekm(DE’“'E‘ue’c -e)d¢dr < sup sup PD%(u*) (6.77)
Ktk te[0,T] €k
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where Theorem 2.2 implies that the right most element of the sequence of inequalities is
bounded and (6.71) follows noting that the inequality (6.77) is equivalent to (6.71). More
generally since |£| < 1 we may argue as above to conclude that

/ 1E1PT(|€]) d€ dx < Ceg,. (6.78)
Ktk
for 0 < p. We apply (6.53) and (6.78) to find
/ E1T(EVFL ¢ (D€t - e)*) Der d
D><'H1(0)
2f’

/ VIELT(E]) € ||| oo pwits < VERCIEG ooy mana (6.79)

and (6.72) follows.
A basic calculation shows there exists a positive constant independent of r and s for
which

r? < CF(r), for r < N (6.80)
o)
| DSkl . e]? < C’Fekm(Dz’“'g'uek -e), for |DZ’“‘£|UE’C e| < ?Iﬁ\’ (6.81)
€k
and

/ 1T (|ED (D Elu* - €)™ |2 de da = / €T (|€])| D Eluct - e)? de da

DXHl(O) DxH 1( )\I(+€

<C (€T (|E])F., e (DEFSuck - e) dg dw < C sup sup PD*(u)  (6.82)
DxH1(0)\K -k te[0,T] €k

where Theorem 2.2 implies that the right most element of the sequence of inequalities is
bounded and (6.73) follows.
To establish (6.74) we apply Holder’s inequality to find that

[ leeDlDgtut | dgda
DxH1(0)

=/ €17 ([&])| Dgk el -€|d€d$+/ 11T (€))| Dl - e] d€ dx
K¢k DxH1(0)\K <k
2[|u* || poo (pyre
< SEOE [ el el de da +
€L Ktk
3
+u(D x H1(0))? (/ 11T (€N (Dgk el '6)_\2d£dfc> , (6.83)
DxH1(0)

and (6.74) follows from (6.71) and (6.73).

We establish (6.75). This bound follows from the basic features of the potential function
f. We will recall for subsequent use that f is smooth positive, concave and f’ is a decreasing
function with respect to its argument. So for A fixed and 0 < h < A%7? we have

|'(R) = F(O)] < |f'(A%7%) — f(0)] < 2 f'(0). (6.84)
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The bound (6.75) is now shown to be a consequence of the following upper bound valid for
the parameter 0 < A < 1 given by

/ EITAEDS (erlél[(DEFElu - )= 2) — f/(0) [ dé da
DxH1(0)

< v(D x H1(0)) x |f'(A%F?) — f'(0)]* + C’ek4|f;§20)|2. (6.85)

We postpone the proof of (6.85) until after it is used to establish (6.75). Set h¢, = (ngmue’f-
e)” to note

Fl,j¢(he,) = 2f(0)he, = (f'(exl€|h2,) — f'(0))2he,. (6.86)
Applying Holders inequality, (6.72), (6.73), (6.85), and (6.86) gives

[ D, (D (Do e - ) do
D><'H1(0)

< / €TV EL, 1 (D€ - ) ) (DEt - ) de da
DX'H1(0)

_|_

[ EDE, (Dt o)) (D6 - ) dedo
DX'Hl(O)

< CVe||EBll oo pogaxay + 2 / 1T (I€1) f(0) (Dl - €)= (DFEl - e) de da

DXHl(O)

+/D><H1(0) SEIS)) ( |5|((D?“|§|U€’C ce)7) — 2f(0) (DIl yex ~e)7> (Dl - ¢) de dw

/ oy 1/2
<c< (0) + v + (y@ < Ha(0)) x £/(4%%) — FO) + 6 LN ) >||5¢||Loow;mxd>-
(6.87)

and (6.75) follows.
We establish the inequality (6.85). Set h¢, = (D§k|£|u€k -e)” and for 0 < A < 1 introduce
the set

KZ’EIC ={(z,§) € D x H1(0) : A% < €k’£Hh6k|2}' (6.88)

To summarize (z,&) € K{** implies A%7? < e|¢||he,|? < 72 and (z,€) ¢ K implies
exl€]|he,|? < A%7% and | (ex|€]|he, [2) — £/(0)] < |f'(A%F%) — £/(0)|. Inequality (6.73) implies

A2 =2
c> [ e, dear= 2" [ e deas

> 55 [ ke dedo, (6.89)
€k KAka
the last inequality follows since 1 > |£| > 0. Hence
[ 16eh dedo < o (6.90)
KA
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and it follows that

f;wkK““ﬂﬂfkmamﬁﬁ>—f%mﬁd§¢r

/ 2
<afOF [ 1870 dea < co T 0T (6.91)

A

Collecting observations gives

/ L. E1T(ED|F (enl€]|(DEEluck - e)7[2) — f/(0)[* dé d
DxHi(0)\K "
< (D x H1(0)) x | f/(A%*F*) — f/(0)], (6.92)

and (6.85) follows.
We now prove Lemma 6.5. Write

(D6k|§|u kle) = Fe/k|§\((Dzk|§luek -e)+) + Féklﬂ((DZMf\uek -e)7), (6.93)

€k| \

and from (6.72) it follows that

im, | / E1T(E) L, g (D - ) Dl ¢ d d

ex—0

~ lim / / ELTED ., 1 (D Elu - )=)(DHElp - ) de dw. (6.94)

Ek—>

To finish the proof we identify the limit of the right hand side of (6.94). Set h, =
(nglﬂuek -e)” and apply Hélder’s inequality to find

[ leaeD (Flgha) =2 Ohe, ) (D96 - €) dgda
DxH1(0)

<c / | e

! el(he) = 27 (O)he,

d€ dx||EP|| o0 ppixdy (6.95)

We estimate the first factor in (6.95) and apply (6.86), Holder’s inequality, (6.73), and (6.85)
to obtain

! el(he) = 27 (O)he,

/ €7(€) d¢ do
DXHl(O)

< / ELTED [ £ (enl€llhe, 1) = 2£'(0)] |, | dE dx
DXHl(O)

, 1/2
o A0 ”2) . (696)

<C <V(D x H1(0)) x | f/(A%7?) — f'(0)|* + 1272

Lemma 6.5 follows on applying the bound (6.96) to (6.95) and passing to the € zero limit
and noting that the choice of 0 < A < 1 is arbitrary.
We now prove Lemma 6.6. From the hypothesis of Theorem 5.4 we have for ¢ € C}(D’)

(Dékmuek e) ¢ = (D2k|§|u5k e)o (6.97)
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We form the test functions ¢(x)y (), with ¢ € C3(D’) and ¢ € C(H1(0)). From (6.73) we

may pass to a subsequence to find that (Dzklgluek -e)” weakly converges to the limit g(z, &)
in L2(D’ x H1(0);v). With this in mind we write

/ g(x,§) () (§) dv = / 9(x,&)p(x)y(8)I¢]I(I€]) dE dx
D' xH1(0) D' xH1(0)

= lim (DMt () - )~ pla)p(€)[€] T ([€]) dé dar

er—0 D’><H1(0)

= lim (Dl (2) - e)g(x)p(€)[€]T(1€]) dé dee

er—0 D’><H1(0)

= lim (u* (x) - e) (DL p(a) )y () [€] T (|€]) de da, (6.98)

er—0 D’><7-L1(0)

where we have integrated by parts using (6.47) in the last line of (6.98). Noting that

E’“|§|¢( ) converges uniformly to —e - Vé(x) and from the strong convergence of u* to u’
in L? we obtain

= lim (u* () - €) (D™ p(a) )y ()] T (|€]) de dar

=0 J D/ xH1 (0)
= —/ (u’(2) - e)(e - Vo(x)p(&)[E]T(|€]) dE da
D' xH1(0)

d

- uO Z) Og T)ee xT. .
- /m@ (Z 0(@) By bl2)eg k) GOl (€]) de d (6.99)

J,k=1

Collecting results we have

[ g os@ueel e dedo
D’ xH1(0)

d

- ud(z x)eje X .
- /D,WO) (Z 2(2) By bl k) YOI dedn.  (6.100)

J,k=1

Application of Fubini’s theorem gives

/7{1(0) (/ dm+// Z )0, $(x eyekdl’) Y(&)IEIT([€]) d€ = 0, (6.101)

for every test function ¢ € C(H1(0)) and we conclude that
/ g(x, &) / Z )0z, ¢(x)ejer dz, for a.e., & € Hq(0), (6.102)
D’
7,k=1

for every ¢ € C3(D'). Applying the definition of the distributional derivative in the context
of SBD shows that Eule - e| D' = g(z,)LY D" = Eule - eL| D’ for ¢ € Hi(0), and we
conclude that g(z,&) = Eu’(z)e- e on D x H1(0) a.e. and Lemma 6.6 is proved.
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6.6 Cohesive energy density for homogeneous strain

In this subsection we outline the calculation used to establish the identity (1.12) for the
energy density. When the displacement is linear u(x) = Fx then the associated strain is
given by S = Fe - e. Here it is assumed that S? << 82 so |y — #|S? << |y — x|S? and we
expand f(|y —z|S?) in a Taylor series about 0 in the small parameter |y — z|S? noting that
£(0) =0 to get

£y —218%) = /Oy~ 218* + T30y 21872 4 - ana
WSy~ a) = Lr(y — a0+ LDy ais?)? ) (6103

Substitution of (6.103) into (1.2) and the change of variables £ = (y — z) /e gives
€ _ fl(o) 2 4
WS, z) = —— Sl (IEN)(Fe - e)” dE + O(e[ F[7), (6.104)
Wd  JH1(0)

where #1(0) is the unit ball centered at the origin and wy is its volume d = 2,3. Observe
next that (Fe-e)? =3 ijklFjFyeiejere; and the leading order term in (6.104) is given by

Z(Cijleiijl (6.105)
ijkl
where
"0
Ciju = /) / €1 (€]) esejener dE (6.106)
Wd  JH1(0)

The identity (1.12) now follows directly from (6.64).

6.7 Proof of Theorem 4.1

We begin with the proof on the upper bound on the size of the process zone given by
Theorem 4.1. Recall the set KT is defined by

K% = {(2,£) € D x H1(0); |DHelut - | > 8.} (6.107)

and recall that the potential function f(r?) = Fy(r) is increasing to get

J(\ﬁ!):kFl(r) = [E1T(€) —z F1(F) < [E1T(1€]) Fepeg (D huct - e) (6.108)

b
€x[¢]

and we have

/ L Rm)J(e) de da
K

+.e €L

< / €T (|€]) Frp e (DEEElush - ) dé dwe < sup sup PD(u*).  (6.109)
KTk te[0,T] €k
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Rearranging factors in (6.109) gives

/Kw J(I€]) d§ da < Fff?) ( sup sup PDEk(uEk)) . (6.110)

te[0,T] €k

Introduce the characteristic function x ¢ (z,¢) defined on D x H1(0) taking the value 1
for (x,£) in K% and zero otherwise. Observe that

% ) X5k (x, €)J(I€]) dé = P({y € He, (2); 1S (y, 2)| > Se}), (6.111)

SO

/D P({y € He, (2);15% (3, 2)| > S.})da

< 67]12 sup sup PD%(u) | . (6.112)
mf(T?) \tepo,1) e

For 0 < A < 1, Tchebyshev’s inequality delivers

L4 ({x € D; P ({y € He,(2); [S*(y,2)| > Sc}) > 6})

€k
< ————— | sup sup PD%*(u*) | . 6.113
Inf () (Hw up PO )> (6.113)

and Theorem 4.1 follows on applying (6.9) and (6.10).

6.8 Proof of Theorem 2.1

Here and in the following section we apply a slicing decomposition [42] to the energies P D%
to reduce the analysis to the one dimensional case. The results of the one dimensional
analyses on slices are extended to D using the structure theorem for SBD on slices and
the appropriate integral geometric arguments. The slicing theorem and integralgeometric
measure appropriate for this approach in the context of SBD are given by Theorems 4.5
and 4.10 of [3].

We introduce the unit ball H;(0) = {¢ € R? : |¢| < 1}, d = 2,3 and define the d — 1
dimensional subspace TI¢ = {y € R? : 3 - ¢ = 0}. In what follows we change coordinates
and x € D is written as x = y + t£. We introduce

D{={teR: y+tf e D},
D ={y eI : DS # 0} (6.114)
To proceed we set usY = u(y +t&) - € for t € Dg and the space of special functions of
bounded variation over the set Df, is denoted by SBV(Df,). The distributional derivative

of u¢¥ is the Radon measure denoted by Du‘¥ and its total variation on Dg is \Duf’y|(D§),
see [19]. We introduce the following structure theorem for SBD functions on slices [3].

Theorem 6.8. One dimensional restrictions of SBD functions
Letu € LY(D;R?) and let {e1,ea,...,eq} be a basis of R?. Then the following two conditions
are equivalent:
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1. For every § = e; +e;, 1 <1, j < d:
a) usY € SBV(Df,) for HI~1, a.e. y € DS,
b) [qe |DuSY|(D§)dH < oo,
2. ue SBD.
Moreover if u € SBD and & € R?\ {0} the following properties hold
1. For H%' a.e. y € DS one has OpusY(t) = Euly +t&)€ - € for LY a.e. t € Dg.
2. Jyew = (J5)S for HE L ace. y € DE where J§ = {z € J, ¢ (ut(z) —u~(z)) - € # 0},

3. MV, \ J§) =0 for a.e. £ € 971,

For any u € LZ(D;R%) N SBD we apply Fubini’s theorem and write,

1
PD*(u) = — F., ¢ (u, D)J(€])I¢|de, (6.115)
d H1(0)
where
Fek|s(“’D)Z/DFek|g(DZk'5'u-e) dz, (6.116)

recall here that Dy - e is the strain defined by (6.45) and Fi(r) = 1 f(sr?). Introduce
u®Y(t) = u(y + te) - e then

WSt + el€]) — usH(t)

Dlu(z) = , 6.117
e cil€] (6:.117)
and on setting x = y + te and changing coordinates in (6.116) we have
Fe e (u, D) = /D Feple(w™?, Dy) dy, (6.118)
where the functional defined over one dimensional sections Dy is given by
usY(t + ex|&]) — usY(t)
Ferte(u, D) = /D Fe e ( rl€]| dt. (6.119)

Yy

Theorem 6.8 asserts that the one dimensional restrictions u®Y of v € LZ(D;RY) N SBD
belong to SBV (Dy) for a.e. y € II° and let Jyew denote the jump set of u®¥(t) for t € Dy.
The zero dimensional Hausdorff measure of the jump set H°(Jye.w) counts the number of
jumps of u®¥(t) on Dy. Define the one dimensional functional Fo(u®?, Dy) by

Fo(ut, D%) = /D OO dt + fuH () (6.120)

The upper bound for one dimensional sections is given by the following theorem.
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Theorem 6.9.

Ferle) (u®?, DY) < Fo(u™Y, Dy). (6.121)

Proof. If Fo(u®Y, Dy) = oo the theorem holds automatically so we will assume that Fo(u®?, Dy) <
0o. Let Ac, = {t € Dy : [t,t + ex|¢|] N Jyew # 0} and note for Fi(r) = L #(sr?) that

s

Fy(r) < min {f’(o)r2, ifoo} : (6.122)
We have
e e “Y(t + § —usY(t
6,y t _|_ _ e,y t
+ / Foel <“ ( 6’;52 u¥( )> dt (6.123)

k

and provide an upper bound for each term. If t ¢ A, then u®Y is absolutely continuous in
[t,t + €x|¢|] and by Hoélder’s inequality

2

€€ exlé]
(2 + erlé]) — u V(D) < / DI (t +7)dr| < ehle] / O (¢ + 7 df6.124)
0 0

From (6.122) we see that the first term in (6.123) is bounded above by

/ “e’y(t+6k|£|)—ue’y(t)>2d 1 el 24
/D;\Aekf o rlé] ST /Dg\A%f(o) [ e par

/ £1(0)[0pu (t)|* dt. (6.125)
D;

IN

Application of (6.122) to the second term of (6.123) delivers the upper bound

uY(t + exl€]) — usY(t) Joo a1 0
/A€ Foe < e > It < L (Ag) < MO W) (6120)

and the theorem follows. ]

k

Applying Theorem 6.9 to (6.118) gives the estimate

Fekm(u, D) < /De ( . f/(o)]c‘?tue,y(t)|2 dt+fOOH0(JuE,y)> dy. (6.127)

We identify the first term on the righthand side of (6.127) using the structure theorem for
SBD. From Theorem 6.8 we have d;u®¥(t) = Eu(y + te)e - e for L' ae. t € Dy, and HIL
y € D¢ and it follows that

/ £1(0)[0u®Y ()| dt dy = / f(0)[Eu(x)e - e* d. (6.128)
¢ JDg D
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To identify the second term we introduce the integralgeometric measure developed in [9].
The non-negative Borel measure A\, on D is given by

1
Au(B) = / M(B)dHY(e), ¥ B € B(D), (6.129)
2wq—1 Jga—1
and
Xe(B) = [ HO(Juew N BE)dH(y), V¥ B € B(D), (6.130)
De

for every e € S9!, We give the following theorem [3] relating integralgeometric measure to
the Hausdorff measure of the jump set for u € SBD.

Theorem 6.10.

M(B)=HEYBNJ,), VB e B. (6.131)

Now observe that the second term on the righthand side of (6.127) is given by

foo | HO(Juew) dy = fooX(D), (6.132)
De

and collecting results we write (6.127) as
Feje(u, D) < /D F10)|Eu(z)e - e da + foo X5 (D) (6.133)
and we obtain

PD%u) < - / / £1(0) Eulx)e - ef? dJ(|€)|E]de
Wd J1:1(0) /D

f;oo ! e d—1 e
+ L [rgeniae [ xumane). (6134)

Theorem 2.1 now follows on applying Fubini’s theorem to the first term and (6.64) and
application of Theorem 6.10 to the second term.

6.9 Proof of Theorem 6.4

The higher regularity is established first on the one dimensional sections Dy. Consider a
limit point u° described in Theorem 6.4 and write u¥(t) = u’(y + te) - e with ¢ € Dg. We
extend this function by zero for ¢ € R\D;. Now we construct piecewise affine approximations
as in [42]. We start by defining a local Griffith free energy for u € L*°(R). Given an interval
[a,b] C R, set J = |u(b) — u(a)| and define

2
MJb—a) = (b—a) xmin{f’(o) (bi) ,bf_°°a}. (6.135)
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Pick a € R for which a 4 ¢ is a Lebesgue point for u®Y for every rational number ¢ and
consider the intervals I7 = (a + 2/j,a + (2 + 1)/j) for z € Z and

Ji = [u(a+ (2 +1)/j)) —u™(a + 2/5))|.

We construct the piecewise affine interpolations v;(¢) on each interval I7 according to the
following energy minimizing criteria.
1. If
JEN?f
1'(0) (J> < =2 (6.136)
1/ 1/j
then

u“Y(a+ (z+1)/j) —ula+2/j)
1/j '

vj(t) =uY(a+2/j)+ (t —a—z/7) (6.137)

2. Otherwise v; is chosen to be the piecewise constant function which agrees with u®Y
at the endpoints of I 7 and has a single jump discontinuity at the mid point of I £

The interpolants v; satisfy the following properties:

1.
vj € L™(Dy), ]1520 v; = u®Y in L*(DE), (6.138)

2.
NJZ.T?) = Folvy, IF) = /] F1(0)[0rv; P dt + fooHo( o, (1 I7). (6.139)

J

3.

Fo(vj, D) / P03 2 dt + focHo( o)) = S AJZ 7). (6.140)
2E€EL

Consider now any sequence {i} converging to u®Y in LQ(DS). Application of Lemma
3.5 of [42] delivers the following lower bound:

Lemma 6.8.

lim inf 7o, )@, Dy) > > AT}, I) = Fo(v;, Dy), for all j €N. (6.141)
2€Z

With these preliminaries we now state the following higher regularity property and lower
bound on one dimensional sections.
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Theorem 6.11. Suppose Ui — u®Y in LQ(DS) and
up {Fepre @ DY) + ikl o) } < o0 (6.142)

Then u®Y belongs to SBV (Dy)) N L>(Dy) for HY ae. y € D° and

liminf F,, ¢ (iig, DS) > Fo(u®?, D). (6.143)

k—o0

Proof. We have [[u®Y|| 1o (pe) < 00, iminfj o0 [[vj]| oo (pe) < 00 and Lemma 6.8 together
with (6.142) delivers the inequality

sup Jo(vj, D) < oo. (6.144)
j

It follows from (6.144) that v; belongs to SBV (Dy) for all j € N, the sequence {|9;v;|} is
equi-integrable and sup,cy Ho(Jy;) < o0, so by the SBV compactness theorem there exists v
belonging to SBV (D) and a subsequence also denoted by {v;} converging to v in L'(Df).
Since {v;} also converges to u®¥ in Ll(Dg) we conclude that v = u*Y and

lim inf Fo(vj, Dy) > Fo(u™Y, Dy), (6.145)

j—o00
follows from the weak convergence of dyv; to yu®Y and liminf; o Ho(Jy;) > Ho(Jyew). O

Now we recover the higher regularity for u°. Assume the hypothesis of Theorem 6.4 and
for ut — ¥ in L3(D;RY) we have u® € L>®(D;R?). The function u*(y + te) - e is written
uk Y and us Y — u in L*(DE) for a.e. y € D¢, with sup {[|u® Y| oo (pe)<oo }- Then

ex—0 e,—0 Wy

lim inf PD% (u*) = lim inf L / Fe, e (u®, D)J(|€])[€]dE
Hl(O)

NP | exe e
= hmlnf/ / Feple) (™Y, DY) dyJ([€])[€]dE
H1(0) J D¢

e,—0 Wy

1 - exe e
> / / liminf F, ¢ (u™ Y, Dy) dyJ(|€])|€]d§
Wd JH;1(0) JD

e €x—0
1
> 1 / Fo(ut, DE) dy.J (€])|€|de, (6.146)
Wd JH:(0) J De

where the first inquality follows from the Fatou Lemma and the second inequality follows
from Theorem 6.11. Since [[u?|[1=(pe) < C, for HY! a.e. y € D, we have the upper
estimate on the total variation given by

|DucY|(D5) < K Fo(u, D), (6.147)

where K is a constant independent of y and e. Since liminf,, .o PD% (u*) < oo it follows
from (6.146) and (6.147) that

/ /\Du%(D;)dyJ(!a)adf<oo. (6.148)
H1(0) e
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Therefore we can find a linear independent set of vectors eq,es,...,eq, such that parts 1
(a) and (b) of Theorem 6.8 hold to conclude that u® € SBD. Last we argue as in section
6.8 to discover

1
o Fo(us, D) dyJ(|E)|€|de = LEFM(4%, D), (6.149)
Wd JH,(0) J De

and (6.31) follows from (6.146) and (6.149).

7 Dynamics and limits of energies that I'-converge to Griffith
fracture energies

In this section we first recall the definition of I'-convergence and collect results to remark
that the nonlocal cohesive energies introduced here I'-converge to the energies of linear
elastic fracture mechanics. The I'-convergence follows immediately from the results of the
previous sections.

Consider a sequence of functions {F;} defined on a metric space M with values in R
together with a function F' also defined on M with values in R. In what follows let X be a
subset of M.

Definition 7.1. We say that F is the I'-limit of the sequence {F;} with respect to Ml on X
if the following two properties hold:

1. for every x in X and every sequence {x;} converging to x, we have that

F(z) < liminf Fj(z;), (7.1)

Jj—o0
2. for every x in X there exists a recovery sequence {x;} converging to x, for which

F(z) = lim Fj(x;). (7.2)

Jj—00
Now for u in L% (D;R?) N LE(D;RY) define the Griffith fracture energy PD° by

LEFM (u,D) if u belongs to SBD

+00 otherwise (7.3)

PD°(u) = {
where LEF M (u, D) is defined in (2.5). The I'-convergence of cohesive peridynamic energies
to the Griffith fracture energy is given by the following theorem.

Theorem 7.1. PD° is the T-limit of PD% with respect to L*(D;R%) convergence on
L>(D;R%).

We now illustrate how the approach presented in the earlier sections can be used to
examine limits of dynamics associated with other energies that I'- converge to the Griffith
fracture energy. As an example we consider the phase field aproach based on the Ambrosio-
Tortorelli approximation for dynamic brittle fracture calculations [16]. This model is seen
to be a well posed formulation in the sense that existence of solutions can be shown [44].
To illustrate the ideas we focus on anti-plane shear and the model is described by an out
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of plane elastic displacement u¢(z,t) and phase field 0 < v*(z,t) < 1 defined for points =
belonging to the domain D C R?. The potential energy associated with the cracking body
is given by the Ambrosio-Tortorelli potential

P(uf(t),v°(t)) = E(u(t),v(t)) + H(v"(t)), (7.4)
with
B (u (1), v (1)) = & /D A ()| Vs ()2 da (7.5)
and
—f 2
HE (v (1) = % /D (126(’5)) 26| Vol ()2 da (7.6)

here a(t) = a(z,t) = (v¥(x,t))? + n°, with 0 < ¢ << e. In this model the phase field
v¢, provides an approximate description of a freely propagating crack taking the value 1
for points (z,t) away from the crack and zero on the crack. To formulate the problem we
introduce the space H} (D) defined to be displacements u in H'(D) with zero Dirichlet data
on 9D and the set of functions Hi(D) defined to be functions v in H'(D) for which v = 1
on 0D. The total energy is given by

1
Fltsu, o) = / 0|2 da + PF(u, o) — / F()ue da (7.7)
D D

The body force f(x,t) is prescribed and the displacement - phase field pair (uf,v) is a
solution of the initial boundary value problem [44] given by:

it — div (a(t)V (u€ — dpuc)) = f(t), in D,
u® =0 and v =1, on 0D, (7.8)
for t € (0,7] with initial conditions u¢(0) = ug, G;u(0) = w1 € H(D) and vy € H{(D)

with 0 < vp < 1, a.e. in D. In addition for each ¢ € [0, 7] the pair is required to satisfy the
crack stability condition

Pe(uf(t),v(t)) = inf { P*(u(t),v) : v € HY(D), v< ve(t) } (7.9)

and energy balance

t t
F(t;ut, Opus,v) :f(O;uo,ul,vo)—/ / a€V6TuE|2dT—/ / O-fudxdr, (7.10)
0 JD 0 JD

In this formulation the pair u(t), v¢(t) provides a regularized model for free crack propa-
gation. Here the phase field tracks the evolution of the crack with v¢ = 1 away from the
crack and v¢ = 0 in the crack set. This model includes a viscous dissipation term Vo;uc.
Here the viscosity is chosen to match the elasticity and is also given by the value af.

For a body force f(z,t) in C1([0,T]; L*(D)) it is shown in [44] that there exists at least
one trajectory (u€,v¢) € H?((0,T); L*(D)) N WL ((0,T); HY(D)) x WH((0,T); H} (D))
satisfying (7.8) in the weak sense, i.e.

2 € € € € _
/D@ttu cde:Jr/D(a )V (u — du ))-Vgadx—/Df(t)god:U, (7.11)
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for all ¢ in H} (D) for almost every ¢ in (0, T, with u¢(0) = ug, Oyu(0) = us, v¢(0) = v§, and
such that (7.9) and (7.10) are satisfied for all times 0 <t < T. The problem is formulated
in a simplified setting to illustrate the ideas and note that this type of evolution is shown
to exist for evolutions with more general boundary conditions and for displacements in two
and three dimensions, see [44]. For future reference the pair (u€(t),v(t)) is referred to as a
phase field fracture evolution.

In what follows we pass to the ¢ — 0 limit in the phase field evolutions to show existence
of a limiting evolution with bounded linear elastic fracture energy. Here the limit evolution
u®(t) is shown to take values in the space of special functions of bounded variation SBV (D).
This space is well known and and for antiplane shear problems this space coincides with
the space SBD introduced earlier in Section 5. For a treatment of SBV and its relation to
fracture the reader is referred to [4].

Applying the techniques developed in previous sections it is possible to state and prove
the following theorem on the dynamics associated with the phase field evolutions (u€, v¢) in
the limit as e — 0.

Theorem 7.2. Sharp interface limit of phase field fracture evolutions.

Suppose for every € > 0 that: (a) the potential energy of the initial data (uf,v§) is
uniformly bounded, ie. sup..o{P(uf,v5)} < oo, and that (b) ||u(t)|ppy < C for all
0<eand 0 <t <T. Then on passing to a subsequence if necessary in the phase field
fracture evolutions (u€,v¢) there exists an anti-plane displacement field u®(z,t) in SBV (D)
for all t € [0,T) such that u’ € C([0,T); L*(D)) and

: € 0
lim max {[[u(t) — u"(t)l|2(p)} =0 (7.12)
with
Q) =1 / V() + GH M (Jugy) < C (7.13)
D
for0<t<T.

For anti-plane shear deformations the energy GF' is a special form of the energy LEF M
introduced in Section 5.

The strategy we will use for proving Theorem 7.2 is the same as the one developed in
the proofs of Theorems 5.1 and 5.2. This strategy can be made systematic and applied
to evolutions associated with potential energies that I'- converge to the Griffith fracture
energy. It consists of four parts:

1. Constructing upper bounds on the kinetic and potential energy of the evolutions that
hold uniformly for 0 < ¢ < 7T and 0 < €.

2. Showing compactness of the evolution u¢(¢) in L?(D) for each time 0 <t < T.

3. Showing limit points of the sequence {u(t)} belong to SBD(D) for each time 0 <
t<T.

4. T-convergence of the potential energies to the Griffith energy LEFM (or GF as
appropriate).

44



Cohesive Dynamics and Brittle Fracture

Assume first that Parts 1 through 4 hold for the the phase field fracture evolution with
potential energies P given by (7.4). These are used as follows to prove Theorem 7.2. Part
1 is applied as in (6.11) to show that the sequence of evolutions u€(t) is uniformly Lipschitz
continuous in time with respect to the L?(D) norm, i.e.

[u(t1) — u(t2)lL2(py < Klt1 — 2] (7.14)

for K independent of € and for any 0 < t; < to < T. Part 2 together with (7.14) and the
Ascoli theorem imply the existence of a subsequence and a limit u%(z,t) € C([0, T]; L?*(D))
such that the convergence (7.12) holds. Part 3 shows that u°(z,t) belongs to SBV (D)
for every time in [0,7]. Part 4 together with Part 1 and the lower bound property of
I'-convergence described by (7.1) shows that (7.13) holds and Theorem 7.2 follows.

We now establish Parts 1 through 4 for the dynamic phase field fracture evolution intro-
duced in [44]. To obtain a uniform bound on the kinetic and potential energy differentiate
both sides of the energy balance (7.10) with respect to time to get

% (;/D|8tu6(t)|2dx+P6(u6(t),ve(t))> - | f@utde (7.15)

:—/ (ﬂV@tuE]de—/ Oy fu dx.
D D

Manipulation and application of the identity fo;u® = 9;(fu€) — O, fu to (7.15) delivers the
inequality

% <; /D 10,uc (t))? dz + Pe(ue(t),ve(t))> (7.16)

< / fowus dx.
D

Now set
We(t) = (;/D \Btue(t)IQda:—i—PE(uE(t),vf(t))) +1 (7.17)

and proceed as in Section 6.2 to get

(5 [ P s+ P, o)) < /Otuf(ﬂummwm)g—l. (7.13)

Part 1 easily follows from (7.18) noting that sup..o{WW¢(0)} < oo is a consequence of
hypothesis (a) of Theorem 7.2. For this example Parts 2 and 3 follow from the uniform
bound of Part 1, hypothesis (b) of Theorem 7.2 and the well known compactness result
for the Ambrosio Tortorelli functional, see for example the remark following Theorem 2.3
of [40]. Part 4 is given by the Ambrosio-Tortorelli I'-convergence result [5] as expressed in
Theorem 2.3 of [40].

8 Conclusions

The cohesive model for dynamic brittle fracture evolution presented in this paper does not
require extra constitutive laws such as a kinetic relation between crack driving force and
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crack velocity or a crack branching condition. Instead the evolution of the process zone
together with the the fracture set is governed by one equation consistent with Newton’s
second law given by (1.9). This is a characteristic feature of peridynamic models [60],
[65]. This evolution is intrinsic to the formulation and encoded into the nonlocal cohesive
constitutive law. Crack nucleation criteria although not necessary to the formulation follow
from the dynamics and are recovered here by viewing nucleation as a dynamic instability,
this is similar in spirit to [63] and the work of [27] for phase transitions. Theorem 4.1
explicitly shows how the size of the process zone is controlled by the radius of the horizon.
This analysis shows that the horizon size € for cohesive dynamics is a modeling parameter
that can be calibrated according to the size of the process zone obtained from experimental
measurements. The process zone is seen to concentrate on a set of zero volume as the length
scale of non-locality characterized by the radius of the horizon € goes to zero, see Theorem
4.1. In this limit the dynamics is shown to coincide with the simultaneous evolution of a
displacement crack set pair. Here the evolution is elastodynamic for points in space-time
away from the crack set. The shear and Lamé moduli together with the fracture toughness
for the limit evolution are described explicitly by the nonlocal potentials and given by (5.7),
and (5.8).

In closing we note that more generally the time variable appearing in peridynamics need
not be the physical time, and that a motion may be regarded as any type of one-parameter
evolution. In this way the theory need not be connected strictly to the presence of inertia.
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