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We theoretically analyze a quasi-two-dimensional system of fermionic polar molecules trapped in a harmonic

transverse confining potential. The renormalized energy bands are calculated by solving the Hartree-Fock equation

numerically for various trap and dipolar interaction strengths. The intersubband excitations of the system are

studied in the conserving time-dependent Hartree-Fock (TDHF) approximation from the perspective of lattice

modulation spectroscopy experiments. We find that the excitation spectrum consists of both intersubband particle-

hole excitation continua and antibound excitons whose antibinding behavior is associated to the anisotropic nature

of dipolar interactions. The excitonic modes are shown to capture the majority of the spectral weight. We evaluate

the intersubband transition rates in order to investigate the nature of the excitonic modes and find that they are

antibound states formed from particle-hole excitations arising from several subbands. We discuss the sum rules

in the context of lattice modulation spectroscopy experiments and utilize them to check the consistency of the

obtained results. Our results indicate that the excitonic effects persist for interaction strengths and temperatures

accessible in the current experiments with polar molecules.
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I. INTRODUCTION

In the past decade, much of the experimental and theoretical

progress in the field of ultracold atoms [1–3] has been

motivated by the prospect of realizing novel strongly correlated

many-body states of matter. In particular, the experimental

realization of quantum degenerate gases of fermionic polar

molecules has witnessed a very rapid progress. By association

of atoms via a Feshbach resonance to form deeply bound

ultracold molecules [4,5], a nearly degenerate gas of KRb polar

molecules in their rotational and vibrational ground state has

been recently realized [6–10]. The molecules can be polarized

by applying a dc electric field, resulting in strong dipole-dipole

intermolecular interactions.

A strikingly new feature of systems of fermionic polar

molecules is the anisotropy of dipolar interactions, making

them unparalleled among the traditional condensed matter

systems. The experiments with ultracold polar molecules thus

go beyond quantum simulation of effective theories motivated

by electronic systems and aim at exploring a genuinely new

domain of many-body quantum behavior, unique to dipolar

interactions. Dipolar interactions can be utilized to generate

long-range interactions of different shapes using microwave

fields [11], simulate exotic spin Hamiltonians [12,13], and are

theoretically predicted to give rise to numerous interesting

collective phenomena such as roton softening [14–16], su-

persolidity [17–21], p-wave superfluidity [22], emergence of

artificial photons [23], bilayer quantum phase transitions [24],

multilayer self-assembled chains [25] for bosonic molecules,

dimerization and interlayer pairing [26,27], spontaneous in-

terlayer coherence [28], ferroelectricity [29,30], anisotropic

Fermi liquid theory and anisotropic sound modes [31–34],

fractional quantum Hall effect [35], Wigner crystallization

[36], density-wave and striped order [37,38], biaxial nematic

phase [39], topological superfluidity [40], and Z2 topological

phase [41], just to mention a few.

Despite the theoretical prediction of numerous exotic quan-

tum many-body phenomena in polar molecules, the realization

and observation of many of these novel predictions is still an

experimental challenge. At the time this paper was written,

the coldest gas of fermionic polar molecules has been realized

with KRb molecules at a temperature of 1.4TF [6–10], where

TF is the Fermi temperature. The majority of the quantum

phenomena mentioned require strong suppression of thermal

fluctuations; that is, a strong quantum degeneracy condition

(T ≪ TF ).

A major obstacle toward further evaporative cooling of a

large class of bialkali polar molecules (KRb, LiNa, LiK, LiRb,

and LiCs) is the existence of an energetically allowed two-body

chemical reaction channel [42], resulting in a significant

molecule loss in two-body scatterings. In a low-temperature

gas composed of a single hyperfine state, Fermi statistics

blocks scatterings in the s-wave channel and the majority

of scatterings take place through the p-wave channel. In

unstructured three-dimensional clouds, the attractive head-to-

tail dipolar interactions soften the p-wave centrifugal barrier

and increase the rate of chemical reactions. However, the rate

of chemical reactions can be effectively suppressed by loading

the gas into a one-dimensional optical lattice (or trap) and

aligning the dipoles perpendicular to the formed pancakes. In

such geometries, the incidence of head-to-tail scatterings is

effectively suppressed due to the transverse confinement of

the gas on one hand, and reinforcement of the p-wave barrier

occurs due to repulsive side-by-side dipolar interactions on

the other hand [9,43,44]. Therefore, the preferred geometry

to study reactive polar molecules is in tightly confined two-

dimensional layers.

Recently, it has been shown that the suppression of chemical

reactions of reactive fermionic molecules in confined geome-

tries remains effective even in the quasi-two-dimensional limit;

that is, where not only the lowest, but also the first few

excited subbands (higher transverse modes) are populated [44].

Occupation of higher subbands does not impose any difficulty

on experiments with nonreactive molecules such as NaK,

NaRb, NaCs, KCs, and RbCs [42]. The possibility of going
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beyond the single-subband limit opens a new window toward

experimental and theoretical exploration of the many-body

physics of quasi-two-dimensional fermions with anisotropic

interactions.

Besides being highly anisotropic, fermionic polar

molecules and electronic systems differ in another important

way: in contrast to the Coulomb interactions, dipole-dipole

interactions dominate the kinetic energy in the high-density

limit. In d dimensions, the dipolar interaction scales as n3/d

(n is the density) while the kinetic energy scales as n2/d ,

implying that their ratio scales as n1/d (i.e., the interactions are

more pronounced at higher densities). We define the following

dimensionless quantity as a measure of the dipolar interaction

strength in two dimensions:

rd ≡
mD2n1/2

h̄2
, (1)

where D is the electric dipole moment of a single molecule.

The main goal of this paper is to study the intersubband

collective modes of quasi-two-dimensional polar molecules

and to propose experimental signatures of such phenomena. At

the time this paper was written, the dipolar interaction strengths

accessible in experiments belong to the weakly interacting

regime (e.g., rd ≈ 0.05 in experiments of the group at JILA)

and, therefore, we restrict our analysis to the same regime. For

small rd , the normal liquid phase is expected to be the stable

phase of the system.

In the first part of this paper, we study the effect of

dipolar interactions on the single-particle energy dispersions

by solving the Hartree-Fock equation. In order to simplify

our analysis, we focus on a single pancake and neglect

complications such as interlayer tunneling and attractive

interlayer interactions in this study. This approximation is

relevant to molecules in a strong transverse trap, as well

as well-separated stack of pancakes realized in a strong

optical lattice. The normal phase and the collective modes of

fermionic polar molecules in the strictly two-dimensional case

(single-subband limit) has been recently studied by different

authors [22,34,37]. Thus, we do not discuss the intrasubband

collective modes here and only focus on collective modes

unique to the multisubband limit.

In the second part of this paper, we explore the intersubband

excitation spectrum from the lattice modulation spectroscopy

perspective, which is an experimental technique originally

developed for studying strongly correlated phases of cold

atomic systems [45–49]. We predict the energy absorption and

intersubband transition rates for weak modulation pulses in the

conserving time-dependent Hartree-Fock (TDHF) approxima-

tion [50]. We consider finite pulse duration which allows us to

go beyond the usual approximation of Fermi’s golden rule. We

find that the excitation spectrum consists of both intersubband

particle-hole (p-h) excitation continua and antibound excitons

arising from the anisotropic nature of dipolar interactions. We

show that these many-body effects persist for weak interactions

and temperatures of the order of the Fermi temperature, making

their observation feasible in current experiments.

Studying the intersubband transition rates sheds light on

the mechanism of energy absorption at various parts of the

energy absorption spectrum. In particular, we find that, while

the p-h continua are associated to p-h excitations between

Non-interacting system Interacting system

(a) (b)

(c) (d)

(e) (f)

FIG. 1. (Color online) Comparison between quasi-two-

dimensional fermions in the absence (left column) and presence

(right column) of interactions. Panels (a) and (b) show a schematic

plot of the band structure. The blue (rightmost) and red (leftmost)

arrows indicate p-h excitations from 0 to 2 and subbands 1 to

3, respectively, at different parts of the Fermi sea. Panels (c) and

(d) show a schematic representation of excited states probed in

modulation spectroscopy experiments. The labels, 0 → 2 and 1 → 3,

indicate the intersubband transition associated to the excitation.

The blue (bottom) and red (top) intervals denote p-h continua and

the red lines denote excitonic modes. Panels (e) and (f) show the

energy absorption rate Ė and intersubband transition rates R0→2

and R1→3 as a function of modulation frequency ωmod. The blue

(darker) and red (lighter) shaded continua correspond to 0 → 2 and

1 → 3 intersubband transitions, respectively. The red spike denotes

an exciton. The kink in the middle of the red shaded continuum

indicates an exciton lying inside that continuum [see plots in panels (c)

and (d)]. Refer to the text for more details.

two definite subbands, the excitonic modes are formed from

p-h excitations arising from more than one subband.

Before we embark on the formal development of the

outlined program, we find it worthwhile to summarize the

results obtained in a schematic way. Figure 1 shows a side

by side comparison between noninteracting and interacting

quasi-two-dimensional fermions with dipolar interactions. A

typical plot of the band structure is shown in Figs. 1(a) and

1(b). In the absence of interactions, the single-particle energy

dispersions are quadratic and have a constant energy separation

of h̄ωtrap, where ωtrap is the trap frequency. In the presence of

interactions, the single-particle energy dispersions are renor-

malized and no longer remain quadratic. Band renormalization

broadens the intersubband excitation spectrum.
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Modulation of the optical lattice stimulates excitation of

particles from populated subbands in equilibrium to their sec-

ond next subband (0 → 2, 1 → 3, etc.). The excitation energy

of such processes can be directly measured in the experiments.

In the absence of interactions, all of the elementary intersub-

band excitations have a constant energy cost of 2h̄ωtrap. The

interactions modify the degenerate excited states dramatically,

transforming the p-h excitation energies from their constant

value of 2h̄ωtrap to a collection of continua and discrete collec-

tive modes (excitons), as shown in Figs. 1(c) and 1(d). It turns

out that the excitonic modes capture the majority of the spectral

weight, leaving behind only a small trace of the p-h continua.

As mentioned earlier, the mechanism of energy absorption

in lattice modulation experiments can be explored further

by studying the intersubband transition rates in modulation

experiments. If the modulation frequency lies within a certain

intersubband p-h excitation continuum, we expect to observe

transitions only between the two involved subbands, leaving

the population of other subbands unaffected. For example,

the blue (dark) shaded continuum in the energy absorption

spectrum in Figs. 1(d) and 1(f) is associated to 0 → 2

excitations and, consequently, the continuum only appears in

the plot of R0→2 and is absent in the plot of R1→3 vs modulation

frequency, where Rα→β denotes the net current from the α to

β Hartree-Fock subband.

If the modulation frequency corresponds to an excitonic

mode, we expect to observe transition currents between several

pairs of subbands (we will show later that the excitons are

generally mixtures of p-h excitations arising from more than

a single subband). For example, the red spike in the energy

absorption spectrum, which denotes an exciton, is visible in

both R0→2 and R1→3 plots.

Finally, if an exciton lies inside a continuum, it will be

damped and yield a broadened peak in the energy absorption

spectrum. In this case, although the continuum is associated

to a certain intersubband transition per se, mixing with the

excitonic mode results in its participation in several other

intersubband transitions as well. This effect is schematically

shown in Figs. 1(d) and 1(f). The red (light) shaded continuum

in the energy absorption spectrum denotes a 1 → 3 p-h

continuum and the kink in the middle is indicative of an exciton

lying inside it. Both the continuum and the kink appear in all

of the intersubband transition-rate plots in this case.

We explore the ideas summarized above in detail in the

remainder of this paper. This paper is organized as follows: The

microscopic model is introduced in Sec. II and the Hartree-

Fock equation is discussed in Sec. III. The numerical results

obtained by solving the Hartree-Fock equation is discussed in

Sec. III A. The lattice modulation spectroscopy is reviewed in

Sec. IV and the calculation of the energy absorption spectrum

and intersubband transition rates in the TDHF approximation

is discussed in Sec. IV A. The numerical results are presented

and discussed in Sec. IV C. The paper is concluded by a short

discussion on the experimental outlook of the presented results.

II. THE MICROSCOPIC MODEL

In this section, we review the microscopic model for

one-component fermionic polar molecules in a harmonic

transverse confining potential. The model is relevant to a

single pancake of polar molecules as well as a well-separated

stack of pancakes.

For concreteness, we assume that the gas is confined about

the x-y plane using a confining optical potential centered at

z = 0. Also, we assume that the dipoles are aligned along the

z axis (perpendicular to the confining plane) using a strong

dc electric field. The Hamiltonian of the system is the sum of

the optical trap potential, the kinetic energy and the electric

dipole-dipole interactions. A convenient basis for the second-

quantized notation is one that diagonalizes the one-body part

of the Hamiltonian. We choose the following basis:

〈r|α,k〉 = φα(z)
1

√
A

eik·x, (2)

where φα(z) is the wave function of transverse mode α of the

trap, A is the area of the trap in the x-y plane, and x = (x,y)

is the in-plane coordinates. In this basis, the second-quantized

Hamiltonian is easily found to be

H =
∑

k,α

(

h̄2|k|2

2m
+ ǫα

)

c
†
k,αck,α

+
1

2

∑

αβ;γ λ

∑

k1k2q

Vαβ;γ λ(q)c
†
k1+q,αc

†
k2−q,γ ck2,λ

ck1,β
, (3)

where ck,α (c
†
k,α) annihilates (creates) a particle in the in-plane

momentum state k and in subband α. ǫα is the zero-point

energy of subband α (α = 0,1, . . .). We measure the energies

with respect to the zero-point energy of the lowest subband

(α = 0). Vαβ;γ λ(q) is the Fourier transform of the effective

intersubband dipolar interaction, defined as

Vαβ;γ λ(x − x′) =
∫ ∫

dzdz′φ∗
α(z)φ∗

γ (z′)φλ(z′)φβ(z)

×Vdip(z − z′,x − x′), (4)

where Vdip(z,x) is the electric dipole-dipole interaction of two

particles with a center separation of (z,x):

Vdip(z,x) =
D2

(|x|2 + z2)
5
2

(|x|2 − 2z2). (5)

The intrasubband interactions are special cases of Eq. (4);

that is, the intrasubband interaction in subband α is given by

Vαα;αα(q). Since the dipoles are perpendicular to the x-y plane,

the interaction matrix elements are isotropic in the in-plane

momentum q.

One can always choose the transverse wave functions φα(z)

to be real and of well-defined parity for trap potentials which

are symmetric about z = 0 (a harmonic trap is one example).

As a result, it is easy to verify that Vαβ;γ λ is invariant under the

following interchange of indices: α ↔ β, γ ↔ λ, or αβ ↔
γ λ. Also, Vαβ;γ λ vanishes if α + β + γ + λ ≡ 1 (mod 2).

This parity-conserving behavior is due to the invariance of

Eq. (5) under the inversion z → −z and breaks down if the

dipoles are not aligned perpendicular to the trap plane.

For simplicity, we assume that the optical trap is perfectly

harmonic with a frequency ωtrap. In this case, we easily find

ǫα = α(h̄ωtrap),
(6)

φα(z) =
1

√

π1/2α!2αa⊥
Hα(z/a⊥)e−z2/(2a⊥),
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where Hα(z) is the Hermite polynomial of degree α [51] and

a⊥ is the transverse confinement width and is related to the

trap frequency as ωtrap = h̄/(ma2
⊥). A generating function for

Vαβ;γ λ(q) for harmonic traps is derived in Appendix A and

explicit expressions for the first few intersubband interactions

are given.

We note that, in the experiments, nearly perfect harmonic

trapping can be achieved by loading the gas into a single

well of a strong optical lattice. An optical lattice potential

of the form Vlat(z) = [h̄2/(2ma4
⊥k2)] sin2 kz yields a har-

monic trap with frequency h̄/(ma2
⊥) centered at z = 0 in the

limit k → 0.

III. HARTREE-FOCK EQUATION FOR UNIFORM

QUASI-TWO-DIMENSIONAL FERMIONIC GAS

We briefly review the Hartree-Fock (HF) theory for a

uniform quasi-two-dimensional fermionic gas in thermal

equilibrium and apply the formalism to the system of fermionic

polar molecules. The Hartree-Fock equation for quasi-two-

dimensional systems is found to be more difficult to solve

compared to the strictly two-dimensional case due to subband

hybridization. A similar situation arises in the HF study of two-

component Fermi gases with effective magnetic dipole-dipole

interactions [52].

We begin our treatment with the usual definition of the

one-particle thermal Green’s function:

Gμν(k,iωn) = −
∫ βh̄

0

dτeiωnτ Tr[ρ̂Gck,μ(τ )c
†
k,ν(0)], (7)

where β = 1/(kBT ), T is the temperature, iωn = (2n + 1)π/β

is the fermionic Matsubara frequency, ρ̂G = e−βH /Tr[e−βH ]

is the grand-canonical thermal equilibrium weighting oper-

ator, and c
(†)

k,μ(τ ) = eτH/h̄c
(†)

k,μe−τH/h̄ is the imaginary-time

Heisenberg fermion annihilation (creation) operator. In the

presence of interactions, the noninteracting subband indices

no longer remain good quantum numbers due to hybridization

and, consequently, Gμν(k,iωn) is expected to have nonzero

off-diagonal elements.

The Hartree-Fock approximation for the Green’s func-

tion is given by the following diagrammatic Dyson’s

equation [53]:

(8)

where the thin and thick fermion lines denote noninteracting

and interacting Green’s functions, respectively. The diagram

yields the following equation:

Gαβ(k,iωn) = G0
αβ(k,iωn) +G0

αμ(k,iωn)
⋆
μν(k)Gνβ(k,iωn),

(9)

where the proper self-energy 
⋆
μν(k) is the sum of the direct

and exchange diagrams:


⋆
μν(k) =

1

β

∑

iω′
n

∫

d2k′

(2π )2
[Vμν;γ λ(0) − Vμλ;γ ν(k − k′)]

×Gλγ (k′,iω′
n)eiω′

n0+
. (10)

Summation over repeated indices is assumed throughout

this paper. The noninteracting thermal Green’s function is

given by

G0
αβ(k,iωn) =

δαβ

iωn − ξk,α

, ξk,α =
|k|2

2m
+ ǫα − μ. (11)

In the absence of spontaneous symmetry breaking of the

inversion symmetry (which may happen in the strongly

interacting regime and is beyond the scope of this paper),

the interactions only mix subbands of the same parity due

to the symmetries of the intersubband interaction matrix

elements mentioned in the previous section. Investigating

Eqs. (9) and (10) shows that Gαβ = 0 if α + β ≡ 1 (mod 2)

and therefore, Gαβ will have the following matrix structure in

the noninteracting subband indices:

G =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

G00 0 G02 0 G04 · · ·
0 G11 0 G13 0 · · ·
G02 0 G22 0 G24 · · ·
0 G13 0 G33 0 · · ·
G04 0 G24 0 G44 · · ·

...
...

...
...

...
. . .

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

. (12)

In order to solve the Hartree-Fock equation at finite tempera-

tures, one must carry out the Matsubara frequency summations

appearing in Eq. (10). The summation can be easily done

once the dependence of the Green’s function on the Matsubara

frequency is explicitly known. This can be done by expressing

the interacting Green’s function in its diagonal basis. Treated

as a matrix equation, Eq. (9) formally yields

G = [(G0)−1 − 
⋆]−1

= [iωnI − 

⋆
]−1, (13)

where 

⋆

αβ(k) = 
⋆
αβ(k) + ξ 0

k,αδαβ (i.e., the proper self-energy

including the kinetic energy contribution). It is easy to see

that 

⋆
(k) is a symmetric matrix and, therefore, it has real

eigenvalues and there exists a real, complete, and orthonormal

basis in which it is diagonal. Let U (k) be the orthogonal

transformation that diagonalizes 

⋆
(k):



⋆
(k) = U (k)�(k)UT (k),

(14)
�(k) = diag{ξ̃1(k),ξ̃2(k), . . .},

where {ξ̃α(k)} are the eigenvalues. The same transformation

clearly diagonalizes the interacting Green’s function:

G̃αβ(k,iωn)
def= [U (k)T GU (k)]αβ = [iωnI − �(k)]−1

αβ

=
δαβ

iωn − ξ̃α(k)
. (15)
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As promised, the Matsubara frequency summation appearing

in Eq. (10) can be evaluated with ease in the new basis:

1

β

∑

iω′
n

Gλγ (k′,iω′
n)eiω′

n0+

=
1

β

∑

iω′
n

∑

ρ

Uλρ(k′)Uγρ(k′)
eiω′

n0+

iω′
n − ξ̃ρ(k′)

=
∑

ρ

Uλρ(k′)nF [ξ̃ρ(k′)]Uγρ(k′), (16)

where nF (x) = (eβx + 1)−1 is the Fermi occupation function,

resulting from the summation over fermionic Matsubara

frequencies [53]. Plugging this result into Eq. (9), we reach an

explicit self-consistent equation for the proper self-energy:


⋆
μν(k) =

∫

d2k′

(2π )2
[Vμν;γ λ(0) − Vμλ;γ ν(k − k′)]Uλρ(k′)

×Uγρ(k′)nF [ξρ(k′)]. (17)

It is understood that U (k) and ξρ(k) are implicit functions of


⋆(k), defined in Eq. (14).

It is clear from the preceding discussion that the orthogonal

transformation U (k) also defines the mean-field single-particle

states in the presence of interactions. We identify ξ̃α(k) as the

energy dispersion of Hartree-Fock subband α and define the

Hartree-Fock fermion annihilation (creation) operators as

c̃
(†)

k,α(τ ) =
∑

μ

Uμα(k)c
(†)

k,μ(τ ). (18)

It is straightforward to show, in light of Eq. (15), that

G̃μν(k,iωn) can be identically defined using the Hartree-Fock

fermion operators:

G̃μν(k,iωn) = −
∫ βh̄

0

dτeiωnτ Tr
[

ρ̂HF
G c̃k,μ(τ )c̃

†
k,ν(0)

]

, (19)

where ρ̂HF
G is the grand-canonical operator defined in terms of

the Hartree-Fock decoupled Hamiltonian.

At this point, it is also useful to define the effective interac-

tion between Hartree-Fock quasiparticles. It is more natural to

evaluate the response functions in this basis, which is our goal

in the second part of this study. Expressing the interaction part

of the Hamiltonian in terms of Hartree-Fock fermion operators,

one can easily read off the renormalized interaction between

incoming particles in Hartree-Fock subbands β and λ with

momenta k1 and k2, scattering to subbands α and γ with

momenta k1 + q and k2 − q, respectively:

Ṽαβ;γ λ(k1,k2,q) =
∑

α′β ′γ ′λ′

Vα′β ′;γ ′λ′ (q)Uα′α(k1 + q)

×Uγ ′γ (k2 − q)Uλ′λ(k2)Uβ ′β(k1). (20)

Note that the interaction between Hartree-Fock quasiparticles

is no longer just a function of the momentum transfer, but

also depends on the individual momenta of the scattering

quasiparticles.

A. Results: renormalized bands

In this section, we present the numerical results obtained

by solving the Hartree-Fock equation. The numerical method

is described in Appendix B in detail. The temperatures are

reported in units of T ∗, which is defined as

T ∗ = h̄2n/(2mkB). (21)

T ∗ is related to T
(0)
F , the Fermi temperature of a two-

dimensional noninteracting Fermi gas, as

T ∗ = T
(0)
F /(4π ) ≃ 0.08T

(0)
F . (22)

Figure 2 shows the energies of the first five Hartree-Fock

subbands [panels (a), (c), and (e)] and their corresponding

density of states (DOS) [panels (b), (d), and (f)] for rd = 1.0,

T/T ∗ = 0.1, and for three different transverse confinement

widths
√

na⊥ = 0.2, 0.4, and 0.6. Deviations from the nonin-

teracting quadratic energy dispersions can also be observed

in the DOS plots: the DOS of a quasi-two-dimensional

noninteracting Fermi gas has a uniform staircase structure

[shown in Figs. 2(b), 2(d), and 2(f) with dashed lines for

reference]. In the presence of interactions, we find that (1) the

DOS plot starts at a finite energy, meaning that the zero-point

energy of the lowest subband is lifted, (2) the DOS plot no

longer has flat regions (due to deviations from quadratic),

(3) the energy spacing between the jumps, which correspond

(m
a
2 �

/
2
)

k

(2
π

2
n
/
m

N
)
g
(

)

n−
1

2 k (ma2
� / 2)

(m
a
2 �

/
2
)

k

(2
π

2
n
/
m

N
)
g
(

)

n−
1

2 k (ma2
� / 2)

(m
a
2 �

/
2
)

k

(2
π

2
n
/
m

N
)
g
(

)

n−
1

2 k (ma2
� / 2)

FIG. 2. (Color online) Energy dispersion of the first five Hartree-Fock subbands [panels (a), (c), and (e)] and the density of states (DOS)

g(ǫ) [panels (b), (d), and (f)] for rd = 1.0 and T/T ∗ = 0.1. Panels (a) and (b):
√

na⊥ = 0.2. Panels (c) and (d):
√

na⊥ = 0.4. Panels (e) and

(f):
√

na⊥ = 0.6. The DOS in the absence of interactions is also shown for comparison (blue dashed lines).
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to the spacing between the zero-point energies of the subbands,

become nonuniform, and (4) the DOS of the interacting gas is

always lower than the DOS of the noninteracting gas, which

is associated to the long-range repulsive nature of dipolar

interactions in the confined geometry studied.

At zero temperature, the occupation of higher subbands is

only due to Pauli exclusion and the Fermi occupation function

is sharp. Therefore, at any given density, trap strength, and

interaction strength, only a finite number of Hartree-Fock

subbands are fully or partially occupied. A phase diagram

can thus be obtained for the system at T = 0 as a function of

trap and dipolar interaction strengths (Fig. 4). The diagram

shows that, at fixed transverse confinement width a⊥ and

density n, increasing the interaction results in occupation of

higher subbands. This behavior can be understood in light

of the reduction of the DOS due to interactions. The energy

and fractional occupation of the subbands were found to be

continuous across the phase boundaries and, therefore, the

transitions are continuous. The same transitions have been

reported to be first-order for a quasi-two-dimensional electron

gas [54].

In order to see the hybridization of noninteracting subbands,

we have plotted the fractional density of noninteracting and

Hartree-Fock subbands in Figs. 3(a) and 3(b), respectively,

as a function of transverse confinement width and at fixed

rd = 0.05 and temperature T/T ∗ = 0.1. Figures 3(c) and 3(c)

show the same quantities at a higher temperature T/T ∗ = 1.0.

It is observed that larger transverse confinement widths (i.e.,

weaker traps) naturally result in the occupation of higher

subbands. Hybridization is clearly noticeable by comparing

Fig. 3(a) with Fig. 3(b): occupation of the lowest Hartree-Fock

subband amounts to occupation of several noninteracting

subbands of even parity, 0,2,4, . . ., with decreasing weights. A

consequence of subband mixing is anomalous population in-

version; that is, the second noninteracting subband is populated

FIG. 4. (Color online) Quasi-two-dimensional liquid phases of

fermionic polar molecules at T = 0. The abbreviations N0, N1, etc.

stand for normal liquid phases populating up to the zeroth, first,

. . .Hartree-Fock subbands respectively.

before the first noninteracting subband due to hybridization

with subbands 0, 4, . . .

Finally, Fig. 3(e) shows the renormalized chemical potential

as a function of transverse confinement width at three different

temperatures (solid lines). We have also plotted the chemical

potential in the absence of interactions for reference (dashed

lines). We find that the renormalized chemical potential is

always greater than its noninteracting value, which is again

due to reduction of the DOS in the presence of interactions.

An interesting observation is the nonmonotonic behavior of

the chemical potential as a function of temperature, which

is clearly noticeable in the inset plot of Fig. 3(e). As a

consequence, the isothermal compressibility of the interacting

gas, κT = n−2(∂n/∂μ)T , will be a nonmonotonic function of

temperature. This behavior has been reported earlier [55] and

is also confirmed by our calculations. Intuitively, a small rise in

temperature will result in thermal excitation of states just below

the Fermi level. Having larger momenta, the thermally excited

quasiparticles experience stronger interactions and decrease

the DOS at the Fermi level. At a fixed number of particles, the

chemical potential has to be increased in order to compensate

FIG. 3. (Color online) Subband mixing and renormalization of the chemical potential. Panels (a) and (b) show the fractional population

of noninteracting subbands and Hartree-Fock subbands, respectively, as a function of transverse confinement width a⊥ at constant dipolar

interaction strength rd = 0.05 and temperature T = 0.1T ∗ ≃ 0.008T
(0)
F . Panels (c) and (d) are the same quantities at a higher temperature

T = T ∗ ≃ 0.08T
(0)
F . Panel (e) shows the chemical potential as a function of transverse confinement width a⊥ at T ≡ Tc = 0.1T ∗ ≃ 0.008T

(0)
F

(solid blue), T = 1.0T ∗ ≃ 0.08T
(0)
F (solid black), and T ≡ TH = 2.0T ∗ ≃ 0.16T

(0)
F (solid red). The dashed lines denote the chemical potential

in the absence of interactions for comparison. Notice the nonmonotonic ordering of the chemical potential vs temperature in the inset (refer to

text for discussion).
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for the reduced DOS. At higher temperatures, once the states

above the Fermi level are significantly populated, this effect

is suppressed and a smaller chemical potential is required to

keep the number of particles constant.

IV. PROBING THE INTERSUBBAND EXCITATIONS IN

LATTICE MODULATION SPECTROSCOPY

EXPERIMENTS

The single-particle and collective excitations of a strictly

two-dimensional gas of polar fermionic molecules have been

recently studied by several authors [22,34,37]. The two-

dimensional gas corresponds to the single-subband limit of

a quasi-two-dimensional gas and can be realized in strong

traps. At zero tilt angle (i.e., when the dipoles are aligned

perpendicular to the two-dimensional confining plane), the

dipole-dipole interactions are effectively repulsive. The dipolar

interactions are also short-range and regular in the long-

wavelength limit. Therefore, such systems are expected to

have the same qualitative properties as He-3, which is

described well by Fermi liquid theory for neutral systems

[56]. The elementary excitations of such systems consists of

quasiparticle-like excitations and the zero sound.

Upon decreasing the strength of the trap, the gap between

the subbands will be lowered and one enters the multisubband

regime. In this regime, the intersubband elementary excitations

must also be taken into account in addition to the intrasubband

elementary excitations. These excitations also come in two

flavors: quasiparticle-like excitations and p-h bound (or

antibound) states known as excitons.

The intersubband excitations can be experimentally de-

tected using the technique of lattice modulation spectroscopy

[45–49] which was originally introduced and realized in

cold atomic systems in order to study the Mott and su-

perfluid phases of the Hubbard model. This method relies

on the high controllability of the optical lattices which

allows rapid modulation of the optical potential. Intro-

ducing a weak oscillatory modulation to the amplitude

of the optical potential, one stimulates the transition of

particles from lower subbands to higher subbands. The

energy of the intersubband excitations must match the

modulation frequency for the transition to occur. There-

fore, one directly measures the excitation energy in such

experiments and no tedious calibration of parameters is

needed.

In order to measure the absorbed energy in modulation

experiments, one allows the system to rethermalize after

the modulation pulse. The new equilibrium state is then

mapped to a noninteracting state by switching off the inter-

actions adiabatically. For polar molecules, this can be done

by slowly ramping down the polarizing dc electric field.

Finally, the temperature (or kinetic energy) of the mapped

noninteracting state is measured in a time-of-flight experiment.

For weak modulation pulses, the change in the energy of

the adiabatically mapped state is linearly proportional to the

energy absorbed by the interacting system. One obtains the

intersubband excitation spectrum of the system by repeating

this procedure for a range of modulation frequencies. We

refer to this procedure as energy-resolved measurements for

brevity.

Another quantity which is often measured in modulation

spectroscopy experiments is the change in the number of

particles in each subband. We refer to such experiments as

band-resolved measurements for brevity. In such experiments,

rethermalization of the gas is avoided after the modulation

pulse. Instead, the gas is allowed to expand ballistically quickly

after the modulation pulse and the transverse momentum

profile of the particles is measured. The particles are resolved

into subbands by fitting the measured density profile to a

weighted sum of the density profiles calculated from the

transverse wave functions. Band-resolved measurements can

be used to study the mechanism of energy absorption via

intersubband processes.

A. Perturbative description of lattice modulation spectroscopy

experiments

In this section, we describe a theoretical framework for

predicting the results of modulation spectroscopy experiments

of polar molecules. As mentioned in Sec. II, we are interested

in the case of well-separated layers, where one can neglect

the interlayer couplings and just focus on transitions within

a single layer. For concreteness, we focus on the pancake at

z = 0. Upon introducing the amplitude modulation, the optical

potential takes the following time-dependent form:

Vlat(z,t) = [V0 + V1f (t)] sin2(kz)

≃ 1
2
mω2

trapz
2 + ξf (t)z2/a2

⊥, (23)

where ωtrap = k
√

2V0/m, a⊥ =
√

h̄/(mωtrap), ξ =
[h̄ωtrap/(2V0)]V1, and f (t) is the shape of the amplitude

modulation pulse. We have expanded the optical potential

to quadratic order about its minimum at z = 0. The

second-quantized form of the lattice modulation potential

[i.e., the second term in Eq. (23)] can be written as

V̂mod(t) = ξf (t)
∑

k,αβ

Tαβc
†
kαckβ , (24)

where Tαβ = a−2
⊥

∫

dzφ∗
α(z)z2φβ(z). For a harmonic trap, Tαβ

is given by

Tαβ = 1
2
[
√

(α + 1)(α + 2)δα,β−2

+
√

α(α − 1)δα,β+2 + (2α + 1)δαβ]. (25)

It is easier for subsequent derivations to express the perturba-

tion Hamiltonian in terms of Hartree-Fock fermion operators:

V̂mod(t) = ξf (t)
∑

k,αβ

T̃αβ(k)ñαβ(k), (26)

where

ñαβ(k) = c̃
†
kα c̃kβ ,

(27)
T̃αβ(k) =

∑

α′β ′

Uα′α(k)Uβ ′β(k)tα′β ′ .

We note that both Tαβ and T̃αβ are symmetric in the

subband indices. It is clear from Eqs. (24) and (25) that

the modulation perturbation stimulates an intersubband p-h

excitation between subbands whose indices differ by ±2.

We have tacitly assumed in Eq. (23) that the amplitude
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of the modulation pulse is low (i.e., ξ ≪ h̄ωtrap) and thus

neglected the small anharmonic terms such as ∼cos(ωt)z4,

which stimulate transitions between subbands whose indices

differ by ±4.

For low-amplitude modulations and short modulation pulse

durations, the disturbance in the equilibrium state of the

system is negligible and we can treat the modulation pulse

in perturbation theory. In the first-order approximation, the

response of the system to an oscillatory external field is also

purely oscillatory and yields no steady current on average.

Thus, one needs to consider processes that are at least second

order in the external fields in order to describe spectroscopic

probes such as energy absorption and interband transitions in

lattice modulation experiments.

We focus on energy-resolved measurements first. A

straightforward calculation yields the following expression for

the energy absorption rate, Ė(t) ≡ ∂tTr[ρ̂(t)Ĥ ], in second-

order perturbation theory:

Ė(t) = 2Re

∫

−∞t

dt ′〈V̂mod(t)Ĥ V̂mod(t ′) − Ĥ V̂mod(t)V̂mod(t ′)〉

= iξ 2f (t)

∫ ∞

−∞
dt ′f (t ′)∂tT (t − t ′), (28)

where

T (t) =
∑

k1,αβ

∑

k2,γ λ

Tαβ;γ λ(k1,k2,t) (29)

and

Tαβ;γ λ(k1,k2,t) = T̃αβ (k1)T̃γ λ(k2)�̃R
αβ;γ λ(k1,k2; t), (30)

in which �̃R
αβ;γ λ(k1,k2; t) is the retarded intersubband polar-

ization insertion

�̃R
αβ;γ λ(k1,k2; t) = −iθ (t)Tr{ρ̂0[ñβα(k1,t),ñγ λ(k2,0)]}.

(31)

In the experiments, the lattice modulation pulse is switched

on and off smoothly. For concreteness, we assume an expo-

nentially switched-on pulse

f (t) = e−η|t | cos(�t), (32)

where η is the switching rate and � is the frequency of

the ac modulation. We chose the exponentially switched-on

pulse (shown in Fig. 5) since it yields simple and transparent

analytical expressions. It is shown in Appendix C that the

− 1.5

− 1

− 0.5

0

0.5

1

1.5

− 200 − 100 0 100 200

f
(t

)

Ω t

FIG. 5. Plot of ac pulse for η/� = 0.05. The band-resolved

measurement is done at t = 0.

energy absorption rate for such a pulse is given by

Ė|�,η = −
ξ 2

4
�Im[T (� + iη)] + O

(

h̄ξ 2ηω−1
trap

)

. (33)

Note that, in light of Eqs. (29) and (30), T (ω), the Fourier

transform of T (t), can be identified as the self-energy correc-

tion of the optical lattice photons with energy h̄ω coupled to the

fermionic molecules. Thus, Eq. (33) can be simply interpreted

as the energy of the absorbed photons multiplied by their decay

rate (i.e., the imaginary part of their self-energy).

It is evident from Eq. (29) that the fundamental quantity

to be evaluated is �̃R
αβ;γ λ(k1,k2; t); namely, the dynamical

intersubband polarization insertion with zero net momentum

transfer. Except for a few exactly solvable models, the

polarization insertion can only be evaluated approximately by

summing certain classes of diagrams. A realistic many-body

approximation is expected to satisfy particle number, energy,

and momentum conservation laws [50]. The conservation laws

can often be expressed as sum rules for correlation functions.

We discuss the sum rules relevant to the present problem in

Sec. IV C 3 and utilize them to check the consistency of the

obtained numerical results.

B. Energy absorption and intersubband transition rates in

time-dependent Hartree-Fock approximation

We evaluate the polarization insertion in the conserving

time-dependent Hartree-Fock (TDHF) approximation [50],

also known as the generalized random phase approximation

(GRPA) [56] or the random phase approximation with ex-

change (RPAE) [57]. TDHF is considered the simplest con-

serving many-body approximation that respects the quantum

statistics of the particles. Once the polarization insertion matrix

elements are found, the energy absorption rate can be easily

evaluated using Eqs. (29), (30), and (33). We carry out the

diagrammatic calculations in the imaginary-time formalism.

The retarded polarization appearing in Eq. (30) can be found

by the standard procedure of analytical continuation of the

Matsubara frequency to the upper complex frequency half-

plane:

�̃αβ;γ λ(k1,k2; �) = �̃αβ;γ λ(k1,k2; iνn → �). (34)

Evaluating polarization diagrams in the TDHF approxima-

tion amounts to summing the direct and exchange scatterings

between the p-h pairs to all orders in each p-h loop. In

other words, the full polarization diagram is the sum of all

ring diagrams with ladder-like vertex corrections [50]. The

successive iterations of the following Bethe-Salpeter equation

generates all such contributions:

(35)
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where the double zigzag line represents the combined

direct and exchange interaction between Hartree-Fock

quasiparticles:

Ũ
(d+e)
αβ;μν(k,k

′) =

= Ṽνβ;αμ(k,k
′
,k

′ − k) − Ṽαβ;νμ(k,k
′
, 0).

(36)

The negative sign of the direct interaction is due to the extra

fermion loop it introduces. The diagrammatic Eq. (35) yields

�̃αβ;γ λ(k̄1,k̄2; iνn) = G̃α

(

k1,iωn1
+ iνn

)

G̃β

(

k1,iωn2

)

×
[

δαγ δβλδk1k2
−

1

β

∑

iω′
n

∫

d2k′

(2π )2

× Ũ
(d+e)
αβ;μν(k1,k

′)�̃μν;γ λ(k̄′,k̄2; iνn)

]

,

(37)

where k̄1 = (k1,iωn1
), k̄2 = (k2,iωn2

), and k̄′ = (k′,iω′
n). We

note that, if we had formulated the problem in the non-

interacting basis, the Green’s functions would have been

nondiagonal in the subband indices and the resulting integral

equation would have had additional intermediate subband

index summations.

Summing both sides of Eq. (37) over the Matsubara

frequencies iωn1
and iωn2

and analytically continuing iνn →
�, with � being an arbitrary point in the upper complex

half-plane, we get

�̃αβ;γ λ(k1,k2; �) = �̃
(0)
αβ(k1; �)

[

δαγ δβλδk1k2
−

∫

d2k′

(2π )2

× Ũ
(d+e)
αβ;μν(k1,k

′)�̃μν;γ λ(k′,k2; �)
]

, (38)

where �̃
(0)
αβ(k; �), the bare intersubband polarization with zero

net momentum transfer, is defined as

�̃
(0)
αβ(k; �) =

1

β

∑

iωn

G̃α(k; iωn + iνn)G̃β(k; iωn)

∣

∣

∣

∣

iνn→�

=
nβ(k) − nα(k)

� + ξ̃β(k) − ξ̃α(k)
. (39)

The poles of �̃
(0)
αβ(k; �) correspond to β → α p-h excitation

energies.

Equation (38) is an integral equation for the intersubband

polarization. However, it is more suitable for our purpose

to formulate an integral equation for the following auxiliary

function, in which some of the summations appearing in

Eq. (29) are already carried out:

h̃αβ(k1; �) =
∑

k2,γ λ �̃αβ;γ λ(k1,k2; �)T̃γ λ(k2)

�̃
(0)
αβ(k1; �)

. (40)

Using Eq. (38), one easily finds

h̃αβ(k1; �) = T̃αβ(k1) −
∫

d2k′

(2π )2
Ũ

(d+e)
αβ;μν(k1,k

′)

× �̃(0)
μν(k′; �)h̃μν(k′; �). (41)

Iterating the above integral equation,

one identifies h̃αβ as the effective intersubband transition

matrix including the interaction effects. The presence of p-h

scatterings to all orders suggests that h̃αβ(k; �) will have poles

at excitonic energies. Note that, in contrast to Eq. (38), the

bare polarizations (which have integrable singularities) appear

under integrals in the above equation. Therefore, provided

that its Fredholm determinant is nonvanishing, Eq. (41) yields

smooth solutions. The Fredholm determinant, however, may

vanish for an isolated set of frequencies, corresponding to the

excitons. We use this criteria for locating the excitons.

Once hαβ(k; �) is found, T (�) can be readily evaluated

using Eq. (40):

T (�) =
∑

αβ

∑

k1

T̃αβ (k1)�̃
(0)
αβ(k1; �)h̃αβ(k1; �). (42)

The numerical procedure used to solve the integral equation

for h̃αβ is described in detail in Appendix E.

In the TDHF approximation, the excitons that lie outside

of p-h continua are undamped and have infinitely long

lifetimes. Therefore, they will appear as poles just below

the real frequency axis in h̃αβ(k; �) and T (�). According to

Eq. (33), the undamped excitons yield sharp Dirac-delta-like

peaks in the energy absorption spectrum in the adiabatic pulse

switching limit (η → 0). The spectral weight of an exciton can

be found using the analyticity of T (ω) in the upper complex

frequency half-plane. Assuming that that T (ω) is singular at

ω = ω0 − i0+, one can find the spectral weight associated to

it using the Kramers-Kronig relations:

W |ω=ω0
=

πξ 2

4
ω0 lim

ω→ω0

{(ω − ω0)Re[T (ω)]}. (43)

In the remainder of this section, we address the subtler

problem of evaluating the intersubband transition rates. The

subtlety originates from the fact that the population of each

subband is not conserved separately by the microscopic

Hamiltonian. The presence of intersubband interaction matrix

elements such as Vγα;γβ implies that [N̂γ ,Ĥ ] �= 0, where N̂γ

is the total number operator of particles in subband γ . We

note that this result holds for Hartree-Fock number operators

as well. As a consequence, the intersubband excitations

generated by the lattice modulation term are subject to

nonequilibrium dynamics as the system evolves and the rates

cannot be evaluated using linear response theory. Ultimately,

one needs to utilize the Schwinger-Keldysh formalism and

nonequilibrium Green’s functions in order to calculate the

transition rates. We note that this additional difficulty is not

present in theories in which the number of each species is
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conserved separately. In those cases, the transition rates can

be evaluated using the equilibrium formalism in second-order

perturbation theory [58].

We quote the final result of the nonequilibrium analysis

and leave the technical details for future works. In brief, our

strategy is to solve the nonequilibrium Dyson’s equation up to

second order in the external field. The intersubband transition

rates can be extracted from the second-order corrections to

the nonequilibrium Green’s functions. For the exponentially

switched-on pulse, we find the total number of particles

transferred from the Hartree-Fock subband α to β for times

t � 0 to be

�Ñα→β(t)|t�0 =
e−2η|t |

4η
|h̃βα(� + iη)|2Im

[

�̃
(0)
αβ(� + iη)

]

.

(44)

We have neglected the oscillatory terms in the above equation.

Such contributions are the second harmonics of the external

ac field which naturally arise in second-order perturbation

theory. In the limit η/� ≪ 1, the oscillatory terms are much

smaller than the retained term. Moreover, they yield no steady

transition current on average due to their oscillatory nature.

The effective duration of the exponentially switched-on

pulse from t = −∞ to t = 0, when the measurement takes

place, is �t ∼ η−1. We define the effective intersubband

transition rate as

R̃α→β ≡ η�Ñα→β(0). (45)

For weakly interacting systems, subband hybridization is a

negligible effect (see Fig. 3; the fractional hybridization is

∼10−6 for rd = 0.05) and the transition rates between Hartree-

Fock subbands are virtually the same as the transition rates

between the noninteracting subbands; that is, �Ñα→β(t) ≈
�Nα→β(t) and R̃α→β ≈ Rα→β .

We conclude our discussion of the TDHF approximation

with a brief remark on its reliability in the context of modula-

tion experiments. Apart from the absence of correlation effect

that restricts its application to weakly interacting systems, a

major shortcoming of the TDHF approximation is the absence

of collision integrals that describe relaxation processes. The

reliability of the time evolution of an operator in the TDHF

approximation can thus be judged based on its commutation

with the Hamiltonian. We refer to operators that commute with

the Hamiltonian in the absence of the external perturbation as

conserved operators. The nonconserved operators are defined

likewise.

Since the expectation value of conserved operators remains

intact during relaxation processes, the time evolution of such

operators is essentially unaffected by the lack of collision

integrals. Therefore, we expect that the TDHF prediction for

the energy absorption rate (which is the expectation value

of the Hamiltonian, a manifestly conserved operator) to be

reliable. In particular, the quality of this prediction is expected

to be indifferent to the duration of the modulation pulse,

provided that its amplitude and power are not too large.

On the other hand, relaxation processes play an important

role in the time evolution of nonconserved quantities, such as

the population of individual subbands. In particular, studying

the time evolution of such operators must be avoided in the

limit of adiabatically switched pulses, where the relaxation

processes play a central role. Generally, one must make sure

that the lifetime of excitations is longer than the pulse duration

in order to justify the absence of relaxation processes in the

theory. For the exponentially switched-on pulse of Eq. (32),

this condition leads to the following criteria:
〈

Ŵrel
α

〉

< 2η (for all α), (46)

where 〈Ŵrel
α 〉 is the average relaxation rate of an excitation

in subband α. An estimate of 〈Ŵrel
2 〉 for quasiparticle-like

excitations is provided in Appendix D. We will use Eq. (46)

and the results of Appendix D in order to choose an appropriate

value for η. We note that, in experiments with reactive polar

molecules, another constraint on the pulse duration results

from the reduced lifetime of molecules in the higher subbands.

In practice, η must be chosen to be larger than both the

relaxation rate and the molecule loss rate.

C. Results

In this section, we present the results obtained by evaluating

Eqs. (33) and (44) numerically. We keep the first five subbands

in the numerical calculations. The results are given in terms of

the following dimensionless and intensive quantities:

ε̇ ≡ (2h̄N−1ξ−2)Ė,

w ≡
(

2h̄N−1ξ−2ω−1
trap

)

W,
(47)

rα→β ≡ (2h̄2N−1ξ−2)�Rα→β,

�̄ ≡ �/ωtrap.

Based on the remarks mentioned at the end of the previous

section, one expects the energy absorption spectrum obtained

in experiments done at a finite switching rate to be essentially

a broadened version of those obtained in the adiabatic limit.

In fact, the appearance of T (� + iη) in Eq. (33) and the

analyticity of T (ω) in the upper complex frequency half-plane

is a rigorous justification of this claim. In light of this

observation, we have evaluated the energy absorption rates

in the adiabatic limit for the clarity of presentation. In this

limit, the excitonic peaks will be Dirac-delta-like and one can

easily distinguish excitons from the p-h continua.

1. Energy absorption rates

We start with the simpler case of a strong trap at low

temperatures where only the lowest subband is populated.

Figure 6 shows the energy absorption spectrum for a range of

weak dipolar interactions rd = 0.001,0.005,0.010, . . . ,0.050

at a fixed transverse confinement width
√

na⊥ = 0.2 and tem-

perature T = 0.1T ∗ ≃ 0.008T
(0)
F . We find that the spectrum

consists of a single p-h continuum, corresponding to 0 → 2

transitions, and a single exciton. The energy of the exciton

lies above the p-h continuum and, therefore, is an antibound

p-h pair. The antibinding nature of the excitonic mode is

a consequence of the anisotropic dipole-dipole interactions.

The exciton captures 99.74% ± 0.01% of the spectral weight,

leaving only 0.26% ± 0.01% for the continuum. These ratios

were found to be independent of rd in the studied range,

although they may depend on a⊥ and T .

Figure 7 shows the energy absorption spectrum for various

temperatures in the range 0.04 < T/T
(0)
F < 1.60 at a fixed
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FIG. 6. (Color online) Energy absorption rate plots for various

dipolar interaction strengths at fixed
√

na⊥ = 0.2 and T = 0.1T ∗ ≃
0.008T

(0)
F . In all of the cases shown, the spectrum consists of a single

p-h excitation continuum (yellow shaded continuum) and a single

antibound exciton (red spikes). The exciton captures 99.74% of the

spectral weight for the range of rd shown in the figure.

transverse confinement width
√

na⊥ = 0.2 and dipolar inter-

action strength rd = 0.05. We found that, at low temperatures,

the spectrum consists of a single exciton and a single p-h

continuum corresponding to 0 → 2 transitions (light, yellow

shaded continua). As the temperature is increased, the spectral

weight of the excitonic mode drops slightly from 99.74% ±
0.01% to 99.67% ± 0.01%. At this point, the p-h continuum

associated to 1 → 3 transitions (dark blue shade) becomes

visible due to thermal population of the first-excited subband.

The exciton also merges into the 1 → 3 continuum. At

higher temperatures, more p-h continua appear continuously

due to thermal population of higher subbands. We also

notice that the 1 → 3 exciton, which initially appears on

the edge of the 1 → 3 continuum (the peak at the end of
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FIG. 7. (Color online) Energy absorption rate plots for various

temperatures at fixed
√

na⊥ = 0.2 and rd = 0.05 (achievable in the

current experiments of the group at JILA). The excitons appear as red

spikes and their fractional spectral weights are shown above them. At

low temperatures, the spectrum consists of a single p-h continuum

corresponding to 0 → 2 transitions (light yellow shaded continua)

and a single exciton (red spikes). At higher temperatures, more p-h

excitation continua appear continuously due to thermal occupation

of higher subbands. The (dark) blue and (darker) violet shaded

continua correspond to 1 → 3 and 2 → 4 transitions respectively.

The excitonic modes capture more than 99% of the spectral weight,

whether they are outside or inside p-h continua.

the 1 → 3 continuum, visible for T/T
(0)
F ≃ 0.4 to ∼ 1.0),

moves out of the continuum and merges into the 2 → 4

continuum (visible for T/T
(0)
F � 1.0). We expect that all of the

excitons and continua converge to a single peak at ω = 2ωtrap

at temperatures well above quantum degeneracy, where all

interaction effects are masked due to thermal fluctuations. The

shift of 0 → 2 continuum toward ω = 2ωtrap and its shrinking

for T > T
(0)
F agrees with this expectation.

Figure 8 shows the energy absorption spectrum for var-

ious transverse confinement widths at a fixed dipolar in-

teraction strength rd = 0.05 for two different temperatures

T = 0.1T ∗ ≃ 0.008T
(0)
F [Fig. 8(a)] and T = 10T ∗ ≃ 0.8T

(0)
F

[Fig. 8(b)]. The low- and high-temperature results have strik-

ingly similar features. For strong traps (small a⊥), the spectrum

consists of a single exciton and a single p-h continuum. Like

before, the exciton captures more than 99% of the spectral

weight. Upon relaxing the trap (increasing a⊥), the energy

gap between the subbands is reduced and the higher subbands

will be populated, resulting in the appearance of more p-h

continua and excitonic modes associated to each continuum. In

the low-temperature case [Fig. 8(a)], the excitons lie outside of

continua in most of the plots while, at higher temperatures, the

continua are broadened and the excitons lie inside the continua

in most cases. Had we included higher subbands in the calcula-

tions, the bare exciton appearing in Fig. 8(b) for
√

na⊥ > 0.3

would have appeared inside the 3 → 5 p-h continuum.

We find that, as soon as a new exciton appears (upon

increasing a⊥), it continuously captures the spectral weight

of the exciton below it as the trap is relaxed further. Thus, one

may question the nature of excitons in multisubband systems;

that is, whether they are associated to certain intersubband

transitions or inherit the properties of the previously appeared

excitons as they absorb their spectral weight. We address this

question in the next section where we discuss intersubband

transition rates.

Another interesting finding is the appearance of the Fano

line-shape [59] in parts of the spectrum. This phenomenon is

most easily noticeable in the 1 → 3 continua for
√

na⊥ > 0.34

in Fig. 8(b). The missing spectral weight inside the continuum

is associated to the interference of the p-h excitations and the

excitonic mode just above it.

It is worthy of mention that, despite the fact that all of

the results presented so far belong to the weakly interacting

regime (rd � 0.05), one finds that the presence of interactions

dramatically modifies the intersubband excitation spectrum.

In the absence of interactions, all of the structures shown in

Figs. 6, 7, and 8 disappear, leaving a single peak at ω = 2ωtrap

(see Fig. 1).

2. Intersubband transition rates

Motivated by band-resolved spectroscopy experiments and

also in order to elucidate the nature of excitons, we evaluate

the intersubband transition rates in this section. According

to the remarks at the end of Sec. IV A [see Eq. (46)] and

the estimates obtained in Appendix D for the quasiparticle

relaxation rate, we choose η = 0.01h̄n/(2m). This choice

guarantees the modulation pulse duration to be smaller than

the lifetime of most intersubband excitations and thus justifies

the use of the TDHF approximation.
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FIG. 8. (Color online) Energy absorption rate plots for various transverse confinement widths at fixed rd = 0.05. (a) T = 0.1T ∗ ≃ 0.008T
(0)
F ,

(b) T = 10T ∗ ≃ 0.8T
(0)
F . The excitons appear as red spikes. For strong transverse confinements (small a⊥), the spectrum consists of a single

p-h continuum corresponding to 0 → 2 transitions (light yellow shaded continua) and a single exciton (red spikes). For weaker transverse

confinements (larger a⊥), more p-h excitation continua appear continuously due to the reduced energy gap between the subbands, corresponding

to transitions 1 → 3 (dark, blue), 2 → 4 (darker, violet), etc. The length of the spikes indicate their dimensionless spectral weight w. The

excitonic modes capture more than 99% of the spectral weight, whether they are outside or inside p-h continua.

Figure 9 shows the energy absorption rate along with

different intersubband transition rates for three transverse

confinement widths at T = 0.1T ∗ ≃ 0.008T
(0)
F . The topmost

plots are slices of Fig. 8(a), which are broadened due to the

finite switching-on rate. The energy absorption rates in the

adiabatic switching limit are also shown for comparison. Note

that we have chosen different scales along the vertical axis for

clarity of presentation.

For
√

na⊥ = 0.30 [Figs. 9(a1) and 9(a2)], the spectrum

consists of a single p-h continuum and an exciton. The only

nonvanishing intersubband-transition channel is 0 → 2. For√
na⊥ = 0.45 [Figs. 9(b1), 9(b2), and 9(b3)], the spectrum

consists of two p-h continua and two excitons. We find that the

excitons have a mixed nature in this case; that is, although the

first and the second excitons are mainly composed of 0 → 2

and 1 → 3 p-h pairs, each has a considerable contribution

from the other p-h pairs. For
√

na⊥ = 0.54 [Figs. 9(c1), 9(c2),

and 9(c3)], one finds that the spectral weight of the first exciton

is reduced and the second exciton dominates. The energy

absorption is mainly due to 1 → 3 transitions in this case.

Figure 10 shows the same quantities as Fig. 9 but at a

higher temperature T = 10T ∗ ≃ 0.8T
(0)
F . For

√
na⊥ = 0.05

[Figs. 10(a1) and 10(a2)], the spectrum consists of a single

p-h continuum and an exciton, both of which are associated

to 0 → 2 transitions. For
√

na⊥ = 0.16 [Figs. 10(b1), 10(b2),

and 10(b3)], the spectrum consists of two p-h continua and

one visible exciton which lies inside the second continuum.

The exciton is a mixture of both 0 → 2 and 1 → 3 p-h pairs.

For
√

na⊥ = 0.28 [Figs. 10(c1)–10(c4)], one finds more

continua and excitons. Again, the excitons are mixtures of

different p-h pairs.

Another interesting finding is the significantly reduced

spectral weight between the two excitons in the r0→2 plots

[see Figs. 9(b2), 9(c2), and 10(c2)]. This phenomenon is an

FIG. 9. (Color online) Energy absorption rates and intersubband transition rates for various transverse confinement widths at a fixed dipolar

interaction strength rd = 0.05 and temperature T = 0.1T ∗ ≃ 0.008T
(0)
F . The gray shaded plots correspond to quantities evaluated at a finite

pulse switching rate of η = 0.01h̄n/(2m). The spikes (excitons) and darker continua correspond to the adiabatic switching limit and are shown

for comparison. The red spikes correspond to excitons lying outside of p-h continua in the adiabatic limit. The length of the spikes indicate

their dimensionless spectral weight w. Panels (a1) and (a2):
√

na⊥ = 0.30. Panels (b1)–(b3):
√

na⊥ = 0.45. Panels (c1)–(c3):
√

na⊥ = 0.58.
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FIG. 10. (Color online) Energy absorption rates and intersubband transition rates for various transverse confinement widths at a fixed dipolar

interaction strength rd = 0.05 and temperature T = 10T ∗ ≃ 0.8T
(0)
F . The gray shaded plots correspond to quantities evaluated at a finite pulse

switching rate of η = 0.01h̄n/(2m). The spikes (excitons) and darker continua correspond to the adiabatic switching limit and are shown for

comparison. The red spikes correspond to excitons lying outside of p-h continua in the adiabatic limit. The length of the spikes indicate their

dimensionless spectral weight w. Panels (a1) and (a2):
√

na⊥ = 0.05. Panels (b1)–(b3):
√

na⊥ = 0.13. Panels (c1)–(c3):
√

na⊥ = 0.28.

example of Fano interference between the excitons and has also

been previously studied in semiconductor quantum wells [60].

3. Numerical check of sum rules

Realistic many-body approximations are expected to yield

response functions that abide by the conservation laws result-

ing from symmetries of the Hamiltonian. The conservation

laws can often be expressed in the form of sum rules for

correlation functions. The TDHF approximation belongs to

the class of conserving approximations and is expected to

satisfy such sum rules rigorously. These rules can thus be used

to check the consistency of the numerical calculations.

The sum rule associated to particle number conservation,

known as the longitudinal f -sum rule, can be most easily

derived by by evaluating the quantity 〈[[H,ρ(q)],ρ(−q)]〉
in two ways (i.e., directly using commutation relations and

using the Källén-Lehmann representation [58]). Here, ρ(q) =
∑

k,α c
†
k,αck+q,α . The final result is easily found to be

∫ ∞

0

d�

π
�Im

[

∑

k1,k2

�R
αα;ββ (k1,k2; q,�)

]

= −
|q|2

2m
N, (48)

where N is the total number of particles in all subbands. Since

the lattice modulation pulse only creates p-h excitations with

zero center-of-mass momentum, we only needed to calculate

polarization parts at q = 0 [see Eqs. (30) and (33)]. The

f -sum rule is trivially satisfied in the TDHF approximation

in this limit: the right-hand side of the above equation

vanishes and, investigating Eqs. (38) and (39), one finds

limq→0 �R
αα;ββ (k1,k2; q,�) = 0 at finite �. The ambiguity at

� = 0 is not problematic due to the presence of an extra factor

of � in the integrand of the above equation.

A sum rule associated to the conservation of energy

in modulation experiments can be found by evaluating

〈[[H,V̂m],V̂m]〉 in the two ways mentioned above, where V̂m =
∑

αβ

∑

k Tαβc
†
k,αck,β . A straightforward calculation yields

∫ ∞

0

d�

π
�Im[T (�)]

= −
1

2

∑

αβγ

�αβTαβ (Tαγ Nγβ − Tβγ Nγα), (49)

where �αβ = ǫα − ǫβ is the noninteracting band gap [see

Eq. (3)] and Nαβ =
∑

k〈c
†
k,αck,β〉. Apart from a constant

factor, the left-hand side is proportional to the spectral sum

of the energy absorption rate for adiabatically switched

pulses. We refer to above relation as the modulation sum

rule.

We checked the modulation sum rule by integrating the

energy absorption spectra presented earlier numerically and

found it to be satisfied in all of the studied cases with an error

of less than 1%, which was estimated to lie well within the

error tolerance of numerical integrations.

V. EXPERIMENTAL OUTLOOK

Like numerous other theoretical predictions of many-body

phenomena using polar molecules, the observation of the

results presented in this paper may also be experimentally chal-

lenging. In this section, we discuss some of these challenges
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and point out the experimental signatures that are expected to

more robust.

The group at JILA has successfully realized a near-

degenerate gas of KRb polar molecules with a density of n ∼
4 × 1011 cm−3, a temperature of T ≃ 1.4T

(0)
F and a maximum

dipole moment of D ≃ 0.22 Debye [6–10]. Loading the gas

into a one-dimensional optical lattice with a wavelength of

∼1 μm yields stacks of pancakes with
√

na⊥ ≃ 0.2 and

rd ≃ 0.04, closely matching the parameters used to obtain the

higher-temperature plots in Fig. 7.

In the experiments with KRb and generally all species

with energetically favorable two-body chemical reactions, the

molecules have a finite lifetime due to head-to-tail collisions.

Populating higher subbands generally results in higher reactive

collision rates, making experiments more challenging. From

this perspective, it is favorable to prepare the system in the

single subband regime. The results shown in Fig. 6 belong

to such a regime and, in particular, observation of the the

excitonic peak is expected to be feasible. However, presence

of heating noise and broadening of excitonic peaks due to

inelastic scatterings and finite pulse durations may mask the

p-h continuum, which has less than 1% of the spectral weight.

If only a single peak is resolved, it can be difficult to judge

if the peak is associated to the exciton. Therefore, one may

need to look for signatures of excitons in the multisubband

regime.

Quéméner et al. have recently studied chemical reaction

rates of reactive polar molecules in pancake geometries

and have shown that the suppression of chemical reactions

remains effective even if the first few excited subbands are

populated [44]. Experiments with nonreactive polar molecules

are another possibility for realizing multisubband systems with

long lifetimes.

In the multisubband regime, a more robust experimental

signature for excitonic effects can be found in the plots

shown in Fig. 8. The appearance of two excitonic peaks (one

mainly associated to 0 → 2 and the other to 1 → 3) and the

disappearance of the first exciton upon relaxing the trap is

expected to be detectable in both energy-resolved and band-

resolved lattice modulation spectroscopy experiments. Most

strikingly, the Fano interference effects reduce the spectral

weight between the two excitons significantly [see Fig. 10(c2)]

and allows the double-peak structure to be resolved even if the

broadening of peaks is beyond their frequency separation. The

plots in Figs. 8(b) and 10 suggest that observation of excitonic

effects is not limited to strongly degenerate systems and is

expected to be feasible for temperatures of the order of the

Fermi temperature as well.

We note that extension of the band-resolved measurement

technique to momentum-resolved measurements [61,62] can

also be used to directly measure the exciton wave functions.

Although the band-resolved measurements yield valuable

information about the nature of intersubband excitations, the

energy-resolved measurements are generally expected to be

less prone to broadening since they are not affected by

quasiparticle relaxation processes.

Finally, we note that our choice of exponentially switched-

on pulse shapes in this study was mainly for ease of

calculations. Generally, the broadening of the peaks can be

minimized by ramping up the amplitude of modulations as

fast as possible, followed by a hold interval at the maximum

amplitude.

VI. CONCLUSIONS

In this paper, we theoretically analyzed a quasi-two-

dimensional system of fermionic polar molecules in a har-

monic transverse confining potential. The electric dipole

moments of the molecules were assumed to be aligned

perpendicular to the confining plane using a strong dc electric

field. We studied the renormalization of the energy bands in

the Hartree-Fock approximation for various trap strengths,

dipolar interaction strengths, and temperatures (Fig. 2). The

renormalized subbands were found to be parity-conserving

mixtures of the noninteracting subbands (Fig. 3). A phase

diagram was obtained for the normal liquid phases of the

system at zero temperature (Fig. 4) as a function of trap and

interaction strengths.

We also studied the intersubband excitation spectrum of

the system in the conserving time-dependent Hartree-Fock

(TDHF) approximation for various system parameters and

presented theoretical predictions for energy absorption rates

in lattice modulation spectroscopy experiments. We found

that the excitation spectrum consists of both intersubband

p-h continua and antibound excitons (Figs. 6, 7, and 8). The

excitons capture more than 99% of the spectral weight. Our

results indicate that both types of excitations are present for

interaction strengths and temperatures accessible in current

experiments with polar molecules.

By evaluating the intersubband transition rates in lattice

modulation spectroscopy experiments, we studied the nature

of excitons and found that they are mixtures of p-h excitations

arising from several subbands (Figs. 9 and 10). We also found a

criterion for the validity of TDHF predictions for intersubband

transition rates [Eq. (46)].

Finally, we briefly discussed the experimental outlook of

this study and pointed out the most robust experimental signa-

tures of excitonic effects based on the the presented results.
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APPENDIX A: GENERATING FUNCTION FOR EFFECTIVE

INTERSUBBAND DIPOLAR INTERACTIONS IN

HARMONIC TRAPS

In this appendix, we derive a generating function for the

effective intersubband dipolar interactions for harmonic traps

and provide explicit formulas for the first few. We start

the derivation by transforming the in-plane coordinates of
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the electric dipole-dipole interaction [Eq. (5)] to momentum

space:

Vdip(z,q) =
∫

d2xe−iq·xVdip(z,x)

=
8πD2

3
δ(z) − 2πD2|q|e−|q||z|. (A1)

The effective intersubband interaction is obtained by integrat-

ing out the z coordinate:

Vαβ;γ λ(q) =
∫

dzdz′φα(z)φβ(z)φγ (z′)φλ(z′)Vdip(z − z′,q)

=
8πD2

3

∫ ∞

−∞
dzφα(z)φβ(z)φγ (z′)φλ(z′)

− 4πD2|q|
∫ ∞

0

dξ

∫ ∞

−∞
dη[φα(η + ξ )φβ(η + ξ )

×φγ (η − ξ )φλ(η − ξ ) + φα(η − ξ )φβ(η − ξ )

×φγ (η + ξ )φλ(η + ξ )]e−2|q|ξ , (A2)

where the transverse wave functions, φα(z), etc., are the

well-known harmonic oscillator wave functions [Eq. (6)]. We

have changed variables to η = (z + z′)/2 and ξ = (z − z′)/2

in order to take care of the absolute value appearing in Eq. (A1)

conveniently.

A generating function for Vαβ;γ λ(q) can be found by

expressing the Hermite functions appearing in Eq. (6) in terms

of their generating function:

e2xt−t2 =
∞

∑

n=0

Hn(x)tn

n!
. (A3)

Plugging Eq. (6) into Eq. (A2) and using Eq. (A3), we get the

following generating function for Vαβ;γ λ(q):

Ŵ(w1,w2,w3,w4; q) =
8D2

3a⊥

∫ ∞

−∞
dz̃e2z̃w1−w2

1 e2z̃w2−w2
2 e2z̃w3−w2

3 e2z̃w4−w2
4 e−4z̃2/2 − 4D2|q|

∫ ∞

0

dξ

∫ ∞

−∞
dη

×
[

e2(η+ξ )w1−w2
1 e2(η+ξ )w2−w2

2 e2(η−ξ )w3−w2
3 e2(η−ξ )w4−w2

4 e−(η+ξ )2

e−(η−ξ )2

+ e2(η−ξ )w1−w2
1 e2(η−ξ )w2−w2

2 e2(η+ξ )w3−w2
3 e2(η+ξ )w4−w2

4 e−(η+ξ )2

e−(η−ξ )2]

e−2|q|ξ

=
4
√

2πD2

3a⊥
e−w2

1−w2
2−w2

3−w2
4+

1
2

(w1+w2+w3+w4)2 − πD2|q|e|q|2a2
⊥/2+2w1w2+2w3w4+|q|a⊥(w1+w2−w3−w4)

× erfc

(

|q|a⊥ + w1 + w2 − w3 − w4√
2

)

− πD2|q|e|q|2a2
⊥/2+2w3w4+2w1w2+|q|a⊥(w3+w4−w1−w2)

× erfc

(

|q|a⊥ + w3 + w4 − w1 − w2√
2

)

, (A4)

and Vαβ;γ λ(q) is given by

Vαβ;γ λ(q) =
∂α
w1

∂β
w2

∂
γ
w3

∂λ
w4

Ŵ(w1,w2,w3,w4; q)
√

α!β!γ !λ!2α2β2γ 2λ

∣

∣

∣

∣

∣

wi=0

. (A5)

Using Eq. (A5), we provide explicit expressions for the

interactions between the first two subbands and their long-

wavelength limits for reference:

V00;00(q) =
4
√

2πD2

3a⊥
− 2πD2|q|e|q|2a2

⊥/2

× erfc(|q|a⊥/
√

2)

≃
4
√

2πD2

3a⊥
− 2πD2|q| + O(|q|2), (A6)

V01;01(q) =
√

2πD2

3a⊥
(2 − 3|q|2a2

⊥) + πD2|q|3a2
⊥e|q|2a2

⊥/2

× erfc(|q|a⊥/
√

2)

≃
2
√

2πD2

3a⊥
−

√
2πD2|q|2a⊥ + O(|q|3), (A7)

V00;11(q) =
√

2πD2

3a⊥
(2 + 3|q|2a2

⊥) − πD2|q|(2 + |q|2a2
⊥)

× e|q|2a2
⊥/2erfc(|q|a⊥/

√
2)

≃
2
√

2πD2

3a⊥
− 2πD2|q| + O(|q|2), (A8)

V11;11(q) =
√

2πD2

2a⊥
(1 + |q|2a2

⊥)(2 + |q|2a2
⊥)

−
πD2

2
|q|(2 + |q|2a2

⊥)2e|q|2a2
⊥/2erfc(|q|a⊥/

√
2)

≃
√

2πD2

a⊥
− 2πD2|q| + O(|q|2). (A9)

Note that V01;01 = V10;01 = V10;10 = V01;10, V00;11 = V11;00

and V00;01 = V00;10 = V01;00 = V10;00 = 0.

APPENDIX B: NUMERICAL SOLUTION OF

HARTREE-FOCK EQUATION

Our goal is to develop a numerical routine to find a self-

consistent solution to Eq. (17) at any given temperature, dipolar
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interaction strength, and transverse confinement strength.

In its current form, Eq. (17) describes an infinite number

of coupled nonlinear integral equations. However, we note

that, at zero temperature, there is only a finite number of

occupied subbands due to the sharp step-like behavior of

Fermi occupation function. At finite temperatures, we also

expect to find a finite number of subbands with a significant

population. Thus, a cutoff can be imposed on the number of

subbands in practice. In our implementation, we choose the

cutoff such that the fractional density of the highest neglected

subband is less than 10−3. This ensures that the presence of

higher subbands have a negligible effect (i.e., of the order

of 10−3D2k3
F ) on the energies of the lower subbands [see

Eq. (17)]. The number of dimensions of the integral equations

can also be reduced due to the isotropy of the intersubband

interactions, which is inherited by the self-energy matrices

and their related quantities. The self-consistent Hartree-Fock

self-energy equation can be rewritten as


⋆
μν(k) =

∫

k′dk′

2π
[Wμν;γ λ(0,0) − Wμλ;γ ν(k,k′)]U (k′)λρ

×U (k′)γρn
F [ξρ(k′)], (B1)

where Wμλ;γ ν(k,k′) is the angle-averaged interaction, which

is defined as

Wμλ;γ ν(k,k′) =
∫ 2π

0

dφ

2π
Vμλ;γ ν(

√

q2 + k2 − 2qk cos φ).

(B2)

From a numerical perspective, it is favorable to deal with

integrals with bounded integration domains. Although the

momentum integral appearing in Eq. (B1) is unbounded,

an upper bound can be imposed on it in a controlled way.

Since the subbands have (approximately) a quadratic energy

dispersion for large momenta, the Fermi occupation of states

falls super-exponentially fast for large k′ and the integral kernel

of Eq. (B1) becomes negligible for large k′. In our implemen-

tation, we impose a large momentum cutoff Kcut such that

nF [ξρ(k′)] < 10−6 for all k′ � Kcut. Finally, we approximate

the resulting bounded integrations using quadrature formulas:


⋆(ki)μν =
Np
∑

j=1

wjk
′
j

2π
[Vμν;γ λ(0) − Wμλ;γ ν(ki,k

′
j )]

×U (k′
j )λρU (k′

j )γρn
F [ξρ(k′

j )], i = 1, . . . ,Np,

(B3)

where ki and wi denote the quadrature nodes and weights

respectively and Np is the number of quadrature points. We

used a 200-point Gauss-Lobatto quadrature in our implemen-

tation [63].

It is desirable from an experimental perspective to solve the

Hartree-Fock equation for a given particle density n instead

of the chemical potential μ. Therefore, the chemical potential

must be found in a such a way that the self-energy equation

[Eq. (B3)] and particle density equation

n =
∑

ρ

∫

d2k

(2π )2
nF [ξρ(k)] ≃

∑

ρ

Np
∑

j=1

wjkj

2π
nF [ξρ(kj )]

(B4)

are satisfied simultaneously. We found it more efficient to solve

the system of nonlinear equations [Eqs. (B3) and (B4)] using

an interior reflective trust region method [64] instead of the

usual solution by iterations. In all of the runs, the solution was

unique and the convergence was rapid.

APPENDIX C: ENERGY ABSORPTION RATE FOR

EXPONENTIALLY SWITCHED-ON AC MODULATION

PULSE

In this appendix, we derive the formula given for the

energy absorption rate for an exponentially switched-on ac

modulation pulse in Sec. IV [Eq. (33)]. Our strategy is to

evaluate the total absorbed energy for a given pulse shape �E.

We define the energy absorption rate as �E/�t , where �t

is the effective time interval during which the external field

interacts with the system. For the exponentially switched-on

and -off pulse of Eq. (32), �t ∼ 2η−1. We start with Eq. (28),

which we integrate with respect to time to obtain �E:

�E = iξ 2

∫ ∞

−∞
dtf (t)

∫ ∞

−∞
dt ′f (t ′)∂tT (t − t ′)

= iξ 2

∫

dω

2π
|f (ω)|2ωT (ω). (C1)

Here, f (ω) is the Fourier transform of Eq. (32). We write

|f (ω)|2 as

|f (ω)|2 = f 2
+(ω) + f 2

−(ω) + 2f+(ω)f−(ω), (C2)

where

f±(ω) =
η

η2 + (ω ∓ �)2
. (C3)

First, we focus on the contributions of f 2
±(ω) to �E. This

function has two second-order poles at frequencies ∓� + iη

and ±� − iη. Since T (t) is a causal function, T (ω) is analytic

in the upper complex plane and the integral in the second line

of Eq. (C1) can be evaluated by closing the contour on the

upper half plane. The resulting contribution is easily found

to be

�E± ≡ −ξ 2η2

[

T (±� + iη)

(2iη)2
+

(±� + iη)T ′(±� + iη)

(2iη)2

−
2(±� + iη)T (±� + iη)

(2iη)3

]

, (C4)

where T ′(ω) = (d/dω)T (ω).

The contribution of the cross-term, 2f+(ω)f−(ω), to �E

can be evaluated in the same way:

�Ec ≡
iξ 2η

8�
[T (� + iη) − T (−� + iη)]. (C5)

Using Eqs. (29), (30), (38), and (39), it is straightforward

to establish the following identities:

T (ω) = T (−ω),

T (ω∗) = T (ω)∗,
(C6)

T ′(ω) = −T ′(−ω),

T ′(ω∗) = T ′(ω)∗,
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using which we getT (−� + iη) = T (� + iη)∗ andT ′(−� +
iη) = −T ′(� + iη)∗. Using these identities, we get the follow-

ing simple expression for Ė = η�E/2 ≡ η(�E+ + �E− +
�Ec)/2:

Ė = −
ξ 2

4
�Im[T (� + iη)] +

ηξ 2

4
Re[(� + iη)T ′(� + iη)].

(C7)

In the limit η/� ≪ 1, the second term is negligible and we

get the desired result [Eq. (33)].

APPENDIX D: ESTIMATION OF RELAXATION RATE OF

INTERSUBBAND p-h EXCITATIONS

In this appendix, we estimate the relaxation rate of intersub-

band p-h excitations created by the lattice modulation pulse.

As mentioned in the final remarks of Sec. IV A, such relaxation

processes are absent in the TDHF approximation. Therefore,

predictions of TDHF approximation for the intersubband

transition rates are only valid if the lifetime of excitations

is longer than the pulse duration [see Eq. (46)].

For weak interactions, we expect the relaxation rate of

both types of intersubband excitations, quasiparticle-like

excitations, and excitons, to be of the same order. We only

study the former case here. We are interested in relaxation

processes that change the population of subbands and, there-

fore, we neglect the intrasubband scatterings.

Relaxation of a quasiparticle excitation can occur through

several channels. The number of relaxation channels is higher

for quasiparticles in higher subbands. As mentioned in Sec. II,

the intersubband interaction matrix elements conserve the net

parity of the interacting particles and this condition constrains

the number of relaxation channels. A simple counting shows

that the number of relaxation channels scales like ∼N3/4,

where N is the subband index of the decaying quasiparticle.

Although the number of relaxation channels grows rapidly

with N , one can still argue that the fastest relaxation processes

of an excitation in any given subband are those that involve the

first few subbands just below it. The reason is twofold: (1) the

intersubband interaction between particles in well-separated

subbands is small and (2) the lower subbands have larger Fermi

momenta and, consequently, creating a quasiparticle excitation

in them upon deexciting the original quasiparticle has a higher

energy cost. Therefore, the quasiparticle relaxation rate of

particles in the higher subbands are expected to be essentially

of the same order as those in the lower subbands.

We study the relaxation of a quasiparticle excitation in the

second excited subband as a concrete example. Based on the

above argument, we expect this rate to be representative of

the relaxation rate of quasiparticles in higher subbands as

well. Figure 11 shows the three relaxation processes that that

contribute to the decay. Since the interactions are assumed

to be weak (rd ≪ 1), Born’s approximation is applicable.

We ignore the self-energy correction since such corrections

are beyond Born’s approximation. The initial and final wave

functions of the system in all of the processes shown in

Fig. 12 can be written as |i〉 = c̃
†
p0,λ

c̃p0,α|�0〉 and |f 〉 =
c̃
†
p1,γ c̃

†

p′
1,μ

c̃p′
0,ν

c̃p0,α|�0〉, respectively, where |�0〉 is the Fermi

FIG. 11. (Color online) The three relaxation processes contribut-

ing to Ŵrel
2 .

gaslike ground state of the system. The rate of this generic

process can be obtained using Fermi’s golden rule:

Ŵγ λ;μν(p0,p
′
0,p1,p

′
1)

=
8π3

A3
|Ṽγ λ;μν(p1 − p0) − Ṽμλ;γ ν(p′

1 − p0)|2

× δ(p0 + p′
0 − p1 − p′

1) × δ(ξ̃λ(p0) + ξ̃ν(p′
0) − ξ̃γ (p1)

− ξ̃μ(p′
1))[1 − nγ (p1)][1 − nμ(p′

1)]nν(p′
0). (D1)

We work in units in which h̄ = 1 in this appendix. Since the

particles are identical, Ŵγ λ;μν = Ŵμλ;γ ν and over counting must

be carefully avoided. The total contribution of this process can

be found by summing over p′
0, p1, and p′

1. After lengthy but

straightforward algebra, we obtain

Ŵγ λ;μν(p0) ≡ A3

∫

d2p′
0

(2π )2

d2p1

(2π )2

d2p′
1

(2π )2
γγ λ;μν(p0,p

′
0,p1,p

′
1)

=
m

8π3

∫ ∞

0

QdQ

∫ 2π

0

dφ

∫ 2π

0

dψ

×
∣

∣

∣

∣

Vγ λ;μν

(

1

2
[Q + q0 − p0]

)

−Vμλ;γ ν

(

1

2
[Q − q0 − p0]

)∣

∣

∣

∣

2

× nν(Q)

[

1 − nγ

(

1

2
[Q + q0 + p0]

)]

×
[

1 − nμ

(

1

2
[Q − q0 + p0]

)]

, (D2)

where Q = Q(cos φ x̂ + sin φ ŷ), q0 = q0(cos ψ x̂ + sin ψ ŷ),

and q0 = [(λ + ν − γ − μ)2mh̄ωtrap + |Q − p0|2]1/2. The

total relaxation rate is obtained by summing over all channels:

Ŵrel
2 (p0) = Ŵ02;00(p0) + Ŵ12;10(p0) + Ŵ02;11(p0). (D3)
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FIG. 12. (Color online) (a) Total momentum-averaged relaxation rate of a quasiparticle in the second-excited subband, 〈Ŵrel
2 〉 as function

of transverse confinement width a⊥. The solid and dashed lines correspond to T = 0 and T = 10T ∗, respectively. Panels (b), (c), and (d)

show the momentum-resolved contribution of different relaxation processes. The black and (light) blue plots correspond to |p0| = 0 and

|p0| = pF,0, respectively, where pF,0 ≡ h̄
√

4πn is the Fermi momentum of the zeroth subband at zero temperature. The inset figures are

graphical representations of the processes.

We define the momentum-averaged relaxation rate as

〈

Ŵrel
2

〉

≡

∫

d2p

(2π )2
[n0(p) − n2(p)]Ŵrel

2 (p)

∫

d2p

(2π )2
[n0(p) − n2(p)]

, (D4)

where the averaging is weighted according to the momentum

distribution of the p-h excitations generated by the

lattice modulation pulse. For weak interactions, the

number of excitations at momentum p is proportional

to the equilibrium occupation of the states; that is,

∝n0(p)[1 − n2(p)] − n2(p)[1 − n0(p)] = n0(p) − n2(p).

We evaluate the triple integral in Eq. (D2) numerically using

an adaptive Monte Carlo integration algorithm. Figure 12(a)

shows 〈Ŵrel
2 〉 as a function of transverse confinement width

a⊥ for T = 0 and T = 10T ∗. Figures 12(b)–12(d) show the

momentum-resolved rate of each of the relaxation processes

as a function of a⊥ for |p0| = 0 and |p0| = pF,0, where pF,0 ≡
h̄
√

4πn is the Fermi momentum of the zeroth subband at zero

temperature.

We find that the major contributions result from the first two

processes, the former being dominant for stronger traps. Also,

increasing the temperature and quasiparticle momenta natu-

rally results in higher relaxation rates. According to Fig. 12(a),

the highest relaxation rate is 〈Ŵrel
2 〉max ≈ 5r2

d [h̄n/(2m)] and

10r2
d [h̄n/(2m)] for T = 0 and T = 10T ∗ respectively. Using

these estimates and Eq. (46), and choosing η � 5r2
d [h̄n/(2m)],

guarantees the predictions of TDHF approximation for inter-

subband transition rates to be reliable for temperatures up to

T = 10T ∗. For rd = 0.05, we get η � 0.01[h̄n/(2m)].

APPENDIX E: NUMERICAL EVALUATION OF h̃αβ (ω)

In this appendix, we discuss the numerical method used

to solve Eq. (41). Our approach is similar to similar to that

described in Appendix B (i.e., we approximate the integral

equations using integral quadratures). However, given that the

integral equation to be solved is linear, the resulting system of

equations is also linear.

As a first step, we note that the dimension of the integral

equations can be reduced due to the isotropy of the intersub-

band interactions, and Eq. (41) reduces to

h̃αβ(k1; ω) = T̃αβ(k1) −
∫

k′dk′

2π
W̃

(d+e)
αβ;μν(k1,k

′)

× �̃(0)
μν(k′; ω)h̃μν(k′; ω), (E1)

where

W̃
(d+e)
αβ;μν(k,k′)

=
∫ 2π

0

dφk′

2π
Ũ

(d+e)
αβ;μν(k,k′)

=
∫ 2π

0

dφk′

2π
[Ṽνβ;αμ(k,k′,

√

k2 + k′2 − 2kk′ cos φ′
k)

− Ṽαβ;νμ(k,k′,0)]. (E2)

First, we study the subtler case of adiabatic switching (η → 0)

for which ω = � + iη → � + i0+. In this limit, it is useful

to separate the regular and singular parts of �̃
(0)
αβ(k′,ω):

�̃
(0)
αβ(k′,ω) = P

nβ(k) − nα(k)

ω + ξ̃β(k) − ξ̃α(k)
− iπ [nβ(k) − nα(k)]

× δ(� + ξ̃β(k) − ξ̃α(k)). (E3)

where P denotes the Cauchy’s principal value integration. The

δ function may also be written as

δ(� + ξ̃β(k) − ξ̃α(k)) =
∑

j

δ(k − qj )

|ξ̃ ′
α(qj ) − ξ̃ ′

β(qj )|
, (E4)

where {qj } is the set of solutions of � + ξ̃β(q) − ξ̃α(q) = 0.

Inserting Eqs. (E3) and (E4) into Eq. (E1) and approximating

the principal value integrals using quadratures, we get

h̃αβ

(

k
αβ

i ; ω
)

= δαγ δβλT̃αβ

(

k
αβ

i

)

−
∑

μν

N
μν
p

∑

j=1

[

w
μν

j k
μν

j

2π
W̃

(d+e)
αβ;μν

×
(

k
αβ

i ,k
μν

j

) nν

(

k
μν

j

)

− nμ

(

k
μν

j

)

ω + ξ̃ν

(

k
μν

j

)

− ξ̃μ

(

k
μν

j

)
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× h̃μν

(

k
μν

j ; ω
)

]

+
i

2

∑

μν

∑

q
μν

j

×
[

q
μν

j

nν

(

q
μν

j

)

− nμ

(

q
μν

j

)

|ξ̃ ′
μ

(

q
μν

j

)

− ξ̃ ′
ν

(

q
μν

j

)

|
W̃

(d+e)
αβ;μν

(

k
αβ

i ,q
μν

j

)

× h̃μν

(

q
μν

j ; ω
)

]

, (E5)

where {kαβ

i } and {wαβ

i } are quadrature nodes and weights for

the principal value integrals involving h̃αβ;..., N
αβ
p is the number

of corresponding nodes, and {qμν

j } is the set of solutions of

� + ξ̃ν(q) − ξ̃μ(q) = 0.

In the case of finite switching rate (η > 0), ω = � + iη

and �̃
(0)
αβ(k,ω) is regular on the real axis. Therefore, the last

term in Eq. (E5) arising from the poles on the real axis will be

absent.

In our implementation, we imposed a large momentum

cutoff on the integrals based on the same criteria as described

in Appendix B. Quadratures for principal value integrations

were generated using a combination of 16th-order Gauss-

Lobatto quadrature in the proximity of the singular points

and the Simpson rule elsewhere [63]. The resulting complex

linear system of equations was solved for hαβ(k
αβ

i ,ω) and,

consequently, the function T (ω) was evaluated using the

discretized version of Eq. (42):

T (ω) = −η2ω
∑

αβ

⎡

⎣

∑

k
αβ

i

w
αβ

i k
αβ

i

2π
T̃αβ

(

k
αβ

i

)

×
nβ

(

k
αβ

i

)

− nα

(

k
αβ

i

)

ω + ξ̃β

(

k
αβ

i

)

− ξ̃α

(

k
αβ

i

)
h̃αβ;γ λ

(

k
αβ

i ; ω
)

−
i

2

∑

q
αβ

i

q
αβ

i Tαβ

(

q
αβ

i

) nβ

(

q
αβ

i

)

− nα

(

q
αβ

i

)

∣

∣ξ̃ ′
α

(

q
αβ

i

)

− ξ̃ ′
β

(

q
αβ

i

)∣

∣

× h̃αβ

(

q
αβ

i ; ω
)

⎤

⎦. (E6)

Again, the last term is absent for finite switching

rates.

Once h̃αβ(ω) and T (ω) are found, the energy absorption

spectrum, the spectral weight of excitons, and the intersubband

transition rates can be readily evaluated using Eq. (33), (43),

and (44), respectively. For finite pulse switching rates, the

excitons will be broadened and Eq. (33) yields the full

spectrum, including the broadened excitons, and Eq. (43) is

no longer needed.
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