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#### Abstract

Hash functions have been among the most scrutinized cryptographic primitives in the previous decade, mainly due to the cryptanalysis breakthroughs on MDSHAfamily and the NIST SHA-3 competition that followed. Grindahl is a hash function proposed at FSE 2007 that inspired several SHA-3 candidates. One of its particularities is that it follows the AES design strategy, with an efficiency comparable to SHA-256. This paper provides the first cryptanalytic work on this scheme and we show that the 256 -bit version of Grindahl is not collision resistant. Our attack uses byte-level truncated differentials and leverages a counterintuitive method (reaching an internal state where all bytes are active) in order to ease the construction of good differential paths. Then, by a careful utilization of the freedom degrees inserted every round, and with a work effort of approximatively $2^{112}$ hash computations, an attacker can generate a collision for the full 256 -bit version of Grindahl.
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## 1. Introduction

Cryptographic hash functions are fundamental primitives in information security used in a variety of applications such as message integrity, authentication schemes, or digital signatures. Mathematically speaking, a hash function maps $\{0,1\}^{*}$, the set of all finite length bit strings, to $\{0,1\}^{n}$, where $n$ is the fixed size of the hash value. Ideally, a cryptographic hash function $H$ should possess the following properties [33]:

- collision resistance: finding a pair $x \neq x^{\prime} \in\{0,1\}^{*}$ such that $H(x)=H\left(x^{\prime}\right)$ should require $2^{n / 2}$ operations;
- 2nd preimage resistance: for a given $x \in\{0,1\}^{*}$, finding an $x^{\prime} \neq x$ such that $H(x)=H\left(x^{\prime}\right)$ should require $2^{n}$ operations;
- preimage resistance: for a given $y \in\{0,1\}^{n}$, finding an $x \in\{0, n\}^{*}$ such that $H(x)=y$ should require $2^{n}$ operations.
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Generally, hash functions are built upon a compression function and a domain extension algorithm. A compression function $h$ has the same security requirements as a hash function but takes fixed-length inputs instead. Then, a domain extension method allows the hash function to handle arbitrary length inputs by defining an (often iterative) algorithm using the compression function as a black box. The pioneering work of Merkle and Damgård $[12,34]$ provided designers an easy way in order to turn collision resistant compression functions onto collision resistant hash functions. After dividing the message to hash (appropriately padded) into blocks $m_{i}$, one simply has to update iteratively a state $c v_{i}$ (called chaining variable) with each message block: $c v_{i+1}=h\left(c v_{i}, m_{i}\right)$. The first state is defined by the initial value $c v_{0}=I V$. Finally, after having processed every message block, the final state is the output of the hash function. Even if preserving collision resistance, it has been shown that this iterative process presents flaws [13,24-26], and new algorithms [2,6] with better security properties have been proposed.

Almost all published hash functions define a compression function that can be used with any hash domain extension algorithm. There are three different ways of building a compression function. First, one can relate the security of $h$ to a hard problem, such as factorization [9], finding small vectors in lattices [3], syndrome decoding [1], or solving multivariate quadratic equations [7]. The usually bad efficiency of these schemes is compensated by the proofs of security they provide. Another very active domain is the construction of secure compression functions based on block ciphers, which would allow, for example, to build AES-based compression functions. The problem of building a secure $n$-bit compression function from an ideal $n$-bit block cipher is more or less resolved $[8,42,43]$ and due to a need of bigger output size, the cryptographic community is now concentrating on the problem of building a secure ( $k \times n$ )-bit compression function from an ideal $n$-bit block cipher [20,41,45]. Finally, the most common and efficient way of building a compression function is from scratch, for example, the well known and previously standardized SHA-1 [37] or MD5 [44]. Usually, the dedicated compression functions follow the Davies-Meyer mode that turns a block cipher into a compression function, and a block cipher is, therefore, built from scratch for that purpose. Nevertheless, most hash standards (based on addition-rotation-XOR operations) use this type and they have been broken by novel cryptanalysis results [46-49].

In order to anticipate further improvements of the attacks, NIST has initiated, in 2008, an effort [36] to develop the next hash standard through a public competition, similar to the development process for the Advanced Encryption Standard [38]. This competition finally ended with the choice of KECCAK [4] as the new SHA-3 standard. As precursors of many SHA-3 candidates, some hash functions have been published before the competition, such as LAKE [23], FORK-256 [21], Radio-Gatùn [5], or Grindahl [29].

Despite using known parts of AES for its round transformation, Grindahl cannot be considered as a conservative proposal. This 256 -bit hash function does neither use the famous Merkle-Damgård paradigm nor the Davies-Meyer construction and the designers preferred a new configuration: an internal state much bigger than the output size, updated by message words thanks to a fast round function. As output function, blank rounds without incoming message words precede the final truncation of the internal state. Regarding implementation, it requires not much memory and runs faster than SHA 256. The idea underlying this construction is that a big internal state will make it harder for
an attacker to build internal collisions (collisions happening before the blank rounds), while collisions due to the final truncation are very unlikely to be forced because of the large number of cryptographic operations during the blank rounds. The designers of Grindahl claimed a collision security of $2^{128}$ operations as for an ideal 256-bit hash function ${ }^{1}$, and security arguments were provided with regard to the number of active Sboxes in a differential path. However, we show in this article that one can find a collision with a work effort of only $2^{112}$ hash computations. Our method utilizes truncated differences which are very helpful for simplifying the differential analysis of AES-based primitives. In order to further facilitate the search for good differential paths, we will intentionally reach internal states entirely filled with differences and build the collision path backward starting from a colliding state. Finally, once the differential path set, we leverage the freedom degrees available at each round in order to reduce the collision attack complexity as much as possible.

The paper is organized as follows. In Sect. 2, we briefly recall the specification of the Grindahl hash function and in Sects. 3 and 4 we begin the analysis with various observations on the scheme and the general methodology that allows us to build a differential path. Then, in Sect. 5, we provide the first collision attack on Grindahl. Finally, we discuss possible patches in Sect. 6 and we conclude in Sect. 7.

Since the first publication of our attack at the ASIACRYPT 2007 conference [39], several attacks were built on our results. First, our reasoning was likely to apply to the 512-bit version of Grindahl as well, even if the much bigger internal state hardens the attacker's task (his ability to control the differential transitions of the MixColumns operations is reduced). Using our findings, Khovratovich [27] described the first collision attack on the 512-bit version of Grindahl by starting with potentially less interesting truncated differential paths, but for which whole structures of inputs (instead of pairs) can be built in order to greatly reduce the attack complexity. Moreover, our idea to apply truncated differential analysis for the study of AES-based cryptography primitives (only reasoning on the MixColumns truncated differential transitions) looks very promising, as confirmed by the later discovery of rebound attacks [32] and its numerous variations [17, $30,31]$ that broke many SHA-3 candidates during the competition. Finally, it is to be noted that our freedom degrees fixing technique is quite efficient against stream-cipheroriented hash functions, as shown, for example, on Radio-Gatùn [16].

On the constructive side, several SHA-3hash functions proposals [19,22,35] took care of our attacks during the design phase. In particular, the designers of FUGUE [19] managed to prove lower bounds on the complexity of our techniques when applied to their proposal. In general, preventing this type of attacks without an important efficiency drop is not trivial, and it seems that slightly increasing the internal state size is a good solution.

## 2. The Grindah1 Family of Hash Functions

Grindahl is a family of hash functions based on the so-called Concatenate-PermuteTruncate strategy, where in our case the permutation uses the design principles of

[^0]Rijndael [10], well known for being the winning candidate of the Advanced Encryption Standard (AES) process [38]. Two algorithms are defined, a version with a 256 -bit output and a 512-bit one. Also, a compression function mode is given, taking only fixed-length inputs, to be used with any hash domain extension algorithm. We give in this section a brief description of the Grindah1 hash function with a 256-bit output. For a more detailed specification of the algorithm, we refer to [29].

Let $n=256$ be the number of output bits of the hash function $H$, with an internal state $I S$ of 48 bytes ( 384 bits), and let $M$ be the message (appropriately padded) to be hashed. $M$ is split into $m$ blocks $M_{1}, \ldots, M_{m}$ of 4 bytes each ( 32 bits). At each iteration $k$, the message block $M_{k}$ is used to update the internal state $I S_{k-1}$. We call extended internal state $E I S_{k}$ the concatenation of the message block $M_{k+1}$ and the internal state $I S_{k}$, i.e., $E I S_{k}=M_{k+1} \| I S_{k}$ and we thus have $\left|E I S_{k}\right|=416$ bits. We denote by $\operatorname{trunc}_{t}(x)$ the rightmost $t$ bits of $x$. Let $P:\{0,1\}^{416} \longmapsto\{0,1\}^{416}$ be a non-linear permutation, and let $I S_{0}$ be the initial internal state defined by $I S_{0}=\{0\}{ }^{384}$. Then, for each iteration $k$ with $0<k<m$, we have $I S_{k}=\operatorname{trunc}_{384}\left(P\left(E I S_{k-1}\right)\right)$. For the last iteration, the truncation is omitted: $E I S_{m}=P\left(E I S_{m-1}\right)$. Finally, we apply eight blank rounds $E I S_{k}=P\left(E I S_{k-1}\right)$, for $m<k \leq m+8$, and the final output of the hash function is $\operatorname{trunc}_{256}\left(E I S_{m+8}\right)$.

The description is not complete since $P$ has not yet been defined. This permutation follows the design principle of AES (the reader is expected to be familiar with the transformation defined in the AES specifications) and thus the extended state EIS is viewed as a matrix of bytes. However, instead of a $(4,4)$ byte matrix, we have a matrix $\alpha$ of 4 rows and 13 columns in the case of the 256 -bit version of Grindahl. The entry of the matrix $\alpha$ located at the $i$-th row and the $j$-th column is a byte denoted by $\alpha_{i, j}$. Consequently, we have

$$
\alpha=\left(\begin{array}{llll}
\alpha_{0,0} & \alpha_{0,1} & \cdots & \alpha_{0,12} \\
\alpha_{1,0} & \alpha_{1,1} & \cdots & \alpha_{1,12} \\
\alpha_{2,0} & \alpha_{2,1} & \cdots & \alpha_{2,12} \\
\alpha_{3,0} & \alpha_{3,1} & \cdots & \alpha_{3,12}
\end{array}\right)
$$

By splitting the extended internal state $E I S$ into 528 -bit chunks $x_{0}, \ldots, x_{51}$, we can define the conversion from EIS to $\alpha$ by $\alpha_{i, j}=x_{i+4 \times j}$ and this mapping has a natural inverse. Before each iteration, the first column of $\alpha$ is overwritten with the incoming message block. To conclude the description, the permutation $P$ is defined as

$$
P(\alpha)=\text { MixColumns } \circ \text { ShiftRows } \circ \text { SubBytes } \circ \text { AddConstant }(\alpha) .
$$

MixColumns: This transformation is defined as in the AES specifications, that is a linear mixing operation which operates on each column of the state independently, combining the four bytes in each column in order to provide diffusion.
ShiftRows: As for AES, this transformation cyclically shifts bytes a number of positions along each row, but here the $i$-th row is rotated by $\rho_{i}$ positions to the right, with $\rho_{0}=1$, $\rho_{1}=2, \rho_{2}=4$, and $\rho_{3}=10$.
SubBytes: The only non-linear part of the permutation. This substitution replaces each byte of the state by its corresponding byte in the AES Sbox lookup table.

AddConstant: Because we are in the hash function setting, no key is available and the AddRoundKey function from AES has to be changed. Therefore, it is replaced by the function AddConstant which is simply defined by $\alpha_{3,12} \longleftarrow \alpha_{3,12} \oplus 01$, where 01 is the byte-wise hexadecimal value of 1 .

The 512-bit version of Grindahl is based on the same design principle as the 256 -bit version, but the extended internal state is larger ( 8 rows instead of 4). The compression function mode for Grindahl-256 simply consists in hashing 40 4-byte message blocks for each compression function call.

## 3. First Observations

Before describing the whole collision attack, we begin this section with some remarks about Grindahl that will be useful in the following sections. The first observation allows us to build a differential path in a precomputation phase and the second one speeds up the final collision search.

### 3.1. A potential attack and the truncated differences

In the original Grindahl paper [29], a section explains a potential attack method, pointed out by an anonymous reviewer. This method seems quite natural: the attacker does not look at the actual values of differences inserted in the bytes of the internal state, but only checks if there is a difference or not (this greatly simplifies the analysis). Said in other words, he only forces the zero difference to some bytes of the state, while allowing any difference for the remaining bytes. We call this kind of zero or non-zero differences truncated differences in reference to the very similar truncated differences used by Knudsen in [28]. Then, a chain of truncated differences in which in every round the number of actives bytes (bytes with a non-zero truncated difference) is low must be found. In this differential path, the truncated differences can only be erased during two stages of an iteration: during a MixColumns transformation or during the truncation at the end of the iteration. This implies that the number of truncated differences in a column can be reduced and their row position changed by a clever use of the MixColumns transformation, even if one can never erase all the truncated differences of a column at a time. Otherwise, a truncated difference is deleted if it goes to the first column of $\alpha$ at the end of the iteration, due to the truncation $\operatorname{trunc}_{384}(\cdot)$. Since at this stage of the attack, the whole differential path is already settled, one cannot force anything for the truncation but one can play with the message blocks inserted at each iteration, in order to force a correct behavior in the MixColumns processes (see Sect. 3.2). In fact, the message bytes act as control bytes in the sense that new input bytes do not affect some parts of the internal state for a limited number of rounds (see Sect. 3.3).

To summarize, a truncated difference can be removed during the differential path construction by the truncation or during the collision search by a clever use of control bytes. The feasibility of this method was left as an open problem: one of its main points is that the attacker has to always keep as few active bytes as possible in the differential path, but we will see later that the designers of Grindahl prevented this kind of low
weight path during the conception. We argue in Section 4.1 that there exists a better technique to find collisions for Grindahl.

### 3.2. Differences Transitions in the MixColumns Function

The MixColumns transformation matrix used in Grindahl is the same as in the specifications of AES [10], and its Maximum Distance Separable (MDS) property ensures maximal difference propagation. More precisely, the sum of the number of active bytes of the input and the output is always greater than or equal to 5 . In other words, the number of non-zero truncated differences of the input and the output of MixColumns is always greater than or equal to 5 (or obviously equal to zero if there is no difference at all).

More formally, let $V=(A, B, C, D)$ be an input vector of four bytes $A, B, C$, and $D$; and let $W=\left(A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}\right)$ be an output vector of four bytes $A^{\prime}, B^{\prime}, C^{\prime}$, and $D^{\prime}$. We denote the function MixColumns by $M C: V \longmapsto W$ or $M C:(A, B, C, D) \longmapsto$ $\left(A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}\right)$. We also denote by $D_{i}\left(V_{1}, V_{2}\right)$ the function returning 1 if the $i$-th byte of the 4 -byte vectors $V_{1}$ and $V_{2}$ are different, and 0 otherwise. Finally, $N D\left(V_{1}, V_{2}\right)$ returns the number of such differences, i.e., $N D\left(V_{1}, V_{2}\right)=\#\left\{i \mid D_{i}\left(V_{1}, V_{2}\right)=1\right\}$. We thus have that if $W_{1}=M C\left(V_{1}\right)$ and $W_{2}=M C\left(V_{2}\right)$ with $V_{1} \neq V_{2}$, then

$$
N D\left(V_{1}, V_{2}\right)+N D\left(W_{1}, W_{2}\right) \geq 5
$$

Another interesting property is that any input byte of MixColumns defines a permutation for any output byte. Therefore, with $W_{1}=M C\left(V_{1}\right), W_{2}=M C\left(V_{2}\right)$, and $V_{1} \neq V_{2}$ drawn uniformly and randomly in $\{0,1\}^{4 \times 8}$, we have for any $1 \leq i \leq 4$ :

$$
\begin{aligned}
& P_{D}=P\left[D_{i}\left(W_{1}, W_{2}\right)=0\right]=\frac{256^{3}-1}{256^{4}-1} \simeq 2^{-8}, \\
& \overline{P_{D}}=P\left[D_{i}\left(W_{1}, W_{2}\right)=1\right]=1-P_{D} \simeq 1-2^{-8} .
\end{aligned}
$$

Our goal is to compute the probability that a fixed mask of input- truncated differences maps to a fixed mask of output-truncated differences (later this will be often utilized in order to compute the probability of success of the differential path). For example, we want to compute the probability that two input words $V_{1}$ and $V_{2}$ distinct in their 2 first bytes result in two output words different in their 3 first bytes through MixColumns (note that this is slightly different from the event that any 2-byte difference input maps to any 3-byte difference output). We can compute those probabilities in two ways, formally or empirically by testing exhaustively all the input values: since MixColumns are linear, dealing with differences or values is the same (during the test, instead of looking for differences or non-differences, we checked for zero values or non-zero values). We give in Table 1 an approximation of the probability $P$ that two 4-byte input words with $D_{I} \neq 0$ different bytes in predefined positions map to two 4-byte output words with $D_{O} \neq 0$ different bytes in predefined positions through MixColumns: $P \simeq 2^{-8 \times\left(4-D_{O}\right)}$ if $D_{I}+D_{O} \geq 5$, and $P=0$ otherwise.

Table 1. Approximate probability that two 4-byte input words with $D_{I} \neq 0$ different bytes in predefined positions map to two 4-byte output words with $D_{O} \neq 0$ different bytes on predefined positions through MixColumns. The values are base 2 logarithms.

| $D_{I}$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $-\infty$ | $-\infty$ | $-\infty$ | $-\infty$ |
| 1 | $-\infty$ | $-\infty$ | $-\infty$ | $-\infty$ | 0 |
| 2 | $-\infty$ | $-\infty$ | $-\infty$ | -8 | 0 |
| 3 | $-\infty$ | $-\infty$ | -16 | -8 | 0 |
| 4 | $-\infty$ | -24 | -16 | -8 | 0 |

Table 2. Influences on the columns of the extended internal states for a modification of a byte of the message block $M_{k}=\left(A_{k}, B_{k}, C_{k}, D_{k}\right)$ incoming at iteration $k$ in Grindahl. We denote by $\boldsymbol{\checkmark}$ if the column is affected (or active) and void if not. The first table shows influences on $I S_{k-1}$, the second on $I S_{k}$ and the third on $I S_{k+1}$.

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{k}$ |  | $\checkmark$ |  |  |  |  |  |  |  |  |  |  |  |
| $B_{k}$ |  |  | $\checkmark$ |  |  |  |  |  |  |  |  |  |  |
| $C_{k}$ |  |  |  |  | $\checkmark$ |  |  |  |  |  |  |  |  |
| $D_{k}$ |  |  |  |  |  |  |  |  |  |  | $\checkmark$ |  |  |


|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{k}$ |  |  | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |  |  |  |  |  | $\checkmark$ |  |
| $B_{k}$ |  |  |  | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |  |  |  |  |  | $\checkmark$ |
| $C_{k}$ |  | $\checkmark$ |  |  |  | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |  |  |  |  |
| $D_{k}$ |  | $\checkmark$ |  |  |  |  |  | $\checkmark$ |  |  |  | $\checkmark$ | $\checkmark$ |


|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{k}$ | $\checkmark$ |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  | $\checkmark$ |
| $B_{k}$ | $\checkmark$ | $\checkmark$ |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  |
| $C_{k}$ |  |  | $\checkmark$ | $\checkmark$ |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $D_{k}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  | $\checkmark$ | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |

### 3.3. The Control Bytes

Modifying some message bytes will obviously modify quite quickly the internal state, but not immediately. For each modified byte of the message $M_{k}$, we give in Table 2 the columns of $s$ (in its matrix representation $\alpha$ ) affected by this modification after 1, 2, and 3 iterations. For more than 3 iterations, the Grindahl diffusion is such that any message byte affects the complete internal state. This diffusion feature will allow us to attack different columns of different iterations independently: we will be able to control independently the behavior of some MixColumns transitions. Those control bytes will be useful during the collision search phase of the attack and will later help us to speed up the search for a message pair that follows exactly our predefined differential path.

## 4. High-Level View of the Attack

In this section, we study possible ways of finding a good differential path for the 256bit version of Grindahl: we look for a path of $k$ iterations starting from $I S_{0}$ and so that with two different messages $M$ and $M^{\prime}$ we have the same hash output, i.e., $\operatorname{trunc}_{256}\left(E I S_{m+8}\right)=\operatorname{trunc}_{256}\left(E I S_{m^{\prime}+8}\right)$. Finding a differential path leading to a collision and including the blank rounds seems hard since no message block is inserted during this last operation and so we have very little control on this part. However, the problem looks much easier when trying to find an internal collision: a differential path excluding the blank rounds, i.e., $E I S_{m}=E I S_{m^{\prime}}$. One can easily see that by avoiding to add any difference right after, an internal collision will directly provide a full collision after the blank rounds. Here, we explain how to find such a differential path and give techniques that decrease the overall complexity of the attack.

### 4.1. A Counterintuitive Strategy

We now have all the necessary tools to build a truncated differential path, evaluate its probability of success, and speed up the collision search. But how to actually find a good truncated differential path? The natural intuition one would have (as the anonymous reviewer suggested) is to always maintain a low number of truncated differences along the path in order to increase its probability of success, though finding one such path seems really difficult as one can convince oneself with Property 1 from the original Grindahl paper [29]:

Property 1. An internal collision for Grindah1-256 requires at least 5 iterations. Moreover, any differential path starting or ending in the extended state with no difference contains at least one round where at least half of the extended state bytes (excluding the first column) are active.

This property can be verified with a meet-in-the-middle exhaustive search, as explained in the original Grindahl paper. Besides, with a small speed improvement of this algorithm, one can check that an internal collision for Grindah1-256 requires in fact at least 6 iterations. Another observation is that by introducing differences in the state and after a few iterations we quickly come to an all-active pair of extended states. This all-active pair of extended states is almost stable: the probability that an all-active pair of columns remains an all-active pair of columns through MixColumns is approximatively $P_{A}=\left(1-2^{-8}\right)^{4}$, so for the twelve columns of the extended state (except the first column) we have a probability of $P_{A}^{12} \simeq 2^{-0.27}$. Thus, our first idea is to not search for a path starting from a zero difference but from an all-active pair of extended states, which is very easy to get. The overwhelming probability $P_{A}^{12}$ allows us to start with as much valid starting states as we want (each valid starting state can be generated with an average complexity of $2^{0.27}$ computations).

This concept of letting all the differences spread is really counterintuitive for a cryptographer, especially when dealing with hash functions where an attacker always tries to keep control of the difference spreading during the differential path. Nevertheless, this idea makes sense here because it looks like the designers built their hash function with
the major security argument being that controlling the difference spreading should be hard, as illustrated by Property 1 from their original paper. Thus, we will let it be totally out of our control (but in fact completely under control in terms of truncated differential path) and right after try to force it to a collision. Furthermore, this method is facilitated by the fact that unconstrained fresh message words are arriving at each iteration and then the two different parts of the attack (first arrive to an all difference state and second make it a collision) can be done independently.

Overall, this method allows us to greatly simplify the truncated differential path search (just like we simplified the analysis with the truncated differences). Even if we might not obtain the best possible path with this technique, we will get very good ones, which will be sufficient for a collision attack.

### 4.2. How to Build a Truncated Differential Path

Searching for a differential path starting from an all-active pair of extended internal states and ending in a collision is quite easy. One method is to search backward almost exhaustively since in Grindahl the truncated differences propagate in the forward direction as quickly as in the backward direction. More precisely, if we look for a collision at the end of iteration $k$, we try all the possible truncated difference masks for the message blocks inserted at iterations $k, k-1$, etc., and all the possible backward transitions of truncated differences through MixColumns (same as for the onward direction), until we come to an all-active pair of extended states. This algorithm can be greatly improved with an early-abort strategy: we compute a lower bound on the complexity cost of the current path we are building (taking in account the control provided by the active/passive bytes, see Section 5) and we stop the search branch if the complexity of the attack is already greater than or equal to $2^{128}$ operations. We also stop the search if we went too far in terms of number of iterations: in some particular cases, the overall complexity of a differential path can remain stable even if its number of iterations increases, for example, when the number of MixColumns transitions imposed is lower than or equal to the number of control bytes inserted.

Obviously, always adding truncated differences to all the message blocks inserted is the fastest way to reach this goal. However, we will later use the message bytes inserted as control bytes to attack some parts of the differential path independently and, therefore, increase the probability of success of the path. Then, it may be better not to go too fast on adding truncated differences in order to have more iterations during the differential path. Doing so increases the total number of message blocks inserted and, therefore, provides more control bytes. This can be regarded as some kind of dilution of the MixColumns constraints to be imposed by stretching the differential path. For example, we can find a path starting from an all-active pair of extended internal states and requiring only 4 iterations to get a collision, with a probability of success of approximatively $2^{-312}$. Still, another path requiring 8 iterations to get a collision with a probability of success of approximatively $2^{-440}$ may be better. Indeed, in the latter case, even if the probability of success has been divided by a factor $2^{128}$, we have inserted 8 message word pairs instead of only 4 in the former case. Consequently, we get roughly 256 additional degrees of freedom compared to the former case (4 pairs of message of 4 bytes each) and those can be used to attack some parts independently, potentially decreasing the complexity by
more than a factor $2^{128}$. Naturally, limits exist: at some point, adding more iterations does not improve things anymore. Also, control bytes cannot always be used in an ideal way and we only come to a lower bound on the complexity cost of the path. Once potentially good paths have been found, a case-by-case analysis is required. This analysis can be automated and is explained in the next section.

## 5. A Collision Attack for Grindah1-256

In this section, we use the previous observations to present a complete collision attack for the 256 -bit version of Grindahl. Other attacks might be possible, depending on which differential path we use, but we explain here the details for the collision attack corresponding to the best path found according to our technique.

### 5.1. Our Truncated Differential Path

Before describing our attack, we give in Fig. 1 the truncated differential path used, which has been generated with a program implementing the previously explained method (see Sect. 4.2). It starts from an all-active pair of states and collides after 9 iterations (for space reasons, the first iteration is not represented in Fig. 1, but it simply maps an all-active truncated difference to itself). A cell stands for a byte and each group of cells represents a 52-byte extended internal state. A dark cell means that we have a non-zero difference for this byte, and a light cell stands for no difference. Each row of extended internal states represents one iteration. The first column gives the differences in the state just after its update with the 4-byte message word, and the second column gives the same state after application of the ShiftRows transformation. Finally, the third column represents the internal state just after application of the MixColumns function. In this third column, the dark active cells marked with a light-gray circle in the middle represent the cells located in a column for which the differential transition through the MixColumns is not free (the cells located in the first column of the state are filled with dark gray to depict that we do not care about the differences in these cells since they will be erased by the truncation). Note that because the AddConstant and SubBytes functions have no effect on the differential path, they are omitted here. Each first 4-byte column of the first column states represents the message words inserted at each iteration, that will later be used as control bytes. The first 4-byte column of the state after every MixColumns transition can have whatever difference mask since those bytes will be immediately truncated.

This differential path is the best found among other possible candidates leading to the same complexity. We denote by $k$ the number of the last iteration of our differential path, i.e., the last row of Fig. 1. First, one can check that all the MixColumns transitions are valid, i.e., verify the MDS property. This differential path has a probability of success of approximatively $2^{-55 \times 8}=2^{-440}$ ( 55 MixColumns constraints forced in total), which seems very low at first sight. However, in this path, we also have a lot of message blocks inserted that one can use during the collision search to force some MixColumns constraints independently.

Our aim is to find a pair of messages following the expected differential path. For this, we do not handle each iteration one by one, but we deal with each of the 4-byte message


Fig. 1. A possible truncated differential path, starting from an all-active internal state and potentially providing a collision after 8 iterations.
words inserted one by one. Said in other words, we will fix the four bytes of a message word pair and check that the newly imposed MixColumns differential transitions are the ones expected in our truncated differential path. If so, we continue to the next message word pair until we get a collision.

In Table 3, we give all the dependencies of the MixColumns transitions with the message blocks inserted, used as control bytes during the collision search, following the differential path from Fig. 1. The cost of all the transitions is given (see Sect. 3.2) along
with the number of control bytes inserted at each iteration (see Sect. 3.3). The second column of the table gives the position of the columns of the state in which we force a truncated differential transition during a MixColumns transformation, and the first column indicates in which iteration of this event occurs. For each transition, we give in

Table 3. Dependencies of the message blocks used as control bytes and inserted during the truncated differential path from Figure 1, for a collision at the end of iteration $k$.

| it | col | cost | message blocks inserted |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $k-8$ |  |  |  | $k-7$ |  |  | $k-6$ |  |  | $k-5$ |  |  |  | $k-4$ |  |  |  | $k-3$ |  |  | $k-2$ |  |  |  |
|  |  |  |  | A ${ }^{\text {B }}$ | C ${ }^{\text {d }}$ |  | A ${ }^{\text {B }}$ | B C | C D |  | A $\mathrm{B}^{\text {\| }}$ | c D |  | a B | B c | D |  | A b | C D |  | A ${ }^{\text {B }}$ | B C | C D |  | A ${ }^{\text {B }}$ | c |  |
| k-7 | 2 | 1 | - | - |  |  |  | $\times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 3 | 1 |  | $\times \times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 7 | 1 |  |  |  | $\times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| k-6 | 1 | 1 |  | - | $-$ | - |  |  | $--$ | - $\times$ | $\times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 2 | 1 | - | - | - | - | - |  |  |  | $\times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 3 | 2 | - | - | --- | - | - $\times$ | $\times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 7 | 1 | - | - | -- |  |  |  | $\times$ | $\times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 8 | 1 | - | -- | --- | - |  |  | $\times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 10 | 1 |  |  | -- |  |  |  |  |  |  | $\times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 12 | 1 | - |  | -- | - | - $\times$ | $\times$ | $\times$ | $\times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| k-5 | 2 | 1 | - | - - | --- | - | - | - - | $-{ }^{-}$ | - - | $-$ |  |  |  | $\times$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 3 | 1 | - | - | --- | - | -- | -- | -- | - $\times$ | $\times \times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 8 | 1 | - | -- | --- | - | -- | -- | - - | - |  | $\times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 9 | 1 | - | -- | --- | - | $\times \times$ | $\times \times$ | $\times \times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 11 | 1 | - | -- | --- | - |  |  | $-{ }^{-}$ | - $\times$ | $\times$ | $\times$ | $\times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| k-4 | 1 | 1 | - | -- | --- | - | --- | --- | -- | - | - - | - - |  |  | - | - |  | $\times$ |  |  |  |  |  |  |  |  |  |
|  | 3 | 1 | - | -- | --- | - | -- | -- | -- | - - | -- | -- | - $\times$ | $\times \times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 4 | 2 | - | - - | --- | - | -- | -- | -- | - | - - | - |  |  | - |  |  |  | $\times$ |  |  |  |  |  |  |  |  |
|  | 7 | 1 | - | -- | --- | - | -- | -- | -- | $-{ }_{-}-$ | - - | - |  |  |  | $\times$ |  |  |  |  |  |  |  |  |  |  |  |
|  | 9 | 1 | - | -- | --- | - | -- | -- | -- | - $\times$ | $\times \times$ | $\times \times$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 10 | 1 | - | -- | --- | - | -- | -- | -- | - | - | - |  |  |  |  |  |  |  | $\times$ |  |  |  |  |  |  |  |
|  | 11 | 1 | - | -- | --- | - | -- | -- | -- | - |  |  | - $\times$ | $\times$ |  | $\times$ | $\times$ |  |  |  |  |  |  |  |  |  |  |
|  | 12 | 1 | - | -- | --- | - | --- | -- | -- | - - | - | -- | - |  | $\times$ | $\times$ | x |  |  |  |  |  |  |  |  |  |  |
| k-3 | 1 | 3 | - | -- | --- | - | - - - | --- | -- | - - | -- | --- |  |  | - | - |  |  | -- | - | $\times$ |  |  |  |  |  |  |
|  | 2 | 2 | - | - - | --- | - | -- | -- | -- | - - | - - | -- | - - | - |  | -- |  | - |  |  |  | $\times$ |  |  |  |  |  |
|  | 4 | 2 | - | - | --- | - | -- | -- | -- | - - | - - | -- | - | -- | - | - | - | - |  |  |  |  | $\times$ |  |  |  |  |
|  | 5 | 2 | - | -- | --- | - | -- | -- | -- | - | -- | -- | - - | - - | -- | -- | - $\times$ |  | $\times$ |  |  |  |  |  |  |  |  |
|  | 9 | 2 | - | - - | --- | - | -- | -- | -- | - | - - | -- | $\times$ | $\times \times$ | $\times \times$ | $\times \times$ |  |  |  |  |  |  |  |  |  |  |  |
|  | 10 | 2 | - | -- | --- | - | -- | -- | -- | - | - - | -- |  |  |  |  |  |  |  |  |  |  | $\times$ |  |  |  |  |
|  | 11 | 1 | - | -- | --- | - | -- | -- | -- | - - | -- | -- |  |  |  |  |  | $\times$ |  | $\times$ |  |  |  |  |  |  |  |
|  | 12 | 2 | - | -- | --- | - | -- | -- | $--$ | - | - - | -- | - | - |  | -- |  | $\times$ | $\times 1 \times$ | $\times$ |  |  |  |  |  |  |  |
| k-2 | 1 | 3 | - | -- | --- | - | --- | -- | -- | - | $--$ | -- | - | -- | -- |  |  | - | - - | - |  |  |  | $\times$ |  |  |  |
|  | 2 | 3 | - | -- | --- | - | -- | -- | -- | - - | -- | -- | - - | -- | -- |  |  |  | -- |  | - |  |  |  | $\times$ |  |  |
|  | 6 | 3 | - | - | --- | - | -- | -- | -- | - | -- | - | - | - - | - |  | - | -- |  |  |  |  |  |  |  |  |  |
|  | 12 | 2 |  | - - | --- | - | -- | -- | -- | - - | -- | -- | - - | - - | - - | - | - | - | - - | - |  | $\times$ | $\times$ |  |  |  |  |
| K-1 | 3 | 3 |  | -- | -- - | - | \||- | -- | $-{ }^{-1}$ |  |  |  |  | -- | -- |  |  |  |  |  |  | - - | -- |  |  |  |  |
| COST |  |  |  |  | 0 |  |  | 0 |  |  |  | 0 |  |  | 1 |  |  |  | 2 |  |  | 6 |  |  |  | 5 |  |

the third column its cost in terms of number of bytes (i.e., for a cost $c$, the transition has a probability of $2^{-c \times 8}$ ). Then, each of the seven other columns of the table represents a pair of message words that will be used as control bytes (the letters a or A, b or B, c or C, and d or D represent, respectively, the first, second, third, and fourth byte of the 4-byte message inserted). Capital letters mean that we have 2 control bytes (a difference is inserted for this message block and we can make independently both messages of the pair vary) and small letters mean that we only have 1 control byte (no difference inserted for this message block). In the core of the table, a dash or a cross represents the fact that the MixColumns transition indicated by the corresponding row is affected by the control byte indicated by the corresponding column. We divided those dependencies for the sake of simplicity, the crosses are the dependencies that may be used for the attack: chronologically they represent for each MixColumns transition the dependencies of the last involved message word during the attack. The last row gives the cost of each message word insertion during the collision search in terms of number of bytes. The sum for all the message blocks gives the total complexity of the attack.

By looking at Table 3, since there can be several crosses in a single column, one may have the impression that some bytes of the message are used several times during the attack. However, we recall that in Table 3 the crosses do not represent the dependencies that we will use, but the ones that we may use during the attack. We ensured that no freedom degree is used twice during the message bytes fixing procedure.

Finally, from Table 3, one can check that we need to test $2^{14 \times 8}=2^{112}$ all-active pairs of internal state in order to have a good probability of obtaining a collision, as 14 MixColumns constraints cannot be forced independently during the collision search. We explain the whole process in more details in the next section.

### 5.2. The Collision Search

Our final collision search is based on three steps. The first one generates a sufficient number of all-active extended internal states and the second one checks for each candidate if a collision can be found by using the control bytes. Once a pair of message blocks following the differential path is found, the third step ensures the validity of our new internal collision by forcing the last truncation.

### 5.2.1. First Step:

start with the predefined initial value of Grindahl and compute a few iterations with lots of truncated differences in the incoming message blocks in order to quickly come to an all-active pair of states denoted $\mathcal{A}$ after a few iterations. From this pair of states $\mathcal{A}$, generate $2^{14 \times 8}=2^{112}$ new all-active pairs of states $\mathcal{A}_{1}, \ldots, \mathcal{A}_{2^{112}}$, for example, by choosing randomly a new input pair of message blocks. When all the possible pairs of message blocks for $\mathcal{A}$ are exhausted, replace $\mathcal{A}$ by another all-active pair of states found during the process. This part requires $2^{112} \times 2^{0.27}=2^{112.27}$ iterations.

### 5.2.2. Second Step:

in this step, for each pair of message words $\left(M_{k-i}, M^{\prime}{ }_{k-i}\right)$ inserted, their bytes are used in order to adjust the behavior of the MixColumns transitions where crosses appear
at column $M_{k-i}$ in Table 3. Then, we continue the attack by fixing the control bytes iteration per iteration: for the message blocks inserted at the beginning of iterations $k-8, k-7, k-6$ of our truncated differential path from Table 3, there are more control bytes incoming than necessary. Indeed, we have 8,8 , and 7 control bytes available for the messages inserted at iterations $k-8, k-7$, and $k-6$, respectively, whereas we only require 2,7 , and 7 bytes of degrees of freedom. Note that since in Table 3 the crosses represent the bytes of the last message word involved in a transition, the previous dependencies (represented by a dash) are already fixed at this point. For each step, the total cost is equal to the sum of the costs of all the MixColumns transitions involved minus the number of control bytes available from $M_{k-i}$, provided they can all be utilized properly (which is often the case). Consequently, at this point of the attack, we maintain $2^{112}$ pairs of messages and states following the differential path. For the message words inserted at iteration $k-5$, we have 6 control bytes for 7 bytes of conditions, thus we only keep 1 out of $2^{8}$ message pairs and we go to the $(k-4)$-th message word with $2^{104}$ valid pairs. We continue in the same way for the three remaining message words $k-4, k-3$, and $k-2$, having 7,8 , and 4 control bytes, respectively, and requiring 9 , 14 , and 9 bytes of conditions. Concerning the $k-2$ case, we only have 4 control bytes and not 6 as indicated in Table 3, because $c$ and $d$ are not involved in any MixColumns transition and so they cannot be considered as control bytes. Finally, we expect to have one pair of messages following the differential path with a good probability by starting with $2^{14 \times 8}=2^{112}$ all-active pairs of states.

### 5.2.3. Third Step:

add a $(k+1)$-th message block without truncated difference in order to force a truncation after the last iteration $k$ of the differential path (remember that there is no truncation of the extended internal state before the blank rounds).

### 5.3. Discussion on the Attack

The distinction between crosses and dash dependencies is a restriction for the attacker but allows a simpler description of the attack. When dealing with crosses, the attacker knows that all the previous dependencies are already set and it makes things much simpler even if better attacks may exist by using a more complicated message byte fixing schedule. The very same remark applies for the fact that we fix the message bytes word by word: much simpler to describe but may be not the best technique.

To the contrary, dealing with crosses does not mean that the control bytes can be used carelessly. There may exist situations where the attacker cannot use all of its control bytes: we took care of the dependencies word wise with the crosses/dash distinction, but the byte-wise dependencies remain. Still, those situations occur relatively rarely and do not happen in our presented differential path.

For the sake of clarity, we explain more precisely how to deal with the control bytes by giving an example. Let us set ourselves when the attacker has to fix the message pair incoming at step $k-5$ (seventh column in Table 3). The previous message words have already been fixed during the attack, thus we only have to deal with the crosses in Table 3. Some MixColumns differential transitions have to behave as required by the truncated
differential path, and this has a cost. For example, at the second column of the $(k-5)$-th iteration, we need a 4 non-zero truncated differences to 3 non-zero truncated differences transition and this will happen with probability $2^{-8}$, therefore, with a cost of 1 byte. However, in order to make this event occur, we can use the second byte of the message word inserted at iteration $k-5$ in order to randomize the instantiation of the transition. There are several ways of doing this step, and this is discussed below. We actually have a good probability to find $2^{8}$ valid pairs of message bytes for this transition: two control bytes for one byte of condition. We repeat the process for the seventh column transition of iteration $k-4$ with the fourth byte of the message word: again two control bytes for one byte of condition. Next, we identify the subset of the cross product of the two sets of $2^{8}$ byte pairs such that the twelfth column transitions of iteration $k-4$ are verified (depending only on the two previously fixed pairs of message bytes), which costs one byte of condition. So, we maintain $2^{8}$ valid possibilities. Then, we fix the first byte of the message word to deal with the third column transition of iteration $k-4$ : since this costs one control byte for one byte of condition, we still maintain $2^{8}$ valid possibilities. Finally, with the remaining byte of the message word (the third), we look for a good transition for the ninth column of iteration $k-3$ : this costs one control byte for two bytes of conditions but we had maintained $2^{8}$ valid possibilities before, so that in the end we have a good probability to find a valid message word for all the transitions cited. Yet we did not take care of the eleventh column of iteration $k-4$, which costs us one byte of condition. To summarize, this whole step will cost us $2^{8}$ tries because we had a total of six control bytes for a total of seven bytes of conditions. Repeating this reasoning for all the message words inserted at each iteration of the differential path explains the $2^{112}$ tries cost for the whole collision attack.

For simplicity we described an attack requiring $2^{112}$ memory but a simple version without memory is also possible with the same computational complexity. During the first step, instead of memorizing all the elements $\mathcal{A}_{1}, \ldots, \mathcal{A}_{2^{112}}$ before launching the second step, one can directly run the second step for each element $\mathcal{A}_{i}$, without keeping track of them.

One may argue that even if the attacker needs to try $2^{112}$ all-active pairs of states, the basic operation may be costly when playing with the control bytes. Indeed, with the previous example, some steps require to pass through $2^{8}$ or $2^{16}$ values of message words, each requiring only a SubBytes computation on a whole column, or one or two iteration processes (depending on the column in which the state the transition occurs). Even if it is still an attack, the complexity would be slightly higher. This argument is true if the attacker uses a naive search method. However, inexpensive precomputations allow to reduce the computational cost of the search table lookups. For example, with as few as $2^{32}$ precomputation time and memory, one can generate all the information needed to quickly execute the search needed during the third step of the collision search. Only a few table lookups would then be required. One might also wonder why we did not count the complexity of the few 4 non-zero truncated differences to 4 non-zero truncated differences transitions. Such transitions always have a high probability to happen $P_{A}=$ $\left(1-2^{-8}\right)^{4} \simeq 2^{-0.02}$, and therefore, they have very little effect on the complexity of the attack. Finally, the compression function mode performs 40 iterations for one compression call. Thus, our attack actually runs in less than $2^{112}$ hash computations, all the complexity coming from the generation of $2^{112}$ all-active pairs of states.

We checked that this method also works with a complexity of at most $2^{120}$ hash computations for all the rotation constants providing the best diffusion, which seems to indicate that the internal state of Grindahl is not large enough to ensure a proper collision resistance.

## 6. Possible Patches

Most of the difficulty of the presented attack is to actually find a good differential path, and this is possible by the analysis simplification induced by letting the differences totally spread and start from an all-active pair of states. Besides, even if better differential paths may be found by maintaining a low weight of differences (which seems hard to find) instead of going through an all-active pair of states, we believe that the complexity would not drastically decrease compared to our attack. In fact, the complexity cost grows quickly due to the last iterations of the differential path where very few control bytes are available, and these steps will remain very costly whatever the differential path used. Said in other words, we can compute a lower bound on the complexity of an attack using any truncated differential path and control bytes. For example, a short program tells us that a similar truncated differential attack for the 256-bit version of Grindahl requires at least $2^{104}$ operations (whatever the truncated differential path and the message words byte fixing schedule) even if this does not mean that such an attack exists.

Thus, it would be very interesting to think of a new version of Grindah1, with a comparable efficiency, that resists not only the presented attack but also any attack dealing with truncated differences and control bytes (and also the independent flaw identified in [18]). However, one needs some assumption on the power of the control bytes. A plausible assumption could be that a control byte can only correct a MixColumns transition located at one, two, or three iterations after its introduction. This seems a relatively weak assumption since after three iterations, a message byte affects the entire internal state of the compression function. Using no assumption at all would lead to nonsense as in this case using a path with a huge number of iterations would theoretically provide enough control bytes for the entire differential path, reducing the lower bound to 1 . It is a bidimensional problem since apart from the lower bound value, with a too weak assumption the program may go through too many leaves in the search tree (whose size is reduced with an early-abort programming) and never output anything. Moreover, a too strong assumption may not model well the attacker in practice.

Finally, one wants the lower bound on the complexity of an attack using truncated differential path and control bytes to be at least $2^{128}$ operations, and even larger for a good security margin. If this is possible, an attacker who wants to find a collision would have to first find a differential path and then to deal with the actual values of differences in order to lower the complexity. The SubBytes transformation would, therefore, discourage this kind of attack and we would obtain a hash function with a strong security argument. A new Grindah1 version with such a property and a reasonable efficiency could be, therefore, designed by adding some more columns in the states for example.

The question of the number of columns to be added or other possible patches is left open for future research. However, it is to be noted that the SHA-3 semi-finalist FUGUE [19], a direct successor of Grindah1, was built with the aim of resisting to
this type of attack [39]. In particular, the designers increased the internal state size and proposed a much better diffusion layer, finally succeeding in formally proving resistance of FUGUE against the methods we presented in this article. Moreover, the SHA - 3 hash function candidates AURORA [22] and LUX [35] also proposed arguments with regard to our attacks as their proposals share similarities with Grindahl. However, some other vulnerabilities were later discovered for these two candidates [11, 14, 15, 40].

## 7. Conclusion and Future Work

In this article, we described a collision attack on the AES-based Grindahl hash function using a byte-wise truncated differential path. The rather small internal state size can be exploited by a counterintuitive technique in which the attacker first lets all the differences spread. Then, by a sharp message bytes fixing schedule along with the backward construction of a colliding-truncated differential path starting from an all-active internal state, one can compute a collision with not more than $2^{112}$ round computations for the full 256-bit version of Grindah1.

Attacking the second-preimage resistance of Grindahl using the same method seems difficult since the attacker has access to much less freedom degrees (only the difference in the message bytes can be randomized, not the values anymore) and the security claim from the designers is the same as for collision resistance, i.e., $2^{n / 2}$.
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[^0]:    ${ }^{1}$ Concerning second-preimage and preimage, the authors also claimed a resistance up to $2{ }^{128}$ computations, which is lower than what one expects from an ideal 256-bit hash function.

