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The merging of coherent control �CC� and adiabatic passage �AP� and the type of problems that can

be solved using the resulting coherently controlled adiabatic passage �CCAP� method are discussed.

The discussion starts with the essence of CC as the guiding of a quantum system to arrive at a given

final state via a number of different quantum pathways. The guiding is done by “tailor-made” external

laser fields. Selectivity in a host of physical and chemical processes is shown to be achieved by

controlling the interference between such quantum pathways. The AP process is then discussed, in

which a system is navigated adiabatically along a single quantum pathway, resulting in a complete

population transfer between two energy eigenstates. The merging of the two techniques �CCAP� is

shown to achieve both selectivity and completeness. Application of CCAP to the solution of the

nondegenerate quantum control problem is first discussed and shown that it is possible to completely

transfer population from an initial wave packet of arbitrary shape, composed of a set of

nondegenerate energy eigenstates, to a final arbitrary wave packet, also composed of nondegenerate

states. The treatment is then extended to systems with degenerate states and shown how to induce

isomerization between the broken-symmetry local minima of a Jahn-Teller Al3O molecule. These

approaches can be further generalized to situations with many initial, intermediate, and final states

and applied to quantum coding and decoding problems. CCAP is then applied to cyclic population

transfer �CPT�, induced by coupling three states of a chiral molecule in a cyclic fashion,

�1�↔ �2�↔ �3�↔ �1�. Interference between two adiabatic pathways in CPT allows for a complete

population transfer, coupled with multichannel selectivity, by virtue of its phase sensitivity. CPT can be

used to show the purification of mixtures of right-handed and left-handed chiral molecules. Finally,

quantum-field coherent control is introduced, where CCAP is extended to the use of nonclassical light.

This emerging field may be used to generate new types of entangled radiation-matter states.
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I. INTRODUCTION TO QUANTUM CONTROL

The quantum control �QC� problem can be phrased as
finding ways of inducing complete transfer of population
from an arbitrary initial wave packet of quantum states
to a desired target wave packet of quantum states. This
objective can be achieved by employing a �polychro-
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matic� set of mutually coherent light fields or, equiva-
lently, a set of tailor-made shaped laser pulses.

In recent years QC has been realized by using a num-
ber of strategies, such as coherent control �CC� �Brumer
and Shapiro, 1986; Shapiro and Brumer, 2003�, which
achieves final-state selectivity using laser-controlled in-
terferences between two or more quantum pathways, by
tuning the phases and other parameters of the light field:
optimal control �OC� �Tannor et al., 1986; Peirce et al.,
1988; Kosloff et al., 1989; Judson and Rabitz, 1992; Rice
and Zhao, 2000�, which is a general procedure for opti-
mizing laser pulses using pulse-shaping techniques
�Weiner and Heritage, 1987; Haner and Warren, 1988;
Weiner et al., 1990; Hillegas et al., 1994; Weiner, 2000� to
achieve a desired outcome, and adiabatic passage �AP�
�Grischkowski et al., 1975; Oreg et al., 1984; Gaubata
et al., 1990�, which is a way of affecting complete popu-
lation transfer between selected states and, recently, also
their coherent superpositions.

In parallel with the study of the control of atomic and
molecular systems, quantum engineering of light states
has also been extensively investigated �Pe1ina, 1984;
Law and Eberly, 1996; Scully and Zubairy, 1997�. These
studies have been aided by the availability of ultracold
systems and advances in solid-state electronics. In par-
ticular, numerous nonclassical light states with squeezed
fluctuations of observables have been constructed and
general methods for their preparation have been devel-
oped �Yurke and Stoler, 1986; Král, 1990a, 1990b;
Schleich et al., 1991�.

A constant flow of ideas, methods, and people be-
tween these fundamental research fields led to their ex-
plosive development. Stimulated by these achievements,
the field of quantum computation also emerged, which
explores possible ways to implement quantum informa-
tion processing �Nielsen and Chuang, 2000�. Eventually,
it became clear that quantum systems could be fully con-
trolled only if all their eigenstates �degenerate or nonde-
generate, depending on the situation�, such as individual
material eigenstates or Fock states associated with
bosonic fields, are individually addressed and populated
without restrictions.

The results presented below underline the above vi-
sion in its full extent. Our emphasis in searching for use-
ful control strategies is thus to look for general methods
that can be applied to an entire class of systems. In ad-
dition to generality, the methods should ideally also be
robust, i.e., insensitive to small variations of the experi-
mental parameters, and be based on some simple and
transparent principles, thus making the underlying dy-
namics intuitively understandable. For this reason,
purely numerical approaches, such as those implicit in
the optimal control field, which solve the control prob-
lem in the context of a particular system by looking for
the most efficient pulse regarding a predefined objective
�Rice and Zhao, 2000�, are not discussed here. The
merging of coherent control, by which one may attain
selectivity in multichannel situations, and adiabatic pas-
sage, which enables the complete transfer of populations
between a pair of quantum states, in a technique we

term coherently controlled adiabatic passage �CCAP�, is
the central theme of this Colloquium.

In Sec. II, we briefly discuss CC and AP. In Sec. III we
introduce CCAP as a way of preparing arbitrary super-
positions of nondegenerate energy eigenstates. In Sec.
IV, CCAP is extended to include degenerate states in
either the initial or target wave packets. In Sec. V, we
explain how CCAP can be used for encoding and decod-
ing of quantum information. In Sec. VI, we show how
CCAP can be used for purification of statistical mixtures
of degenerate states. Conclusions are drawn in Sec. VII.
In Appendix A, we extend CCAP to the nonclassical
light domain. The polychromatic adiabatic passage is de-
rived in Appendix B, and conditions for adiabatic evo-
lution in such schemes are explained in Appendix C.
General selection rules are discussed in Appendix D.

II. COHERENT CONTROL VS ADIABATIC

PASSAGE

A. Coherent control

Coherent control �Brumer and Shapiro, 1986; Shapiro
and Brumer, 2003� is a method of selecting between dif-
ferent �energetically allowed� outcomes using multiply
interfering quantum pathways. The method is most ef-
fective in dealing with degenerate quantum states, such
as those associated with systems possessing multiple
continua, existing in molecular dissociation, ionization,
and reactive scattering processes.

Starting from an initial pure quantum state one uses
laser fields to control the multiplicity of quantum path-
ways which guide the population to different superposi-
tions of the final states of interest. By inducing construc-
tive �destructive� interference between such quantum
pathways, it is possible to enhance �suppress� desired
�undesired� target states. Although CC has in the past
been implemented in the perturbative regime in com-
bined fields, its validity has been shown to extend to the
strong field regime as well �Shapiro and Brumer, 2003�.

Control of the interferences between different path-
ways may be achieved experimentally by varying the
relative phase between the different laser modes used to
excite the system along these pathways. Although the
partial coherence of light sources combined with the fast
decoherence of quantum processes in material systems,
due to various scattering processes, is detrimental to the
control �Shapiro and Brumer, 2003�, experience shows
that as long as the separation of the light pulses associ-
ated with the excitation processes along different path-
ways is shorter than the decoherence rates, extensive
control is achievable.

Many of the CC theoretical predictions, such as con-

trol of atomic and molecular processes via N vs M pho-
ton transitions �Shapiro et al., 1988�, have been tested
and demonstrated experimentally �Chen et al., 1990;
Park et al., 1991; Lu et al., 1992; Yin et al., 1992; Kleiman
et al., 1995; Zhu, Kleiman, Li, Lu, Trentelman, and Gor-
don, 1995; Wang et al., 1996; Zhu, Suto, Fiss, Wada,
Seideman, and Gordon, 1997; Gordon et al., 1999�. Co-
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herent control methods have also proved to be valid in
the context of solid-state systems. In particular, it was

shown that excitation by N and M multiphoton pro-
cesses, having opposite parities, leads to symmetry
breaking and the generation of dc electric currents �Kur-
izki et al., 1989; Atanasov et al., 1996; Deyirmenjian and
Sipe, 1999; Král and Tománek, 1999; Král and Sipe,
2000�. These predictions have been confirmed experi-
mentally in a number of semiconductors �Baranova et
al., 1990; Dupont et al., 1995; Sheehy et al., 1995; Haché
et al., 1997�. Similar techniques were shown to lead to
the control of phonon emission �Xu and Pötz, 1999� or
injection of spin currents �Bhat and Sipe, 2000�.

Coherent control of photonic processes such as spon-
taneous emission has also been studied. Among the sce-
narios explored are interferences between overlapping
resonances �Frishman and Shapiro, 2001, 2003� and di-
rect interference between emission pathways �Zhu,
Chan and Lee, 1995; Zhu and Scully, 1996; Zhu, Chen,
and Huang, 1997; Berman, 1998; Paspalakis and Knight,
1998; Li and Zhu, 1999�. The suppression of spontane-
ous emission in free-space �Zhu, Chan, and Lee, 1995�
or band-gap materials �Zhu, Chen, and Huang, 1997�
results in the spectral narrowing, even the complete
elimination, of spectral lines �Zhu and Scully, 1996; Ber-
man, 1998�.

Two-photon processes can also be modified using CC.
It is possible to selectively inhibit or enhance two-
photon absorption by phase modulation �Yelin et al.,
1997; Dayan et al., 2001, 2004� and other interference
techniques �Agarwal and Harshawardhan, 1996; Gao
et al., 2000�. It is also possible to use CC to induce popu-
lation trapping and gain in V-type systems �Paspalakis
et al., 1998; Menon and Agarwal, 1999�. Furthermore, it
has been realized that interference between one-photon

and N-photon transitions results in electromagnetically
induced transparency �EIT� in atomic systems �Ye et al.,
2002; Zibrov et al., 2002; Hu et al., 2003�.

Coherent control thus provides a satisfactory solution
to quests dating back to the early 1970s of using lasers to
affect selectivity. Most experiments of those days at-
tempted to achieve selectivity by using frequency con-
trol as afforded by narrow-band lasers. Since such lasers
lead to preferential excitation of atomic and molecular
levels that are in resonance with the laser lines �Kurzel
and Steinfeld, 1970; Bergmann and Demtröder, 1971�,
the hope was that such energy selectivity will also result
in selectivity of subsequent events such as ionization and
dissociation. This turned out to be realizable only partly
due to the lack of high selectivity in addressing degener-
ate quantum states in overlapping continua and the ex-
istence of intramolecular vibrational redistribution
�IVR� �Parmenter and Stone, 1986; Quack, 1990; Crim,
1993; Moss and Parmenter, 1993; Borst and Pratt, 2000�,
a process by which the narrow wave packet of states
excited by the narrow-band laser pulses quickly dis-
perses to many molecular vibrational modes.

In order to understand better the concepts developed
below, we briefly discuss here a sample CC scenario in
which we interfere a one-photon process with a two-

photon process in order to photoinject electric currents
in semiconductors or other environments and control
their directionality �Kurizki et al., 1989�. The experimen-
tal realizations of this scenario �see, e.g., Dupont et al.
�1995��, shown in Fig. 1, proceed along the following the-
oretical scenario: One simultaneously irradiates the ma-
terial system by two electromagnetic fields, which in the
case of semiconductors is convenient to describe by vec-

tor potentials using the p ·A gauge of the radiation-
matter interaction Hamiltonian �Shore, 1990; Scully and

Zubairy, 1997�. One potential A1e−i�1t−i�1 is inducing

one-photon transitions, and the other A2e−i�2t−i�2, where

�2=�1 /2, is inducing two-photon transitions. In the case
from Fig. 1, the initial states are confined to a quantum
well in one direction and are of even symmetry, and they
are delocalized in the other two directions. The excited
conduction states are delocalized in all three directions,
but their components in the localization direction of the
initial states have odd symmetry for one-photon pro-
cesses and even symmetry for two-photon processes.
These two components interfere when projected on the
momentum-state amplitudes in the direction of the
initial-state confinement and asymmetrically populate
these states. The resulting light-induced broken-
symmetry electron distributions in momentum space
lead to the generation of nonzero photocurrents.

Let us now explain the phenomenon in more detail in
bulk semiconductors �Král and Sipe, 2000�. Given the

initial �kv� valence-band states and the fact that the two
interfering processes are in resonance with transitions to

energetically degenerate �kc� conduction-band states �in
vertical transitions, k�kc�kv�, the probability density

in the conduction band P�k�= �f�k��2 is given as the
square of the sum of one-photon and two-photon ampli-
tudes.

Using the rotating-wave approximation �RWA�
�Shore, 1990; Scully and Zubairy, 1997� �see also discus-

FIG. 1. A schematic illustration of an experiment in which the

directionality of current formed in the conduction band of a

semiconducting quantum well system was controlled by irradi-

ating the sample by a combination of a fundamental frequency

�that of the CO2 laser� and its second harmonics. From Dupont

et al., 1995.
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sion below Eq. �9�� and the lowest-order perturbation
theory in the combined fields1 �Král and Sipe, 2000�,
these amplitudes are given by

f�k� �A1pcv�k�e−i�1 + A2
2dcv�k�e−2i�2, �1�

where

pcv�k� � 	kc�p�kv�, dcv�k� � 

i

pci�k�piv�k�
��2 − Ei

, �2�

and piv�k��	ki�p�kv� �pci�k��	kc�p�ki�� are the momen-
tum matrix elements between the initial �final� state and

all intermediate states �ki� of energy Ei.
Squaring Eq. �1� and separating out the noninterfering

sum of one-photon and two-photon probabilities

Pnon�k���A1pcv�k��2+ �A2
2dcv�k��2 from the interference

term 2Re�A1
*pcv

* �k�A2
2dcv�k�ei��1−2�2��, we can write P�k�

as

P�k� � Pnon�k� + Pint�k�cos��1,2�k� + �1 − 2�2� , �3�

where Pint�k���A1
*pc,v

* �k�A2
2dc,v�k��, with �1,2�k�

=�1,2�−k�+� denoting the k-dependent phase of the

A1
*pcv

* �k�A2
2dcv�k� product. By varying �1−2�2 we can

control the sign of the interference term and hence
whether the interference is constructive �destructive� for

a given excited momentum state �kc�, i.e., whether it is
constructive �destructive� in the forward �backward� di-

rection, as determined by k �−k�, or vice versa. The mu-

tual shift of phases �1,2�k� and �1,2�−k� by � �Král and
Sipe, 2000� assures that when a scenario occurs for one
momentum direction, the opposite scenario occurs for
the opposite direction.

The injection rates into the �±kc� momentum states of
conduction electrons leaving the excitation spot depend

on the �1−2�2 relative phase, which results in symmetry
breaking of the population distribution �see Král and
Sipe �2000��. This asymmetry leads to the generation of

dc electric current jc�kcPkc
dkc�0 �jv� jc� in the con-

duction �valence� band of the semiconductor. In Fig. 2,

we also show the �1−2�2 phase dependence of the ex-
perimentally measured current �Dupont et al., 1995� in-
duced in this way. Its direction can be clearly controlled

by the relative phase �1−2�2.

B. Adiabatic passage

With the introduction of new laser sources in the
1980s a number of powerful population transfer tech-
niques were developed, such as overtone pumping
�Crim, 1984�, off-resonance stimulated Raman scattering
�Orr et al., 1984; Meier et al., 1986�, and stimulated emis-
sion pumping �Kittrell et al., 1981�. These methods re-
sulted, however, in only partial population transfer be-
tween quantum states. The adoption of the adiabatic

passage technique �Oreg et al., 1984; Gaubatz et al.,

1988, 1990�, operating �in contrast to CC� along a single

quantum pathway, has opened the way for inducing a

complete population transfer between quantum material

states.

Complete population transfer in AP was shown theo-

retically �Oreg et al., 1984� and independently imple-

mented experimentally a few years later in a method

called stimulated Raman adiabatic passage �STIRAP�
�Gaubatz et al., 1988, 1990�. In this method, which is a

variant of the stimulated Raman process, two �pump and

Stokes� pulses are employed in the reverse �“counterin-

tuitive”� order to that of the usual stimulated Raman

process; namely, in STIRAP the Stokes pulse precedes

the pump pulse. This method, designed to work with

discrete states, clearly complements CC by being able to

transfer populations completely but at the same time not

being phase sensitive, in contrast to the CC that is typi-

cally used in continua of states in weak-field but phase-

sensitive regimes. We will later explore the advantages

resulting from the combination of both approaches.

We now show that the counterintuitive pulse ordering

leads to the desired complete population transfer. Con-

sider irradiating the ��-type� three-state system depicted

in Fig. 3 �left� by two laser pulses, a pump pulse �P� of

center frequency �P and electric field envelope EP�t� and

a Stokes pulse �S� of center frequency �S and field en-

velope ES�t�. We assume that the pump pulse is close to

resonance with the �1�↔ �0� transition and the Stokes

pulse is close to resonance with the �2�↔ �0� transition,

and the two transitions have well separated energies.

The time-dependent Hamiltonian of this radiation-

matter system can be written in the Schrödinger picture

as follows �Shore, 1990; Scully and Zubairy, 1997�:

1The one-photon excitation due to the A2 vector potential is
nonresonant due to the band gap, and the two-photon excita-
tion due to the A2 potential is of a similar strength like the
one-photon excitation due to the A1 potential.

FIG. 2. Experimental control of current directionality. Shown

is the dc current generated by the experimental setup of Fig. 1

as a function of the phase difference between the fundamental

source �wavelength of 10.6 	m� and its second harmonic. From

Dupont et al., 1995.
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H�t� = HM + HI�t�, HM = 

i=1,0,2

Ei�i�	i� ,

�4�
HI�t� = − EP�t�cos��Pt��	0,1�0�	1� + H.c.�

− ES�t�cos��St��	0,2�0�	2� + H.c.� .

Here, as well as in all subsequent sections, we use the

r ·E gauge of the radiation-matter interaction Hamil-

tonian HI�t�. In Eq. �4�, 	0,1 is the projection of the di-

pole matrix element for the �1�↔ �0� transition on the P

polarization axis, 	2,0 is the projection of the dipole ma-

trix element for the �0�↔ �2� transition on the S polariza-

tion axis, and Ei=��i are the free-field eigenenergies.

The connection between the electric field envelope E�t�
and the intensity of the radiation I�t� is

E�t��V/cm� = 27.4682�I�t��W/cm2� . �5�

We can write the time-dependent wave function �
�t��
solving the Schrödinger equation

�
d

dt
�
�t�� = − iH�t��
�t�� �6�

in the form �Shore, 1990; Scully and Zubairy, 1997�

�
�t�� = 

i=1,0,2

Ci�t��i� = 

i=1,0,2

ci�t�e
−i�it�i� . �7�

After substituting this �
�t�� into Eq. �6� and performing
its time derivative on the left side, we can cancel

the terms associated with the free evolution in the HM

Hamiltonian. Then, its multiplication by the terms

	j�ei�jt gives a set of equations for the ci�t� coefficients.

If we collect these coefficients in the vector c�t�
� „c1�t� ,c0�t� ,c2�t�…T, where the superscript T designates
the matrix transpose, Eq. �6� can be written in the matrix
form

�
d

dt
c�t� = − iH�t� · c�t� , �8�

where

H�t� =
�

2�
0 �P

* �t�e−i�Pt 0

�P�t�ei�Pt 0 �S
*�t�ei�St

0 �S�t�e−i�St 0
� . �9�

This is the Schrödinger equation in the interaction rep-
resentation for the problem described by the Hamil-
tonian in Eq. �4� �Shore, 1990; Scully and Zubairy, 1997�.
We present its formal derivation in Appendix B.

In Eq. �9�, ��	�E /� �=P ,S; �= �0,1� , �2,0�� is the

Rabi frequency for the pump �Stokes� pulse and �
��−�� �=P ,S� its detuning relative to the transition

frequency ��=�0−�� ��= �0,1� , �2,0�, �=1,2� between
levels �0� and �1� ��0� and �2��. Even though the Rabi
frequencies are in general complex, in some of the cases
discussed below we choose them, for simplicity, to be
real.

In deriving the Hamiltonian H�t�, we have also em-
ployed the RWA, according to which one only keeps
terms proportional to the slowly varying factors

exp�±it��− �Ei−Ej� /��, where ���Ei−Ej� /� �=P ,S�,
while we neglect terms containing the rapidly oscillating

factors exp�±it��+ �Ei−Ej� /��� �=P ,S�. Since in all
cases studied here the excitation fields are in resonance

��P=�S=0� with all considered states, the RWA Hamil-

tonian H�t� does not possess oscillatory terms, and we
can use the concept of adiabatic states �Shore, 1990;
Scully and Zubairy, 1997�.

We will diagonalize now the RWA Hamiltonian

H�t� ·U�t�=U�t� · �̂�t�, where �̂�t� is a diagonal matrix with
coefficients

�1 = 0,�2,3�t� = ± ���P�t��2 + ��S�t��2�1/2. �10�

The normalized eigenvector corresponding to the �1=0
null eigenvalue is

FIG. 3. The model and dynamics in the adiabatic passage. �Left� The three-level � configuration adiabatic passage scheme. �Right�
The pulses �panel �a�, where P stands for the pump and S for the Stokes pulse�, eigenvalues �panel �b��, and populations �panel�c��
as a function of time in this adiabatic passage with counterintuitive pulse ordering.
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U�1��t� = �
cos ��t�

0

− ei��t� sin ��t�
�, ��t� = arctan���P�t�

�S�t�
�� ,

�11�

where ��t���P�t�−�S�t� and �i�t� are the phases of the

Rabi frequencies, �i�t����i�t��ei�i�t� �i=P ,S�, allowing
the formation of null eigenvalue �dark� states described
below.

We can write the dark state in the interaction repre-

sentation and the bare-state basis �i� �i=1,0 ,2� as

��1�t�� = cos ��t��1� − sin ��t�ei��t��2� �12�

and transform it to the Schrödinger picture as follows:

��1�t�� = U0�t���1�t��

= cos ��t�e−i�1t�1� − sin ��t�e−i�2t+i��t��2� , �13�

where U0�t�=exp�−iHMt /�� �see Appendix B�. Since the

other two dark states ���t�� �=2,3� turn out not to be

connected at t=0 to the �1� state, we see from Eqs. �11�
and �12� that a system residing initially in state �1� corre-

lates exclusively with the ��1�t�� dark eigenvector. More-
over, if the Stokes pulse is made to precede the pump
pulse, this eigenvector executes a smooth transition
from state �1� to �2�, while leaving state �0� unpopulated
throughout the process. Thus, as illustrated in Fig. 3
�right�, we can achieve the desired complete population
transfer.

In the continuous regime, where flying molecules
cross mutually space shifted light beams, STIRAP has

been demonstrated for Na2 �Gaubatz et al., 1988, 1990�
and, as shown in Fig. 4, for Ne* atoms �Theuer and Berg-
mann, 1998� and, in the pulsed regime, for NO �Kuhn et

al., 1998� and SO2 �Halfmann and Bergmann, 1996�. It

has been demonstrated in the “ladder” configuration for
Rb �Süptitz et al., 1997� and with degenerate or nearly
degenerate states �Martin et al., 1996�.

Following the initial works of Bergmann and others,
the properties of three-state STIRAP have been thor-
oughly investigated theoretically �Oreg et al., 1984; Kuk-
linski et al., 1989; Shore, 1995; Vitanov et al., 2001�.
Among the properties examined were the sensitivity of
the population transfer to the delay between the Stokes
and pump pulses �Bergmann et al., 1998� and the effect
of single-photon �Vitanov and Stenholm, 1997a� and
two-photon �Vitanov et al., 2001� detuning. Going be-
yond the RWA �Guérin and Jauslin, 1998; Yatsenko et
al., 1998�, parasitic effects due to losses from intermedi-
ate states �Band and Julienne, 1991, 1992; Glushko and
Kryzhanovsky, 1992; Fleischhauer and Manka, 1996; Vi-
tanov and Stenholm, 1997b� and the existence of many
intermediate states �Coulston and Bergmann, 1992; Vi-
tanov and Stenholm, 1999� have also been studied.

Generalizations of the three-state STIRAP to multi-
state chains �Marte et al., 1991; Shore et al., 1991; Mali-
novsky and Tannor, 1997; Law and Eberly, 1998; Theuer
and Bergmann, 1998; Nakajima, 1999�, to adiabatic mo-
mentum transfer �Marte et al., 1991; Esslinger et al.,
1996; Kulin et al., 1997; Theuer and Bergmann, 1998�, to
branched-chain excitation �Kobrak and Rice, 1998a,
1998b, 1998c; Unanyan, Vitanov, and Stenholm, 1998;
Theuer et al., 1999�, and to population transfer via a
continuum of intermediate states �Carroll and Hioe,
1995, 1996; Paspalakis et al., 1997; Vitanov and Sten-
holm, 1997c; Yatsenko et al., 1997; Unanyan, Vitanov,
and Stenholm, 1998; Unanyan et al., 2000�, related to
laser-induced continuum structure �LICS� �Knight et al.,
1990; Halfman et al., 1998; Kylstra et al., 1998; Yatsenko,
Halfmann, Shore, and Bergmann, 1999� have also been
made.

Numerous novel techniques related to STIRAP have
been further developed recently. An example is the
hyper-Raman STIRAP �Guérin and Jauslin, 1998;
Guérin et al., 1998; Yatsenko et al., 1998�, Stark-chirped
rapid adiabatic passage �Yatsenko, Shore, Halfmann,
Bergmann, and Vardi, 1999; Rickes et al., 2001�, adia-
batic passage by light-induced potentials �Garraway and
Suominen, 1998; Kallush and Band, 2000; Rodriguez
et al., 2000; Solá et al., 2000�, and photoassociative
STIRAP, as a source for cold molecules �Vardi et al.,
1997, 1999; Javanainen and Mackie, 1998; Mackie et al.,
2000�. Some experimental implementations of these
ideas, e.g., to the formation of dark states in the photo-
association of an atomic Bose-Einstein condensate
�BEC� to form a molecular BEC, have already been re-
ported �Dumke et al., 2005; Winkler et al., 2005�.

III. NONDEGENERATE QUANTUM CONTROL PROBLEM

So far, we have considered separately the topics of
selectivity control, i.e., the introduction of an active bias
which selects out of a multiplicity of possible events one
desired outcome, and the attainment of a complete
population transfer from one energy eigenstate to an-

FIG. 4. Experiments on STIRAP in the Ne atom. Shown is the

percentage of population transfer to level �2� �=3P2� as a func-

tion of the delay between the pump and Stokes pulses. As the

pulses begin to overlap, with the Stokes pulse preceding the

pump pulse, the population transfer to the �2� state approaches

100%. From Bergmann et al., 1998.
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other. In the former, as practiced in the perturbative ver-
sion of CC, the transfer of population between the initial
and final states is far from complete. In the latter, as
attained in three-state STIRAP, the possibility of a num-
ber of final outcomes is usually not considered.

In this section, we combine these two approaches in a
method called nondegenerate quantum control �NQC�,
where the goal is to achieve complete population trans-
fer between two arbitrary superposition states �wave
packets� composed of many nondegenerate energy
eigenstates. The present emphasis on the nondegenerate
nature of constituent states stems from the fact that in
this case frequency discrimination allows for an easy and
simple addressing of each constituent state. Such a
simple means of addressing is not possible if degenera-
cies exist, and we postpone the discussion of the more
complicated case of quantum control between superpo-
sitions of degenerate energy eigenstates to Sec. IV.

In spite of the above limitations, nondegenerate quan-
tum control is of interest in many atomic and molecular
systems �see, e.g., Beumee and Rabitz �1990�, Aubanel
and Bandrauk �1997�, de Araujo �1999��. Although a
theorem has been published �Huang et al., 1983; Rice
and Zhao, 2000�, asserting that a solution to the NQC
problem exists under certain conditions, this existence
theorem provides no clue as to the nature of the exter-
nal field which actually brings about this type of popu-
lation transfer.

Solutions of the NQC problem for some particular
weak-field CC cases �Shapiro and Brumer, 1999, 2003�,
the three-state STIRAP �Grischkowski et al., 1975;
Gaubatz et al., 1990; Kuhn et al., 1992; Bergman et al.,
1998; Theuer et al., 1999; Vitanov et al., 2001�, and its
generalization to a few more final states �Coulston and
Bergman, 1992; Kobrak and Rice, 1998a, 1998b, 1998c;
Unanyan, Fleischhauer, Shore, and Bergmann, 1998;
Král et al., 2001� have been known for quite some time.
The construction of fields which solve the NQC problem
has been achieved recently �Král et al., 2002�. Although
this construction is not the only one possible, its exis-
tence is enough to establish that the NQC problem is
practically solvable. As it turns out, this construction is
simple and analytic, making it especially attractive and
useful for laboratory implementations.

The solution given by Král et al. �2002� is a generali-
zation of the three-state STIRAP �Grischkowski et al.,
1975; Gaubatz et al., 1990; Kuhn et al., 1992; Bergmann
et al., 1998; Theuer et al., 1999; Vitanov et al., 2001�,
discussed in Sec. II.B above. It has evolved from the
intermediate result �Král and Shapiro, 2002�, dealing
with the transfer of population from a single energy
eigenstate �1� to a wave packet composed of nondegen-
erate energy eigenstates with arbitrary coefficients

�
��t��=
kcke−i�kt�k� �k�1�. As in three-state STIRAP,
the population transfer proceeds via an intermediate-
energy eigenstate �0�, which acts as a virtual unpopulated
“stepping stone.” The method as applied to the prepa-
ration of vibrational coherent wave packets on the

ground electronic state of the Na2 molecule �Král and
Shapiro, 2002� is outlined in Appendixes B–D. In an

analogous way, one could prepare arbitrary nonclassical
vibrational states by controlling all vibrational �Fock�
eigenstates individually �Král, 1990a�.

The solution of the full NQC problem, i.e.,

the achievement of the �
i�tin��=
kck
i �tin�e−i�ktin�k�

→ �
f�tend��=
lcl
f�tend�e−i�ltend�l� transfer process, can be

accomplished in a straightforward manner �Král et al.,
2002�, where it is also possible to control the extent of
population transfer, from 0 to 100%. �Control over the
extent of transfer can also be achieved in other ways,
e.g., by successive transitions using a chain of states �Ma-
linovsky and Tannor, 1997�.�

Figure 5 illustrates the present method, which consists
of applying two pulses in a counterintuitive order. The
Stokes pulse, characterized by a set of Rabi frequencies

�0,l, coupling the intermediate �0� state to the final �l�
�l=n+1, . . . ,n+m� states, is made to precede �while par-
tially overlapping in time� the pump pulse, whose con-

stituent Rabi frequencies �k,0 couple the initially popu-

lated �k� �k=1, . . . ,n� states and the intermediate �0�
state.

We therefore consider the action of two pulses, whose
electric field is given as

E� �t� = Re 

k=1

n+m

�̂kEk�t�e−i�0,kt �14�

on a wave packet composed of �1� , . . . , �n� states with

��1 , . . . ,��n eigenenergies. In Eq. �14�, Ek�t� are the
�slowly varying� envelopes of the electromagnetic field

modes �0,k, each polarized along the �̂k direction. For
simplicity, we will use for the field mode frequencies the

same symbols as for the transition frequencies �0,k=�0

FIG. 5. An illustration of a transfer process in which arbitrary

wave packets made of nondegenerate states can be populated

over and over, �
�→ �0�→ �
��.
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−�k, introduced in Eq. �9�, since the former are tuned to
be in resonance with the latter.

The first n components of E� �t� describe the pump

pulse and the last m components the Stokes pulse. The
time dependence of the common Stokes �pump� pulse

envelope is controlled by the function 0� f�t��1

�=S ,P� according to El�t�= fS�t��l for l=n+1, . . . ,n+m

and Ek�t�= fP�t��k for k=1, . . . ,n, with �i=max�Ei�t��
�i=1, . . . ,n+m�.

The time-dependent radiation-matter Hamiltonian as-
sumes the form

H�t� = HM +
�

2
Re 


k=1

n+m

��0,k�t�e−i�0,kt�0�	k� + H.c.� ,

�15�
�0,k�t� � 	0,kEk�t�/� = 	0,k�kf�t�/�� O0,kf�t� ,

where �0,k�t� �=S ,P� are the Rabi frequencies, with

	0,k being the electric-dipole matrix elements between

the �0� and �k� states in the polarization �̂k.

We denote by c�t���c0 ,c1 , . . . ,cn ,cn+1 , . . . ,cn+m�T the
vector of the time-dependent expansion coefficients of

�
�t�� in the bare states. Then, invoking the RWA and
neglecting all off-resonance terms, we can derive from
Eq. �15� the Schrödinger equation �8� subject to the
RWA Hamiltonian, with time-dependent Rabi frequen-

cies �i,j�t�, of the form

H�t� =
�

2�
0 �0,1 ¯ �0,n �0,n+1 ¯ �0,n+m

�1,0 0 ¯ 0 0 ¯ 0

¯ ¯ ¯ ¯ ¯ ¯ ¯

�n,0 0 ¯ 0 0 ¯ 0

�n+1,0 0 ¯ 0 0 ¯ 0

¯ ¯ ¯ ¯ ¯ ¯ ¯

�n+m,0 0 ¯ 0 0 ¯ 0

� .

�16�

This is an extension of the Hamiltonian �B5� to the case
of many initial states, where we can neglect the off-
resonance terms as in Appendix B, due to sufficiently

large level spacing �k−�j �k� j ,k , j=1, . . . ,n+m�, com-
pared to the Rabi frequencies used �Shore, 1990�. There
are no detuning parameters since the fields are assumed
to be in resonance with the individual transition fre-
quencies.

Of the n+m+1 eigenvalues �i�t� of the RWA Ha-

miltonian H�t�, n+m−1 are zero, �1=�2= ¯ =�n+m−1

=0, and two are nonzero, �n+m�t�=−�n+m+1�t�
= �
k=1

n+m��0,k�t��2�1/2. The crucial zero eigenvalues corre-
spond to three types of null adiabatic eigenvalue states,
which we term the initial null-eigenvector states �INS’s�,
the mixed null-eigenvector states �MNS’s�, and the final
null-eigenvector states �FNS’s�. The three types of dark
states can be written in the interaction representation as
in Eq. �12�,

�Dkk�

I �t�� =�0,k�
�t��k� −�0,k�t��k�� ,

�Dkl
M�t�� =�0,l�t��k� −�0,k�t��l� ,

�17�
�Dll�

F �t�� =�0,l�
�t��l� −�0,l�t��l��

�k � k� = 1, . . . ,n ; l � l� = n + 1, . . . ,n + m� .

These states are not yet normalized, but this does not
affect their composition. Note that the phases of the
time-dependent Rabi frequencies of Eq. �15�, including

the phases of electric fields Ek�t� and dipole elements

	0,i, which in the case of the single dark state were ex-

plicitly shown in ��t� of Eq. �12�, are incorporated in the

time-dependent Rabi frequencies �0,i�t� in Eq. �17�. We
can explicitly check that the vectors formed by the non-

zero time-dependent coefficients of these states, c�t�
= „0, . . . ,�0,i�t� , . . . ,−�0,j�t� , . . . …T, are dark eigenstates of
the RWA Hamiltonian �16�. The construction in Eq. �17�
generates n�n−1� /2 INS’s, nm MNS’s, and m�m−1� /2

FNS’s, out of which only n+m−1 states are linearly in-
dependent.

The essence of the present NQC solution is to transfer
population from any wave packet made of initial states
to any other wave packet made of final states. If we want
to have a 100% population transfer between two such
chosen wave packets, then the fields that realize this
transfer are almost unambiguously defined. We can ap-
proach the problem in two different ways: either we find
the fields that transfer the chosen wave packets or we
assign to the given fields the wave packets that can be
transferred by them.

We now discuss the second option and assign the wave
packets to the fields of Eq. �14� and Hamiltonian of Eq.
�16�. During the transfer, the MNS’s are combined in
such a way that they form a single transferring dark
state, which correlates �in the counterintuitive pulse

ordering� at t= tin with the initial state �
i�tin��
=
kck

i �tin�e−i�ktin �k�, and at t= tend with some final state

�
f�tend��=
lcl
f�tend�e−i�ltend � l�.

The particular combination of MNS’s in the interac-
tion representation that satisfies these asymptotic condi-
tions is

�DM�t�� = 

k,l

tkl�Dkl
M�t��

= 

k=1

n

�k� 

l=n+1

n+m

tkl�0,l�t� − 

l=n+1

n+m

�l�

k=1

n

tkl�0,k�t� ,

�18�

where the tkl coefficients are chosen such that


l=n+1
n+m tkl�0,l�t��ck

i �t� and 
k=1
n tkl�0,k�t��cl

f�t�. These

equations can be satisfied by choosing ��k,0�t�
�Ok,0f�t�, =S ,P�

tkl = Ok,0Ol,0, �k,0�t� � Cck
i �t�,�l,0�t� � C�cl

f�t� , �19�

where C, C� are arbitrary complex numbers. These num-
bers must be small enough so that the �slowly varying�
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Rabi frequencies �assumed real for simplicity here� do
not cause off-resonant transitions but large enough to
satisfy the global adiabaticity condition given in Appen-
dix C. Notice that the wave packets that are associated
with those fields are such that their vectors of time-
dependent coefficients are parallel to the vectors of Rabi

frequencies, i.e., ci�t���c1
i , . . . ,cn

i �T=cos ��t�c0
i ��i�t�

���1,0 , . . . ,�n,0�T and cf�t���cn+1
f , . . . ,cn+m

f �T=sin ��t�c0
f

��f�t����n+1,0 , . . . ,�n+m,0�T, and their sizes are the
same as in Eq. �12�.

Figure 6 illustrates the validity of Eq. �18� for the fol-

lowing chain of population transfers: �1�→c4�4�+c5�5�
→c1�1�+c2�2�+c3�3�→c4��4�+c5��5�. In the first link of the

transfer chain, �1�→c4�4�+c5�5�, which is seen to exhibit
100% transfer probability, the multimode Rabi frequen-

cies were chosen as �0,1�t�=O0,1 exp�−�t− t0�2 /�2� and

�0,�t�=O0, exp�−t2 /�2� �=4,5�, with t0=2� being the
delay between pulses. The coefficients of Eq. �19� are

chosen to be C=C�=100/�. The next transfer link is re-
alized by repeating the pulses with different central
times and amplitudes O0,k, in accordance with Eq. �19�.

We now return to the INS’s and FNS’s defined in Eq.
�17�. It is of particular importance to note that these
states, which are orthogonal to the initially populated

�
i�tin��=
kck
i �tin�e−i�ktin�k� state and to the finally popu-

lated �
f�tend��=
lcl
f�tend�e−i�ltend�l� state, are not adiabati-

cally coupled to the transferring dark state, as we show
in Appendix B. Therefore, the initial population evolves

from �
i�tin�� to �
f�tend�� unperturbed by the dark INS’s
and FNS’s.

IV. QUANTUM CONTROL PROBLEM IN THE PRESENCE

OF DEGENERATE STATES

In the degenerate quantum control �DQC� problem
the goal is to control population transfer between wave

packets with arbitrary expansion coefficients, �
i�tin��
=e−i�itin
kck

i �tin��k�→ �
f�tend��=e−i�ftend
k�
c

k�

f �tend� �k��, in
which the energy eigenstates forming the initial �final�
wave packets are nearly degenerate, i.e., essentially de-

generate within the resolution defined by the duration of
the pulses used for the transfer. The problem is, thus,
more demanding than the nondegenerate one because it
is no longer possible to use the different frequency com-
ponents of the field to address different component
states. Addressing the component energy eigenstates in
this AP process must therefore be based on phase-
controlled interferences.

In spite of the above difficulty, we have shown �Tha-
nopulos et al., 2004� that when the Rabi-frequency vec-
tors are linearly independent, DQC can be executed by
merging the AP and CC techniques �see explanation be-
low Eq. �22��. As illustrated in Fig. 7, this is done in two
steps: In the first step �upper panel�, one uses a pair of
laser pulses to adiabatically transfer the population of an

initial wave packet �
i�, composed of the nearly degen-

erate energy eigenstates �k� �k=n+1, . . . ,2n�, to a single
�“parking”� state �0�, using the nondegenerate auxiliary

states �j� �j=1, . . . ,n� as intermediates. As in NQC, the
use of nonintuitive pulse ordering guarantees complete
population transfer to the parking state �0�, which im-
plies that the Stokes pulse, characterized by Rabi fre-

quencies �0;1,. . .,n, linking all �j� states to the �0� state, is
made to precede the pump pulse, characterized by

�n+1,. . .,2n;1,. . .,n Rabi frequencies, linking all �k� states to

FIG. 6. The time evolution of the pk= �ck�2 populations of �k�
�k=1−5� energy eigenstates realized in the chain of transfer

processes described in the text.

FIG. 7. �Color online� The DQC scheme. �Top� The first step:

population in an initial wave packet �
i�= �1�loc, composed of n

nearly degenerate eigenstates, is transferred to a single state �0�
by a two-photon adiabatic passage via n nondegenerate inter-

mediate states. �Bottom� The second step: population transfer

by a time-reversed process with different Rabi frequencies

from �0� to the target wave packet �
f�= �2�loc� , composed of

another set of nearly degenerate eigenstates.
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all �j� states. In the second step �Fig. 7, lower panel�, the
population in the parking state �0� is transferred to the

target wave packet �
f�, composed of the same �or dif-

ferent� set of nearly degenerate eigenstates �k��. The
transfer is executed in an adiabatic fashion, with the

pump pulse, now linking �j� states and the �0� state, fol-

lowing the Stokes pulse, linking the final �k�� states with

all �j� states. We note that using two separate steps, each

including a transfer between a set of n degenerate states

and a single nondegenerate level via n nondegenerate
intermediate states, presents a different approach to the
solution of the DQC problem suggested by others �Mor-
ris and Shore, 1983; Shore, 1990; Kis et al., 2004�, where
only one step is considered and degeneracy is allowed
within each set of initial, final, and intermediate states.

The electric field of the pump and Stokes pulses used

in the first step is E� �t�=E� S�t�+E� P�t�, where

E� S�t� = Re 

j=1

n

�̂0,jE0,j�t�e
−i�0,jt,

�20�

E� P�t� = Re 

j=1

n

e−i�j,Dt 

i=n+1

2n

�̂j,iEj,i�t� .

In the second step the form assumed by the Stokes and
pump pulses is being reversed.

The Stokes and pump field components are character-

ized by the polarization directions �̂0,j and �̂j,i and the

slowly varying amplitudes E0,j�t� and Ej,i�t�. The center
frequencies of the field components are chosen to be in
near resonance with the system’s transition frequencies,

�0,j=�0−�j and �j,D=�j−�D, where �D is the energy of
the nearly degenerate initial �final� states. As in the
NQC case, we choose all Rabi frequencies to have a

common time envelope, �j,i�t�=Oj,if�t� �=S ,P�, with fS

preceding fP in both steps. We assume that the condi-
tions imposed on the field amplitudes as discussed in
Appendix C are valid here too.

The vector of coefficients c�t�= �c0 ,c1 , . . . ,cn ,

cn+1 , . . . ,c2n�T in the wave-function expansion of bare
states in the interaction representation is obtained by

solving Eq. �8�, with the RWA Hamiltonian H�t� written
in a compact form including submatrices as

H�t� =
�

2�
0 �0 0

�0
† 0 HF

0 HF
† 0

�, HF = �
�1

¯

�n

� �21�

and

�0 = „�0,1�t�, . . . ,�0,n�t�… ,

�22�
�j = „�j,n+1�t�, . . . ,�j,2n�t�…, j = 1, . . . ,n ,

with † denoting the Hermitian conjugation operation.

The �0,. . .,n vectors of time-dependent Rabi frequencies
are different in the two steps because they control the
population transfer between different wave packets.

We now show that in order to address arbitrary wave
packets in any DQC step, the corresponding Rabi-

frequency vectors ��1 , . . . ,�n� must be linearly indepen-
dent of one another. When linear independence is as-

sured, D�det�HF��0 and the Hamiltonian H�t� has just
one zero eigenvalue, with the corresponding null eigen-

value vector being given as c= �1 ,0 ,x�T, where 0 denotes

an n-dimensional zero vector and x is an n-dimensional

vector given as x=−HF
−1�0

†. Direct operation of H�t� on c
then confirms that this is the null eigenvalue state.

By constructing the �0
† vector of Eq. �22� to be pro-

portional to the kth column of the HF matrix, i.e., �0,i
*

��i,k �k=1, . . . ,n�, we guarantee that the c vector corre-
lates at the start of the first step �end of the second step�
with �k� ��k��� states and at the end of the first step �the
start of the second step� with the �0� state. Hence, it
follows from the linearity of the above equations that

with the choice �0,i
* �
k=1

n ck�i,k, where ck=ck
i �ck

f � at the
start of the first step �end of the second step�, the null
eigenvalue state correlates at the start of the first step

�end of the second step� with the �
i� ��
f�� superposi-
tion state. The efficiency of the two DQC steps also does
not suffer from the nonorthogonality of the linearly in-

dependent �j �j=1, . . . ,n� vectors �Thanopulos et al.,
2004�. Thus, complete control over the population trans-
fer between arbitrary wave packets, composed of nearly
degenerate states, can in principle be achieved.

As we show below, even if all i=n+1, . . . ,2n states are
degenerate, it is possible to guarantee the linear inde-
pendence of the Rabi-frequency vectors. Such linear in-
dependence may be achieved if the quasidegenerate
states are coupled in such a way that each Rabi fre-
quency has a different �complex� phase. The linear inde-
pendence of the Rabi-frequency vectors is achieved by
combining the properties of the states and their dipole
elements with the degrees of freedom possessed by the
light beams, i.e., their frequencies, phases, and polariza-
tions. In the CC of current directionality, discussed in
Sec. II.A, linear independence is achieved with different
phases of the light beams used. In the control of the

Al3O isomerization discussed below, linear indepen-

dence is achieved if the dipole-moment vectors 	� j,i point
in different directions, so that independent polarization-

vector �̂j,i directions can be used. Obviously, only a lim-
ited number of degrees of freedom can be gained in this
way, so that other degrees of freedom, mostly based on
the character of excited states, must be used in systems
with more degenerate levels.

We now illustrate the versatility of the above DQC
method by applying it to the control of isomerization

processes of the Jahn-Teller distorted Al3O molecule
�Bunker and Jensen, 1998�. As shown in Fig. 8, the Jahn-
Teller effect results in the formation of three identical
broken-symmetry minima �isomers� corresponding to
T-shaped configurations in which the distance between
two aluminum atoms is smaller than their distance to the
third atom �Boldyrev and von R. Schleyer, 1991�. This
situation gives rise to three sets of highly stable wave
packets localized about each T-shaped minimum. The
in-plane tunneling motion of a localized wave packet
from one such minimum to another is known as pseu-
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dorotation. Another important motion is the out-of-

plane vibration of the oxygen atom relative to the Al3
triangle.

Our control objective is to transfer population be-
tween localized states of the three minima as completely
as possible. The control objective falls under the DQC
category because low-lying localized states appear in
triplets, which are nearly threefold degenerate, as we
discuss below. To simplify the dynamics, we consider
partial or complete hindering of the overall rotation of
the molecule by, e.g., depositing it on a surface of some
material or in a pocket of a larger molecule. As a result,
the rotation levels become highly separated and can be
neglected in the present analysis. Then the in-plane

�x-y� and out-of-plane �z� motions occur in well-defined
laboratory directions that are parallel and perpendicular
to the surface, respectively. This allows us to choose the
polarization directions of the field components that will
couple with dipole-moment components that are lin-
early independent. As shown below, in order to do that
we need to use states in which one of the out-of-plane
vibrational modes is excited �Thanopulos et al., 2004�.

Our simulation of the control dynamics proceeds by
first obtaining, using ab initio methods �Frisch et al.,
2001�, the potential surface and electric dipole moments
in a two-dimensional �2D� subspace of the full �6D� con-

figuration space of Al3O containing the pseudorotation

�s� and out-of-plane �z� modes �see Fig. 8�. The relevant
eigenstates and eigenenergies are obtained using well-
established methodologies �Mayer and Günthard, 1968,
1970; Hartchcock and Laane, 1985� for solving the 2D

nuclear Schrödinger equation �Ek−H��k�s ,z�=0.
The conical intersection with the first excited state oc-

curs at sufficiently high energies �Boldyrev and von R.
Schleyer, 1991� to allow neglect of Berry-phase effects
�Berry, 1984; Mead, 1992; Yarkony, 1996, 2001� for rela-
tively low-lying vibrational states �Kendrick, 1997�, as
used here. As a result, the eigenenergies of our 2D

model are describable by two �vs ,vz� quantum numbers,

essentially enumerating the number of nodes along the s

and z directions in each T-shaped minimum �see also

Fig. 9�. The low-lying �vs ,vz� states appear as triplets,
each triplet composed of two degenerate eigenstates and
a third, nondegenerate, state.

The three eigenstates in the lowest ��0, 0�� triplet are
shown in Fig. 9�a�. We take linear combinations of these
states to form the initial �final� localized wave packets

�
��=
kck
��k� ��= i , f, i , f=1,2 ,3�, displayed in Fig. 9�b�.

The three nondegenerate delocalized components of the
�4, 0�, �6, 0�, and �4, 1� triplets, shown in Fig. 9�c�, are

chosen as the �j� intermediate states. Finally, the nonde-
generate component of the �6, 1� triplet, presented in
Fig. 9�d�, is used as the parking state �0�.

The three nondegenerate intermediate states are

coupled to the localized states �
i� by transitions along

the x, y, and z directions, respectively. The same states
are coupled to the parking �0� state by transitions along

the z, z, and y�x� directions, respectively. In this way we
are able to achieve the required linear independence of

the �1, �2, and �3 Rabi-frequency vectors, due to the
fact that the corresponding dipole matrix elements form
linearly independent vectors.

We now need to write the Rabi frequencies for the

two steps, each of which contains two �S and P� pulses.

FIG. 8. �Color online� The three Jahn-Teller-distorted stable

T-shaped configurations of the Al3O molecule and the three

equilateral transition-state saddle points which separate them.

In the center, we show the potential along s—the

pseudorotation—and z—the out-of-plane—motion of O rela-

tive to the Al3 plane.

FIG. 9. �Color online� The DQC dynamics: �a� The three low-

est �0,0� energy eigenstates of Al3O as a function of the s and

z coordinates. �b� Superpositions of these eigenstates form lo-

calized wave packets about each T-shaped minimum. �c� The

�j� intermediate states. �d� The �0� parking state. �e� The time

dependence of the DQC dynamics, showing controlled transfer

between two T-shaped minima.
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We can combine the Rabi frequencies for both DQC
steps in the following expressions having all four pulses:

�j,k�t� =�j,k
max�exp�− �t + ��2/�2� + exp�− �t − ��2/�2�� ,

�k,0�t� =�k,0
max�exp�− �t + 3��2/�2�

+ exp�− �t − 3��2/�2�� ,

with �j,k
max=�k,0

max=0.4 cm−1 and �=5 ns. The dipole-
moment matrix elements are of the order

10−3–10−1 Debye. The duration of the laser pulses is

roughly 8���i �Thanopulos et al., 2004�, where �i is the

tunneling time �in the 	sec time scale according to our
calculations� from one minimum to the next, so that the

�
i� �i=1,2 ,3� states remain localized in their corre-
sponding T-shaped minima for sufficiently long times to
be used as legitimate initial and final states.

In Fig. 9�e�, we display the time evolution of the sys-
tem during the two steps of the DQC process. The

z-integrated probability density dz�	s ,z �
�t���2 is pre-

sented as a function of s and t. We start with the local-

ized �
1� state being initially populated. At the end of
the first step, its population is parked on the excited

delocalized �0� state, using as intermediate the �j� �j
=1,2 ,3� states �which remain unpopulated throughout
the process�. In the parking state �0�, the probability den-
sity is symmetrically concentrated near the three saddle
points. The parking time should be short enough so that
no population is lost due to relaxation. Finally, at the
end of the second step, the parked population is trans-

ferred to the localized �
2� state. Note that the DQC
process can be generalized for selective and complete
population transfer to several energetically degenerate
continuum channels that form the manifold of either the
initial or final states �Thanopulos and Shapiro, 2006�.

V. COHERENTLY CONTROLLED QUANTUM ADIABATIC

ENCODING AND DECODING

In addition to quantum control, the systems analyzed
above are of interest in the context of quantum encoding
and decoding of information �Král and Shapiro, 2004�,
quantum computation �Nielsen and Chuang, 2000�,
quantum communication �Duan et al., 2001�, and the
preparation of various quantum devices �Vandersypen,
2001; Weinstein et al., 2001�. We focus on systems involv-
ing nondegenerate states here.

Contrary to quantum control, where we wish to trans-
fer population from one known state to another, in the
quantum decoding problem we do not know the initial
state. Rather we should devise a process that transfers
population from any initially populated state that be-
longs to a set of known �predetermined� states to one of
the final energy eigenstates, according to a predeter-
mined protocol. If this population is predominantly
transferred to a single eigenstate, we say that the quan-
tum information has been decoded in an adequate man-
ner. This process is in fact a kind of mapping of the
initial states on the final states.

In the particular quantum decoder shown in Fig. 10

�Král and Shapiro, 2004�, information is encoded on a

superposition of N energy eigenstates, �iA� �i=1, . . . ,N�,
the M distinct phases of whose population amplitudes
form a discrete set of “quNits” �Kaszlikowski et al.,
2000�. �The term “quNits” is the generalization of the
term “quBits” to nonbinary codes.� Decoding is realized
by transferring, according to a predetermined protocol,

the population of each linear combination of initial �iA�
states which represents a number to �predominantly� a

single final �kC� state. The transfer is induced by a com-

bination of a pump pulse, which couples each initial �iA�
state to a unique intermediate state �iB�, and a Stokes

pulse, which couples each �iB� state to all the final �kC�
states �k=1, . . . ,L with L�N�. The Rabi frequency cou-
pling terms associated with the pump pulse are denoted

as �ii
AB, whereas those associated with the Stokes pulse

are denoted as �ik
BC.

As in the AP examples discussed in Secs. III and IV,
we use the counterintuitive pulse ordering in which
the Stokes pulse precedes the pump pulse. Assuming a
single, linear, polarization direction here, the scalar
components of the electric fields of the two pulses

are given as EP�t�=Re
k,lEk,l
AB�t�e−i�k,l

AB
t and ES�t�

=Re
k,lEk,l
BC�t�e−i�k,l

BC
t. Given the field components, the

Rabi frequencies are defined as �kl
� �t��	k,l

�
Ek,l
� �t� /�

�Ok,l
� f�t� �=S ,P, �=AB ,CD�, where 	k,l

� are the

�kA�B��↔ �lB�C�� matrix elements of the projection of the

dipole moment on the polarization directions of the

fields. As in Secs. III and IV, 0� f�t��1 �=S ,P� are
two time-dependent functions that determine the tem-
poral properties of the Stokes and pump pulses.

The total Hamiltonian is given as

H�t� = HM +
�

2
Re 


i=1

N

��ii
AB�t�e−i�i,i

AB
t�iB�	iA� + H.c.�

+
�

2
Re 


i=1

N



k=1

L

��ki
BC�t�e−i�k,i

BC
t�kc�	iB� + H.c.� .

�23�

In the first sum, � goes over all states of the system, with

FIG. 10. �Color online� The adiabatic decoder. Quantum infor-

mation that encoded in the phases of the population ampli-

tudes of the �1A� , . . . , �NA� states is used to transfer the popu-

lation to predominantly one of the �1C� , . . . , �LC� states.
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energies E�. The second term represents the one-to-one
resonant coupling of the initial states to the intermediate
states by the pump pulse whose frequency components

are �i,i
AB��iB

−�iA
. The third term represents the reso-

nant coupling of each intermediate state to every final
state by the Stokes pulse, with frequency components

�k,i
BC��kC

−�iB
.

The vector of expansion coefficients c= �c1 ,c2 , . . . �T is
obtained by solving the Schrödinger equation �8�, with
the time-dependent Hamiltonian in the RWA given in
compact form as

H�t� =
1

2�
0 HAB† 0

HAB 0 HBC†

0 HBC 0
� , �24�

where Hi,j
AB=��ii

AB�ij is a diagonal submatrix and Hik
BC

=��ik
BC is a full submatrix. We assume that the level en-

ergies are such that only the coupling of the initial states
to the intermediate states by the pump pulse whose fre-

quency components are �i,i
AB��iB

−�iA
and the coupling

of each intermediate state to every final state by the

Stokes pulse, with frequency components �k,i
BC��kC

−�iB
, are resonant. Side effects due to off-resonant cou-

plings to neighboring states are ignored �Král and Sha-
piro, 2002�. As discussed in Appendix B, we can neglect
off-resonance terms under the assumption of sufficiently
large level spacing compared to the Rabi frequencies

used �Shore, 1990�. H�t� has 2N+L eigenvalues, of which

2N at most are nonzero, �1,. . .,2N�t��0. The remaining L

eigenvalues are zero, �2N+1,. . .,2N+L=0, giving rise to dark
states.

We can verify from the null eigenvalue state definition

H�t� ·dk�t�=0 �k=1, . . . ,L� that the expansion coefficients

of the null eigenvalue states dk�t� are given as

d1 = ��11
BC/�11

AB, . . . ,�N1
BC/�NN

AB,0, . . . ,0,− 1,0, . . . ,0�T,

d2 = ��12
BC/�11

AB, . . . ,�N2
BC/�NN

AB,0, . . . ,0,0,− 1, . . . ,0�T,

�25�
. . .

dL = ��1L
BC/�11

AB, . . . ,�NL
BC/�NN

AB,0, . . . ,0,0,0, . . . ,− 1�T.

In order to simplify the analysis, we assume, without loss

of generality �Král et al., 2002�, that �11
AB=�22

AB= ¯

=�NN
AB =�AB. With this simplification, the first N coeffi-

cients in the dk�t� null eigenvectors are solely deter-
mined by the vector of the Stokes-field Rabi frequencies

�Sk= ��1k
BC ,�2k

BC , . . . ,�Nk
BC�T. Moreover, the dk�t� states

correlate on a one-to-one basis with the �1C� , . . . , �LC�
final states. Thus, if we manage to initially populate only

one of the dk�t� states, AP would exclusively transfer the

population to a single final �kC� state at the end of the
process.

If the transfer is exclusively to a single state, the de-
coding process is perfect. If the transfer is nonexclusive,
but still predominantly to a single target state, we deem
the decoding, though not perfect, adequate. This is the
case in most of the trial cases we ran: It is not possible

to populate just a single dark state. In fact, the initial

population of the �1A� , . . . , �NA� states is distributed

among several �k=1, . . . ,L� null eigenvalue states. The

distribution pk is determined by the square of the pro-

jection vector of initial coefficients c0= �c1 ,c2 , . . . ,cN�T

on the vector of Stokes-field Rabi frequencies �Sk, i.e.,

pk� �c0
† ·�Sk�2.

Using relations analogous to those in Sec. III for de-
termining the fraction of population transferred through
a single intermediate state by many pump Rabi frequen-
cies �Král and Shapiro, 2002; Král et al., 2002�, we can

maximize the population pi, transferred to the predeter-

mined �iC� state, by choosing �Si�c0. At the same time,
it is in principle possible to minimize transfer to unde-

sired �kC� �k� i� states, by requiring that the �Sk and

�Si vectors be orthogonal to each other, �Sk
† ·�Si�0.

Whereas the first of the above conditions is easily sat-
isfied, the second condition cannot be fully realized if

N�L because we cannot orthogonalize all L vectors

�Sk in an N- ��L� dimensional space. Only if N=L can

their components be chosen such that all L null eigen-
value states of Eq. �25� will be mutually orthogonal. In

that case transfers to the final �kC� states are both com-

plete and exclusive. The results show that unless N�L,
in most cases adequate, though not perfect, decoding
can be realized. In fact, the decoding efficiency can be
further increased by cross-correlating the populations of
other states, since their populations are different for
each input states �see Fig. 11�.

As an example, we examine the transfer of numeric

information stored in M=2 phases of the population co-

efficients of N equally populated initial levels �iA�. In this

FIG. 11. �Color online� The results of the binary-to-

hexadecimal decoder for differently encoded information on

the N=5 initial states �front�. In the back, we see the popula-

tions of the 2N−1=16 final levels for these cases, while the in-

termediate states, in the midregion, are unpopulated.
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phase encoding, the binary number 0= �0,0 , . . . ,0�, i.e.,

0�20+0�21+ ¯ +0�2N, is represented by the vector

of amplitudes c1= �1,1 , . . . ,1� of �iA� states; the binary

number �1, 0,…, 0�, i.e., 1�20+0�21+ ¯ +0�2N=1, by

c2= �−1,1 , . . . ,1�, and so on. Because quantum states are

known up to an overall phase, we can, using N levels,

encode in this manner only 2N−1 numbers.
In Fig. 11, we present the adiabatic decoder. The mag-

nitudes of all Rabi frequencies are �Oij�=60/�, where

f�t�=exp�−�t− t�2 /�2� �=S ,P�, and tP− tS=2�. The sys-
tem decodes each binary-phase stored number by trans-
ferring the population of the initial superposition state,
representing this number, to predominantly one of the

16 final �kC� eigenstates. The degree of exclusivity of the
transfer is such that five other final states end up with
2.78 times less population, while the remaining ten states
being considerably less populated.

We obtain analytically �Král and Shapiro, 2004� the

populations pk of the final �kC� states using the fact that

pk� �c0
† ·�Sk�2, where c0 is the encoded initial vector

c0= �c1 ,c2 , . . . ,c5� and �Sk is the Stokes–Rabi-frequency
vector. The density of encoding �Braunstein and Kimble,
2000� could be increased by using higher quNit states,

obtained by using M�2 roots of the identity

exp�i2�j /M�.
The same methodology used in decoding works

equally well for encoding. The encoding process can be
phrased as starting with a single state and transferring its
population according to some preset protocol to a linear
combination of other states. The method we have cho-
sen for encoding, which is to time reverse the decoding
pulse sequence, has been found to be very effective
�Král and Shapiro, 2004� in that the initial-state popula-
tion is predominantly deposited in the encoded states.
The scheme appears to behave like a complex but pas-
sive transmissive system.

VI. PURIFICATION OF MIXTURES OF RIGHT-HANDED

AND LEFT-HANDED CHIRAL MOLECULES

A striking example of CCAP �Král and Shapiro, 2001;
Král et al., 2003; Thanopulos et al., 2003� is the combi-
nation of a variation of the one-photon versus two-
photon CC scenario, discussed in Sec. II.A, and AP, dis-
cussed in Sec. II.B, to achieve purification of mixtures of
enantiomers �Bodenhöfer et al., 1997; McKendry et al.,
1998; Quack, 1989; Knowles, 2002; Zepik et al., 2002�.

Enantiomers are different stereoconformers of a chi-
ral molecule, which can be discriminated by their ability
to rotate the plane of polarization of light in opposite
directions �optical rotatory power�. However, this effect
cannot be used to separate left-handed from right-
handed enantiomers in a mixture �racemic mixture� be-
cause the number of molecules excited using linear or
circularly polarized light is the same for both species.

Coherent control and orientational methods for af-
fecting such separation, or actively converting one enan-
tiomer to the other, have been suggested �Shapiro and
Brumer, 1991; Salam and Meath, 1998; Fijimura et al.,

1999; Shapiro et al., 2000; Gerbasi et al., 2001; Frishman
et al., 2003�. In particular, it has been shown that the task
can be realized by the so-called laser distillation method
�Shapiro et al., 2000; Frishman et al., 2003�, which is
based on repetitive use of one-photon versus two-
photon pathways to the same final state. As in the con-
trol of photocurrent directionality discussed in Sec. II.A,
the interference between these two pathways can, de-
pending on the relative phases between the three laser
fields now used, result in the preferential excitation of
one enantiomer �shown as one localized minimum in
Fig. 12� relative to the other �residing in the other local
minimum�. The excited states �shown as delocalized
states in Fig. 12� eventually relax back to the two enan-
tiomers. Although this relaxation does not discriminate
between the right-handed and left-handed enantiomers,
the net result of each excitation-relaxation cycle is to
transfer population from the enantiomer which is more
readily excited in the first step to the other. Thus, the
identity of the enantiomer to be depleted depends on
the relative phases of the three laser fields used. The
laser distillation process can be repeated until satisfac-
tory conversion is reached.

The laser distillation method, though proved to be
very effective for several molecules �Gerbasi et al., 2001;
Frishman et al., 2003�, requires the continuous applica-
tion of many laser pulses. Therefore, it is of a principle
interest to see whether one could convert one enanti-
omer to another by using AP methods and applying a
certain pulse sequence only once. As discussed in Sec.
II.B, ordinary STIRAP is only sensitive to the energy
levels and magnitudes of transition-dipole matrix ele-

FIG. 12. �Color online� The double-well potential energy

curve for the torsional motion of the D2S2 molecule. The two

enantiomers connected by this stereomutation torsional mo-

tion are shown in the upper panel.
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ments, attributes which are identical for both enanti-
omers. As we show below, the electric-dipole transition
matrix elements of the two enantiomers differ only in
their phases. Since STIRAP is insensitive to this phase,
it is incapable of selecting between enantiomers.

In order to generate phase sensitivity in excitation
by AP techniques of quantum systems with broken
symmetry, such as chiral molecules, we have enriched
STIRAP by one more excitation transfer and termed
the resulting scheme cyclic population transfer �CPT�
�Král and Shapiro, 2001�. In CPT the two-photon path-

way �1�↔ �2�↔ �3� of the STIRAP � system is supple-

mented by a one-photon process �1�↔ �3� that directly
connects the initial and final states around a loop �cycle�
�see upper panel of Fig. 13�. Although closed-loop sys-
tems involving three states have been studied previously
�Unanyan et al., 1997; Fleischhauer et al., 1999�, our pro-
posal is the first involving levels that any pair of them
can be directly coupled by a one-photon process.

The existence of CPT is impossible for molecules with
a well-defined parity �i.e., achiral molecules� since two
states which are coupled radiatively by a one-photon
process cannot be coupled by a two-photon process.
This is because parity considerations dictate that the two
states connected by a one-photon process must have op-
posite parities, whereas the same two states, if con-
nected by a two-photon process, must have the same
parities. These two conditions cannot coexist; hence, the
two processes cannot couple the same two states.

It is worthwhile noting that in the experimental con-
trol of current directionality discussed in Sec. II.A the
one-photon and two-photon processes excite two differ-
ent final degenerate continuum states possessing oppo-
site parities. These states then combine to form degen-

erate Bloch states �±kc�. Their different excitation,
signalizing the presence of a current, is controlled by
interferences, depending on the phases of the light
fields. The interference in that case only affects the di-
rectionality of the current but not the total population
excited to the continuum. Indeed, when averaging over
angles is performed, the one-photon–two-photon inter-
ference term vanishes. One can also see the process as a
direct, but different excitation of the broken-symmetry

states �±kc� that have ill-defined parities and can be ex-
cited by both one-photon and two-photon processes.
This provides the linkage to CPT, where discrete states
with ill-defined parities are excited analogously by
pulses.

In chiral molecules, which per definition lack an inver-
sion center because they exist in broken-symmetry states
which have ill-defined parities, such dual coupling is per-
missible and CPT is possible �Král and Shapiro, 2001;
Král et al., 2003; Thanopulos et al., 2003�. If we ignore
the parity-violating weak interactions in nuclei, whose
effect is minuscule, the true eigenstates of chiral mol-
ecules do have well-defined parities, but these are not
the states the molecules get trapped in. The molecule
rather exists in one of the broken-symmetry states local-
ized about either one of the minima of Fig. 12. Each of
these states is a linear combination of two eigenstates of
opposite parities, which due to the height of the barrier
for interconversion between enantiomers are practically
degenerate. Hence, the above parity restrictions do not
apply in this case.

As depicted in Fig. 13 �top�, CPT is driven by three
laser fields. The interference between the one-photon
and two-photon pathways shown renders the evolution

of the system dependent on the total phase � of the

three �material+optical� coupling terms. Since the
phases of the transition dipoles in the two enantiomers

differ by � �see Eq. �26� below�, the evolution of the two
enantiomers under the action of the three fields is differ-
ent.

In order to demonstrate the method, we now discuss
explicitly the purification of a racemic mixture of the

�transiently chiral� D2S2 molecule �shown schematically
in Fig. 12�. In this molecule, the pathway connecting the
two enantiomers involves a relatively simple motion:
that of the �hindered� rotation �torsion� of the D atoms

FIG. 13. �Color online� The enantiodiscriminator. �Top� A

schematic plot of the CPT scheme, in which three levels of

each enantiomer are resonantly coupled by three fields, as

used in the discrimination step. �Middle� The time evolution of

population of three levels: Both enantiomers start in the �1�
state. At the end of the process the L enantiomer is trans-

ferred to the �3L� state, while the D enantiomer remains in the

initial �1D� state. �Bottom� The time dependence of the eigen-

values of the Hamiltonian of Eq. �27�: The population initially

follows the �E0����0� null eigenvalue state. At t�� it crosses

over diabatically to �E−����−� for one enantiomer and to

�E+����+� for the other. ���0,±� are defined in the text.�
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about the S-S bond. The tunneling splitting of the lowest
torsional states gives enantiomeric lifetimes of several
msec �Gottselig et al., 2000; Král et al., 2003; Thanopulos

et al., 2003�. Thus, although D2S2 is only transiently chi-
ral, its chiral molecular structures remain stable for suf-
ficiently long times to perform the excitation process.

According to this proposal, we can achieve chiral pu-

rification of the racemic mixture of chiral D2S2 mol-
ecules in just two steps: In the first discrimination step,
based on the CPT process, we excite one enantiomer,
while leaving the other one in its initial state. In the
second conversion step, we convert the enantiomer ex-
cited in the first step to its mirror-imaged form. Because
of the completeness of the AP processes used in both
steps, the racemic mixture of chiral molecules should be
turned into a sample containing the enantiomer of our
choice only, after the first-time completion of the two
steps.

The two-step enantiopurification process makes use of

five pairs of D2S2 rovibrational eigenstates. These vibra-
tional states correspond to the combined torsional and
S-D asymmetric stretching modes. The wave functions
and energies of these states were calculated using poten-
tial and electric-dipole surfaces obtained with ab initio

methods �Frisch et al., 2001�. The rotational states corre-
spond to a rigid rotor. Within the pairs used,2 each

eigenstate has an S /A �symmetric/antisymmetric� label
denoting its parity.

The broken-symmetry states, denoted as �kL,D�, are
linear combinations of the essentially degenerate lower-
lying symmetric and antisymmetric eigenstates �Quack,

1989�, �kL,D�=
1
�2

��kS�± �kA��, k=1, . . . ,4. The higher-lying

�5S� and �5A� states are already split by �ES,A
5

=0.38 cm−1 and can be separately addressed using nsec
laser pulses. This cannot be done for the essentially de-

generate lower-lying k=1, . . . ,4 eigenstates, for which
the splittings are much smaller than the bandwidths of
most lasers in practical use.

As in Secs. III and IV, the energy of state �i� is de-

noted by Ei, and we choose the external electric field as
a sum of components, each being in resonance with one

of the �i�↔ �j� transition frequencies of interest, E� �t�
=Re
i�j�̂Ei,j�t�e−i�i,jt, where �i,j=�i−�j and �̂ is the po-
larization direction. The total Hamiltonian has the same
form as in Eq. �15�.

The control scheme for the three-level discrimination
step is shown in the upper panel of Fig. 13. We assume

that at sufficiently low temperature the D2S2 molecules

in the racemic mixture reside initially in the ground �1L�
and �1D� states. Therefore, our objective at this step is to
excite only one enantiomer, i.e., transfer its population
completely from the �1� to the �3� state and keep the
other in the �1� state �Král and Shapiro, 2001�. Due to

the essential degeneracy of the �iL� and the �iD� states for

i=1,2 ,3, the E� �t� field excites simultaneously the

�i�↔ �j� �i� j=1,2 ,3, =L ,D� transitions of both enan-
tiomers �Shapiro et al., 2000; Frishman et al., 2003�.
Therefore, we have to make use of the phase depen-
dence of the CPT process. Using the fact that the elec-
tric dipole operator can only connect states of opposite
parities, we obtain that

�ij
L,D = ± �	iS�	�jA� + 	iA�	�jS��Eij/� . �26�

Hence, all the Rabi frequencies associated with the two

enantiomers differ by a sign, i.e., a phase factor of �, for
transitions induced by the dipole component along the
stereomutation coordinate. Since in the CPT processes

the two enantiomers are influenced by the phase �L,D of

the products �12
L �23

L �31
L and �12

D �23
D �31

D , we have that

�L−�D=�. This property is invariant to any arbitrary
phase change in the individual wave functions of the

states �iL,D�.
The vector component of the coefficients c

= �c1 ,c2 ,c3�T of the wave-function expansion for the dis-
crimination step is the solution of the Schrödinger equa-
tion �8� with the RWA Hamiltonian after neglecting off-
resonant terms given as

H�t� =
�

2�
0 �1,2

* �t� �1,3
* �t�

�1,2�t� 0 �2,3
* �t�

�1,3�t� �2,3�t� 0
� . �27�

The phases of the complex Rabi frequencies �i,j�t� are

given as �i,j=�i,j
	 +�i,j

E , where �i,j
	 are the phases of the

dipole matrix elements 	i,j and �i,j
E are the phases of the

electric field components Ei,j. The evolution of the sys-

tem is determined by the total phase ���1,2+�2,3

+�3,1. This is most noticeable at the time t=�, for which
the three Rabi frequencies are equal in magnitude,

��1,2�= ��1,3�= ��2,3�=�.
Denoting the adiabatic eigenvalues of the Hamil-

tonian of Eq. �27� as �−, �0, and �+, it is easy to show that

they undergo exact degeneracies �crossings� at t=�, with

�+=2 � and �−=�0=2� cos�2� /3�, for �=0, and �−

=−2 � and �+=�0=−2� cos�2� /3�, for �=�. Depending
on the polarizations of the fields chosen, one Rabi fre-

quency �i,j of the two enantiomers differs by a sign,

making � differ by � for the two. Therefore, as shown in
the lower panel of Fig. 13, the crossing occurs between
different eigenvalues for different enantiomers, leading
subsequently to their totally different dynamics �see
middle panels of Fig. 13�.

The overall discrimination step works as follows: We

start with a Stokes pulse E2,3�t� that couples the �2� and

�3� states and with Rabi frequency �2,3�t�=�maxf�t�,
where �max=2 ns−1 and f�t�=exp�−t2 /�2�. At this stage of

the process the entire population resides in the ��0� adia-
batic eigenstate. In the second stage we simultaneously

add two pump pulses with Rabi frequencies �1,2�t�
=�1,3�t�=�maxf�t−2�� that couple the �1�↔ �2� and

�1�↔ �3� states. We choose the phases of the optical fields

2The �1�, �3�, �4�, and �5� states correspond to torsional states
with 0, 2, 3, and 5 vibrational quanta, respectively. The �2� state
is the first excited state of the asymmetric S-D stretching
mode.
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such that �=0 for one enantiomer and, inevitably, �=�
for the other. Therefore, the population, which has been

following in both enantiomers the initial adiabatic level

��0�, goes at t=� smoothly through the crossing region

and diabatically transfers to either the ��−� or ��+� state,

depending on whether �=0 or �=�, i.e., on the identity

of the enantiomer.

After the crossing is complete, at t��, the process

becomes adiabatic again, with the enantiomer popula-

tion residing fully in either ��−� or ��+�. At this stage we

slowly switch off the E1,2�t� pulse while making sure that

the E1,3�t� field remains on. This is done by choosing

�1,3�t�=�max„f�t−2��+ f�t−4��exp�−it�maxf�t−6���…. As

a result, the zero adiabatic eigenstate ��0� correlates

adiabatically with state �2�, which thus becomes empty

after this process, while the occupied ��+� and ��−� adia-

batic states correlate to ��±�→ ��1�± �3�� /�2.

The chirp, exp�−it�maxf�t−6���, in the second term of

�1,3�t� causes a � /2 rotation in the ��1�, �3�� subspace at

t�5�. As a result, state ��+� goes over to state �3� and

state ��−� goes over to state �1�, or vice versa, depending

on �. The net result of the adiabatic passage and rota-

tion is that one enantiomer returns to its initial �1� state

and the other switches over to the �3� state. As shown in

the middle panel of Fig. 13, the enantiodiscriminator is

very robust, with all population transfer processes occur-

ring in a smooth fashion.

After the entire population in the L enantiomer has

been successfully transferred to the �3L� state, we use a

combination of the solutions of NQC and DQC pre-

sented in Secs. III and IV to convert the �3L� population

to the D enantiomer. We do so by performing the �3L�
→ �4D� transfer with two in-parallel executed three-level

STIRAP processes, using as intermediates the �5S� and

�5A� states. Since no population is left in state �1L�, the

center frequencies of the fields involved are tuned to

guarantee that the D enantiomer remains intact in state

�1D�.
Schematically, the dynamics follows the �3L�→��5S�

+��5A�→ �4D� pathway shown in Fig. 14. The transfer is

realized by simultaneously introducing two Stokes

pulses E4,5S�t� and E4,5A�t� �of duration �� ��5S−�5A�−1�,
which resonantly couple each of the �5S� and �5A� states

to the �4L� and �4D� states. After a delay of 2�, we intro-

duce two pump pulses E3,5S�t� and E3,5A�t�, which reso-

nantly couple each of the �5S� and �5A� states to the �3L�
and �3D� states. In this process only the �4D� state is

populated, while the �3D� and �4L� states become empty

at the end of the process. This is because the empty pair

of states is coupled to the �5S� and �5A� states by vectors

of Rabi frequencies �i, which are orthogonal to analo-

gous vectors of the populated pair of states, respectively.

The chiral conversion of the excited enantiomer is

achieved by choosing �4,5S�t� to have the same sign as

�3,5S�t� and �4,5A�t� to have an opposite sign to �3,5A�t�.
The conversion step in the RWA and neglecting all

off-resonant terms is described by the Hamiltonian

H =
�

2�
0 0 −�3,5S

* �3,5A
* 0 0

0 0 �3,5S
* �3,5A

* 0 0

−�3,5S �3,5S 0 0 −�4,5S
* �4,5S

*

�3,5A �3,5A 0 0 �4,5A
* �4,5A

*

0 0 −�4,5S �4,5A 0 0

0 0 �4,5S �4,5A 0 0

� ,

�28�

with the time-dependent wave function given by c�t�
= �c3L ,c3D ,c5S ,c5A ,c4L ,c4D�T the vector of expansion co-
efficients after solving Eq. �8�. This Hamiltonian matrix
has four nonzero eigenvalues and two null eigenvalues

�1,2=0, which correspond to two dark states with coeffi-

cient vectors c1�t�= �−d+ ,−d− ,0 ,0 ,2�3,5S ,0�T and c2�t�
= �−d− ,d+ ,0 ,0 ,0 ,2�3,5S�T, where d±��4,5S±r�4,5A and

r��3,5S /�3,5A.
These expressions show that the system can follow

two possible paths, of which only one results in chiral
flipping of the initial state. Assuming, for simplicity, that

r=1 and r�=�4,5S /�4,5A=1, we find that at the beginning

of the process only the null eigenvalue state c1�tini� cor-

relates with the initial state �3L�, i.e., the vector c�tini�
= �1,0 ,0 ,0 ,0 ,0�T. At the end of the processes, this dark

state correlates with the vector c1�tend�= �0,0 ,0 ,0 ,1 ,0�T

FIG. 14. �Color online� The enantioconverter scheme. �Top�
Population is transferred from the �3L� state to the �4D� state,

while going through the superposition of �5S,A� states. �Bottom�
The populations pi of the broken-symmetry states, as a func-

tion of time, during the conversion step.
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for the �4L� state, so the symmetry is preserved. On the
other hand, if we flip the phase of just one Stokes or one

pump field component �r=−1 or r�=−1�, the system fol-

lows the dark state c2, which correlates at the end with

the state c2�tend�= �0,0 ,0 ,0 ,0 ,1�T. The final population

thus occupies the �4D� state, with opposite chirality, as
required. We note that the transfer dynamics during the
conversion step can be understood as the dynamics of
two in-parallel executed three-level STIRAP processes,
which is obvious when the conversion step is formulated

in the �3S ,3A ,5S ,5A ,4S ,4A� basis.
In Fig. 14, we show the evolution of the calculated

populations pi= �ci�2. The process starts in the �3L� state

and ends in the �4D� state. The Rabi frequencies are

�3,5S�t�=�maxf�t−2��, �3,5A�t�=0.5�maxf�t−2��, �4,5S�t�
=0.4�maxf�t�, and �4,5A�t�=−�maxf�t�, with �max

=60 ns−1 and f�t� as in the discrimination step. The trans-
fer is complete and exclusive although, in the calcula-

tions presented in Fig. 14, we have chosen r=2 and r�
=−0.4, thus demonstrating that the process is robust, as

long as r and r� have the right relative signs.
Recently, the schemes discussed above have also

found application in biological systems for detection and
automatic repair of nucleotide base-pair mutations and
targeted genome manipulation �Thanopulos and Sha-
piro, 2005�. In Appendix A, we extend the above con-
cepts to the nonclassical light field domain and show that
the use of nonclassical light in conjunction with the
CCAP method allows us to prepare novel types of
radiation-matter entangled states.

VII. SUMMARY

We have discussed the merging of the coherent con-
trol and adiabatic passage methods. The combined tech-
nique, denoted CCAP, may potentially yield both selec-
tivity between competing channels and the completeness
of the population transfer to the chosen final states. As
particular applications of CCAP we have shown how to
prepare arbitrary wave packets made of nondegenerate
or degenerate energy states. We have also discussed the
use of CCAP in the encoding and decoding of quantum
information and the control of broken-symmetry sys-
tems. In particular, we have demonstrated the power of
the method to induce and control isomerization between
local minima resulting from the Jahn-Teller effect and
the optical purification of enantiomers of chiral mol-
ecules. All these results clearly demonstrate the numer-
ous possible applications of the CCAP methodology.
Experiments aimed at demonstrating these concept are
currently under way �Amitay, 2006�.
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APPENDIX A: QUANTUM-FIELD COHERENT CONTROL:

PREPARATION OF ENTANGLED STATES

In the discussion presented above, we have explored
CCAP for classical electromagnetic fields, analogous to
the semiclassical coherent states. In this appendix we
examine the consequences of using nonclassical light
�Pe1ina, 1984; Scully and Zubairy, 1997� in such prob-
lems, which was already considered in multimode Ra-
man transitions �Král, 1990c�. One of the possible appli-
cations of nonclassical light in the context of control,
termed quantum-field coherent control �QCC�, is the
preparation of radiation-matter entangled states
�Opatrný and Kurizki, 2001; Raimond et al., 2001; Bayer
et al., 2003; Solano et al., 2003�. The basic idea is that
when a nonclassical light state with several dominant
phase components is used in a phase-sensitive CCAP
transfer, each of its components gives rise to a different
dynamics and can transfer the matter population to a
different final state, thereby giving rise to phase-
dependent light-matter entanglement �Král et al., 2005�.

As an example, we discuss the extension of the one-

photon versus two-photon 1+2 CC scenario of Sec. II.A
�Kurizki et al., 1989; Král and Tománek, 1999; Král and
Sipe, 2000� to the case in which the one-photon pathway
is executed with nonclassical light. In a one-dimensional

model, where we excite the �kc� states, it is easy to show

that ei�1,2 of Eq. �3� is simply related to the sign of

k=kc�kv �Král and Tománek, 1999�. Hence the interfer-
ence term can be written as

P�k� � Pnon��k�� + Pint��k��sgn�k�cos��1 − 2�2� . �A1�

This dependence can also be deduced from parity con-
siderations, since the one-photon matrix element

changes sign when k changes sign, while the two-photon
matrix does not.

In our application of the 1+2 QCC, we use for one-
photon nonclassical light a “cat state” �Yurke and Stoler,

1986; Schleich et al., 1991� of the form �C�� 1��2 ����
+ �−���, although other nonclassical states have a similar

effect. This cat state is composed of two �±�� coherent

states whose effective phases differ by �. The probabil-

ity P�kc ;��� of populating the �kc� material eigenstate

and the light field in the ���� coherent state can be evalu-
ated from Eq. �3� by replacing the classical-light expres-

sion for the one-photon amplitude, f1phot=A1pc,ve−i�1,
with the expression appropriate for nonclassical light,

f1phot= 	����
npcv
n �n−1�	n � +H.c.� �C�, where �n� de-

notes Fock number states. Choosing, for simplicity, �
��� to be real and using the fact �Pe1ina, 1984� that

	n ����� ����n /�n, we can write P�kc ;��� as

P�k ;��� � Pnon��k�� + Pint��k��sgn����sgn�k�cos�2�2� .

�A2�

The additional sgn���� term derives from the relation

	�� �n−1�	n �C�= �1+ �−1�n�����n−1�n /�2n�n−1�. We see

that only even n �odd n−1� terms contribute to the sum,

and all these terms have the same sign as ��.
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The apparently small difference between Eqs. �3� and

�A2�, i.e., the correlation of the signs in �� and k, has far
reaching consequences. By setting the fields such that
the magnitudes of the interference term and the nonin-

terfering sum be the same, Pnon��k � �=Pint��k � �, and

choosing for simplicity �2=0, we obtain that P�k ;���
=0 if sgn����sgn�k�. Therefore, by starting from the ini-

tial state of the occupied valence band, �vv
0 =
kv

�kv�	kv�,
we can prepare a mixture of the left and right momenta

�−kc,v� and �kc,v� states �currents� correlated with the

�−�� and ��� coherent states, respectively. If we start
from a pure state of a quantum well, this approach could

prepare entangled states of the form �
���kc� ���
+ �−kc� �−��. Since the 1+2 CC can also inject spin cur-
rents in semiconductors �Bhat and Sipe, 2000�, the QCC
could prepare entangled spin currents.

The presented example demonstrates the QCC in the
weak-field �perturbative� limit, where broken-symmetry
material states in a continuum are entangled with non-
classical radiation states. As mentioned in the Introduc-
tion, this is the regime where the traditional CC is ap-
plied, although both CC and QCC can work with strong
fields as well. We now extend the QCC approach to the
strong-field �nonperturbative� limit in such a way that it
will induce complete transitions, as outlined in the
CCAP approach, between discrete broken-symmetry
material states. In the quantum-field domain, use of AP
methods has been suggested as a way of preparing Fock-
number states �Parkins et al., 1993, 1995; Hennrich et al.,
2000; Gong et al., 2002� and certain entangled material
states �Unanyan, Shore, and Bergmann, 2001; Unanyan,
Vitanov, and Bergmann, 2001; Unanyan et al., 2002;�.

Here, as an example of strong-field QCC, we analyze
the use of nonclassical fields in preparing radiation-
matter chiral entangled states �Král et al., 2005�. We ex-
tend the treatment of chiral purification of Sec. VI to the
enantioconversion process. As explained there, this pro-
cess is used to transfer populations from an initial left-

handed state, say �1L�, to a right-handed state, say �3D�,
using delocalized states, say �2S� and �2A�, as intermedi-
ates. The entanglement in the converter can be realized
by replacing one of the four light fields by the nonclas-

sical �C� cat state. Since the two coherent �±�� compo-
nents of opposite quantum phases drive the system
along the two mirror-imaged paths �see Fig. 15�, the
quantum-field enantioconverter populates the entangled

radiation-matter �
�= ��3L����+ �3D��−��� /�2 state.
The situation can be simulated quantitatively by ex-

panding the system wave function as

�
�t�� = 

k=1

6



n=0

�

ck,n�t�e−i��k+n�0�t�k,n� , �A3�

where k= �1L ,1D ,2S ,2A ,3L ,3D� are the molecular

states and n denotes the number of photons in the non-

classical Stokes field of frequency �0, which can be ob-
tained by solving the Schrödinger equation:

iċ1L,n = ��S
p/2�c2S,n + ��A

p /2�c2A,n,

iċ1D,n = ��S
p/2�c2S,n − ��A

p /2�c2A,n,

iċ2S,n = ��S
p*/2��c1L,n + c1D,n� + ��S

d*/2��c3L,n + c3D,n� ,

�A4�
iċ2A,n = ��A

p*/2��c1L,n − c1D,n� + �gQ/2��n + 1�c3L,n+1

− c3D,n+1� ,

iċ3L,n = ��S
d/2�c2S,n + �gQ/2��nc2A,n−1,

iċ3D,n = ��S
d/2�c2S,n − �gQ/2��nc2A,n−1.

From the numerical solution of �
�t��, we can obtain

the density operator ��t�= �
�t��	
�t��. The system en-
tanglement can be examined from its diagonal matrix

elements �k,k
�,��t��	k ,� ���t� �k ,�� �k=1–6� in the �over-

complete� coherent-state ��� basis �Pe1ina, 1984�, evalu-
ated in terms of the Fock-state matrix elements as

�k,k
�,��t� = 


n=0

�



m=0

�

	��n�ck
n�t�„ck

m�t�…*	m��� . �A5�

We can plot the elements as a function of the real and

imaginary parts of �, i.e., �x=Re� and �y=Im�.
In Fig. 16, we display the final-state matrix elements

�L,L
�,� and �D,D

�,� obtained by solving Eq. �A4� for the Rabi

frequencies �S
p�t�=�A

p �t�=�0f�t−2��, �S
d�t�=�0f�t�, and

gQ�t�=g0f�t�, with f�t�=exp�−t2 /�2�, �=30, �0=2, and g0

=0.2. The left column shows the results of driving the

system with the �C� cat state, with ���2=7. Starting from

the �1L� state, we prepare the entangled �
���3L����
+ �3D��−�� state.

In Fig. 16 �right column�, we show the results of driv-

ing the system using the �n=7� Fock state, where we
obtain the final entangled state

�
� � �3L���n + 1� + �n�� + �3D���n + 1� − �n��

� �3S��n + 1� + �3A��n� . �A6�

We can see the formation of the �n=8�± �n=7� states.
These states with “bananalike” distributions are related

to the multiphase 
n �ei2�/n�� coherent states generated
by the nonlinear Kerr effect �Král, 1990b�.

FIG. 15. �Color online� The nonclassical enantioconverter. In

the classical-field converter, an initial �left-handed� �1L� state is

transformed into the �3D� state. The nonclassical converter

uses the ���+ �−�� cat state to produce the �3L����+ �3D��−��
entangled state.
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APPENDIX B: DERIVATION OF THE TRANSPORT

EQUATIONS FOR POLYCHROMATIC PASSAGE

SCHEMES

In this appendix, we first formally obtain the
Schrödinger equation �8� in the interaction picture. This
can be done by transforming the Schrödinger-picture

equation �6� with the unitary transformation U0�t�
=exp�−iHMt /�� �U0

†�t�U0�t�=1� �Shore, 1990; Scully and
Zubairy, 1997� as follows:

U0
†�t�

�

�t
�
�t�� = −

i

�
U0

†�t�H�t�U0�t�U0
†�t��
�t�� ,

�

�t
�
̃�t�� − � �

�t
U0

†�t���
�t�� = −
i

�
�HM + H�t���
̃�t�� ,

�B1�

�

�t
�
̃�t�� = −

i

�
H�t��
̃�t�� .

Here, we have used the fact that

U0
†�t�H�t�U0�t� = HM + U0

†�t�HI�t�U0�t� = HM + H�t� ,

�B2�

U0
†�t��
�t�� = �
̃�t�� = 


i=1,0,2

ci�t��i� ,

where ci�t�=Ci�t�ei�it and the interaction-picture wave

function �
̃�t�� is written for �
�t�� in Eq. �7�. If we write
the Schrödinger equation �B1� in the interaction picture

in matrix form with the bare-state basis set �i� �i
=1,0 ,2� and use the RWA approximation for the

interaction-picture Hamiltonian H�t�, we obtain Eq. �8�.
We now generalize this description to the situation of

a polychromatic excitation in multilevel systems. We
consider the adiabatic passage in a material system com-
posed of one initial, one intermediate, and many final
states �Král et al., 2002�. Such a system contains the es-
sence of the NQC scheme presented in Sec. III.

We consider the action of a shaped Stokes pulse, re-
sulting from the contributions of many pulses of differ-
ent center frequencies, each resonantly coupling one of

the �k� �k=3, . . . ,n+2� final states to a single intermedi-
ate state �2�. This pulse precedes �while partially overlap-
ping� the pump pulse, which couples states �2� and �1�.

This situation is described by the Hamiltonian

H�t� = HM + EP�t��	2,1�2�	1� + H.c.�

+ ES�t�

k=3

n+2

�	k,2�k�	2� + H.c.� , �B3�

where we assume for simplicity only one �linear� polar-
ization direction for the pump and Stokes electric fields

EP�t�=ReE1,2�t�e−i�1,2t and ES�t�=Re
k=3
n+2

E2,k�t�e−i�2,kt, re-

spectively. The slow field amplitudes Ei,j�t� of the Stokes
pulse are assumed to have the same smooth �Gaussian�
time profile, characterized by a common pulse width

�pulse. The frequencies �i,j of the EP�t� and ES�t� fields

are chosen to be in near resonance ��i,j��i−�j� with

the relevant transition frequencies, namely, �1,2 for EP

and �2,k for ES. As in the main text, the coupling is

mediated by the dipole matrix elements 	i,j.

We start from the �
�t��=
i=1
n+2ci�t�e−i�it�i� wave func-

tion as in Eq. �7�. The vector of ci�t� �i=1, . . . ,n+2� co-

efficients, c�t�= �c1 ,c2 ,c3 , . . . ,cn+2�T, is a solution of the

matrix Schrödinger equation �8�, �ċ�t�=−iH�t� ·c�t�, with

the Hamiltonian ��i,j��j−�i�

H�t� = �
0 EP	1,2e−i�1,2t 0 ¯ 0

EP	2,1ei�1,2t 0 ES	2,3e−i�2,3t ¯ ES	2,n+2ei�2,n+2t

0 ES	3,2ei�2,3t 0 ¯ 0

¯ ¯ ¯ ¯ ¯

0 ES	n+2,2ei�2,n+2t 0 ¯ 0

� . �B4�

If we introduce the RWA in H�t� for the on-resonance transitions for both pulses, as described in Sec. II.B, but retain
all other components of the Stokes electric field, we obtain the RWA Hamiltonian

FIG. 16. �Color online� Photon distributions �L,L
�,� �upper pan-

els� and �D,D
�,� �lower panels� in the quantum field enantiocon-

verter for entangled chiral states. The distributions are pre-

sented in the ��x= ±6.4, ��y= ±5 range. �Left column� The

driving field is given by the cat state �C� with ���2=7. �Right

column� The driving field is given by the �n=7� Fock state.
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H�t� =
�

2�
0 �1,2�t� 0 ¯ 0

�2,1�t� 0  2,3�t� ¯  2,n+2�t�
0  3,2�t� 0 ¯ 0

¯ ¯ ¯ ¯ ¯

0  n+2,2�t� 0 ¯ 0

� , �B5�

where �i,j�t��	i,jEi,j�t� /� are the usual �we assume real 	i,j for simplicity� and  2,k�t� are the modified �Stokes� Rabi
frequencies

 2,k�t� = 	2,k�E2,k�t� + 

l=3�k

n+2

e−i��2,k±�2,l�tE2,l�t�� =�2,k�t� + �off-resonant terms� . �B6�

The  2,k elements incorporate the effects of both the

on-resonance E2,k ��2,k+�2,k�0� and off-resonance

E2,l�k ��2,k+�2,l��k−�l and �2,k−�2,l��k+�l−2�2�
field components on the given �2�→ �k� transition. We
can directly integrate these equations numerically �Král
et al., 2002� and check the importance of the various

terms in Eq. �B6�. If the field components Ei,j�t� are rela-

tively weak so that ��ij�t� �� ��i−�i±1� the contributions
of the off-resonance oscillatory terms of Eq. �B6� should

be negligible, causing  2,k�t� to coincide with the reso-

nant term �2,k�t�.
If we neglect the nonresonant terms in Eq. �B6�, the

adiabatic states can be used in the description of this
problem �Shore, 1990; Scully and Zubairy, 1997�. Of the

n+2 eigenvalues of H�t�, n are zero and two are nonzero,

�1,2,. . .,n = 0,

�B7�

�n+1,n+2�t� = ± ���1,2�t��2 + 

k=3

n+2

� 2,k�t��2�1/2

.

The zero eigenvalues correspond to the n dark states,

�Dk−2�t�� =  2,k�t��1� −�2,1�t��k� �k = 3, . . . ,n + 2� ,

mixing the initial �1� and final �k� states. In Appendix C,
we show how such dark states can be combined to form
a single “transferring” state and many “nontransferring”
states orthogonal and uncoupled to it during the process,
thus rendering the evolution of the transferring state
fully adiabatic in this case, as well as in the general NQC
case of many initial and final nondegenerate states.

APPENDIX C: ADIABATIC EVOLUTION IN

POLYCHROMATIC PASSAGE SCHEMES

In this appendix, we discuss first the general condi-
tions for adiabatic population transfer, using the system
presented in Appendix B. We then show the particular
conditions valid for the schemes discussed in this work,
which allow for such a transfer even in case of systems
with many dark states.

When, besides the �off-resonance� conditions dis-
cussed below Eq. �B6�, the following conditions are sat-

isfied, we expect the adiabatic solution for the time evo-
lution of the system, based on diagonalizing the RWA

Hamiltonian H�t� in Eq. �B5�, to be accurate. The first
one is the global adiabaticity condition of large pulse

area, 1 / �max�Ei�t�� ���pulse, which can, in principle, be
always satisfied if all fields are strong enough. The sec-
ond condition of the local adiabaticity �for an in-depth
discussion of adiabatic conditions see Shore �1990� and

Vitanov et al. �2001��, „U−1�t� · U̇�t�…k,l� ��k�t�−�l�t��,
might be satisfied when the field components Ei,j�t� in

Eq. �B6� change slowly enough with time. Here U�t� is

the matrix of eigenvectors and �k�t� are the eigenstates
of the system in Eq. �B7�. This condition is violated
when degenerate eigenstates are present in the spectrum
of the RWA Hamiltonian, such as in Eq. �B7�.

Let us now explain why this degeneracy problem does
not arise in the schemes presented in Secs. III and V,
which have multiple dark states. This fact is due to zero
nonadiabatic couplings between the dark eigenstates in
these systems for the chosen pulses, shown below ana-
lytically for the general NQC scheme discussed in Sec.
III. This proof was demonstrated numerically for a four-
level polychromatic scheme analogous to that presented
in Appendix B, as given by Král and Shapiro �2002�.

We first consider the INS and FNS states of Sec. III
defined in Eq. �17�. From their definition, we have that

the single transferring MNS state of Eq. �18�, �DM�t��
�
kck

i �t��k�−
lcl
f�t� � l�, is orthogonal to the INS and FNS

states at all times. This is because the time-dependent

�normalized� vectors ci�t�= �c1
i ,c2

i , . . . ,cn
i �T=cos ��t�c0

i and

cf�t�= �c1
f ,c2

f , . . . ,cm
f �T=sin ��t�c0

f fulfill „di�t�…† ·ci�t�
= �d0

i �† ·c0
i cos ��t�=0 and „df�t�…† ·cf�t�= �d0

f �† ·c0
f sin ��t�

=0, since c0
i and c0

f are chosen in such a way �see also

Sec. III� that �d0
i �† ·c0

i =0 and �d0
f �† ·c0

f =0, where d0
i

=di�tin� and d0
f =df�tend� are the �normalized� vectors with

the coefficients of the individual INS and FNS states in
Eq. �17�, respectively. All MNS, INS, and FNS states are
also orthogonal to the two bright states of the system.

We can now transform the system to a new orthogonal
basis in the eigenvector space that is formed by the

single transferring MNS state by n+m−2 dark states

formed by n−1 linearly independent combinations of

73Král, Thanopulos, and Shapiro: Colloquium: Coherently controlled adiabatic …

Rev. Mod. Phys., Vol. 79, No. 1, January–March 2007



the INS states and m−1 combinations of the FNS states,
as well as by two bright states. The Schrödinger equa-
tion �8� transformed to the space of these new eigen-
states �Kobrak and Rice, 1998a; Unanyan, Fleischhauer,
Shore, and Bergmann, 1998; Kis and Stenholm, 2001;

Král and Shapiro, 2002� looks as follows: �v̇�t�
=−iW�t� ·v�t�, where v�t�=U�t� ·c�t� is the new state vec-

tor. The matrix U�t� of eigenvectors diagonalizes the

RWA Hamiltonian H�t� and generates the evolution ma-

trix W�t��U−1�t� ·H�t� ·U�t�− i�U−1�t� ·U̇�t�. The first

term in W�t� is diagonal, and its dark-space part, on
which we can limit our study, is zero. The second term
describes the crucial nonadiabatic coupling between
dark states.

We now calculate the nonadiabatic coupling matrix
elements in the dark eigenvector subspace. Since
the Hamiltonian is Hermitian, the matrix of its eigen-

states fulfills U−1�t�= �UT�*�t��U†�t�. We use this equal-
ity in calculating the scalar products between the terms

in the U−1�t� ·U̇�t� matrix. The time derivative of the vec-

tor of coefficients for the MNS state, c�t��ci�t�−cf�t�

=cos ��t�c0
i −sin ��t�c0

f , has the form ċ�t��−�̇�t�sin ��t�c0
i

− �̇�t�cos ��t�c0
f . Therefore, we obtain that „di�t�…† · ċ�t�

=−�d0
i �† ·c0

i �̇�t�sin ��t�=0 and „df�t�…† · ċ�t�= �d0
f �† ·c0

f �̇�t�
�cos ��t�=0. There is thus no coupling between the
transferring MNS state and the INS and FNS dark states
and, of course, linear combinations of them. The cou-
pling terms including time derivatives of the INS and
FNS dark states are also vanishing, since as follows from
the definition of Eq. �17� the time derivative of any INS
and FNS state is zero. Therefore, the off-diagonal ele-

ments of the U−1�t� ·U̇�t� matrix in the dark subspace are
all zero. This proves that the population follows adia-
batically the transferring state during the process. One

could analogously show that the U−1�t� ·U̇�t� matrix in
the dark subspace of the scheme presented in Sec. V is
also zero.

APPENDIX D: SELECTION RULES IN OPTICAL

TRANSITIONS

The scheme in Appendix B can be applied, for ex-
ample, to the transfer of populations between vibronic

states of the Na2 molecule, where the initial and final

states belong to the ground electronic surface X 1 g
+ and

the intermediate state to the higher electronic surface

A 1 u
+. Following the Franck-Condon approximation

�Franck, 1925; Condon, 1928; Herzberg, 1950�, according
to which the electric-dipole transition matrix elements

can be approximated as 	A 1 u
+ ,v�=0��̂ ·	� �X 1 g

+ ,v�
� 	̄	0 �v�, a broad progression of transitions is expected
due to the large shift in the equilibrium distances be-

tween different electronic states of Na2. It is thus pos-
sible to prepare a final wave packet composed of many
individual eigenstates on the ground potential surface.

When parity is well defined, such as in the Na2 mol-
ecule, electric-dipole absorption and emission of one

photon entail a change of parities and those of two pho-
tons maintain the parity of the initial and final material
states. In broken-symmetry systems, such as in the chiral

D2S2 molecule, there is no center of inversion and the
states are of ill-defined parity. Thus, for such �chiral� sys-
tems the above selection rules are broken. Although the
states with well-defined parity are the true eigenstates of
the system, in chiral systems where the barrier for the
interconversion between enantiomers is very high, the
eigenstates are never observed.

In order to calculate the transition dipole matrix

elements 	� 1,2�	
1�q��	� �q� �
2�q�� between the 
i�q�
�i=1,2� broken-symmetry states, we can express each
such states as a linear combination of rovibrational
eigenstates of well-defined parities. The rovibrational
eigenstates are in turn obtained by solving the corre-
sponding rovibrational Schrödinger equation �see, e.g.,
Marquardt et al. �2000, 2003� and Thanopulos et al.
�2003��.

In solid-state materials, such as in Si or GaAs bulk
semiconductors, the selection rules are dictated by the
symmetry of the crystal. The dipole elements can be
evaluated by first-principle techniques �Král and Sipe,
2000�. Away from the center of the Brillouine zone, the
states have neither even nor odd symmetry. Neverthe-

less, the strength of the 1+2 CC excitation process can

be shown to depend on the sgn�k� factor. Such light
excitation thus breaks the symmetry of the material,
which leads to the photogeneration of electric currents.
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