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#### Abstract

Most commercial digital cameras use color filter arrays to sample red, green, and blue colors according to a specific pattern. At the location of each pixel only one color sample is taken, and the values of the other colors must be interpolated using neighboring samples. This color plane interpolation is known as demosaicing; it is one of the important tasks in a digital camera pipeline. If demosaicing is not performed appropriately, images suffer from highly visible color artifacts. In this paper we present a new demosaicing technique that uses inter-channel correlation effectively in an alternating-projections scheme. We have compared this technique with six state-of-the-art demosaicing techniques, and it outperforms all of them, both visually and in terms of mean square error.
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## I. Introduction

SINGLE-CHIP digital cameras use color filter arrays to sample different spectral components, such as red, green, and blue. At the location of each pixel only one color sample is taken, and the other colors must be interpolated from neighboring samples. This color plane interpolation is known as demosaicing, and it is one of the important tasks in a digital camera pipeline. If demosaicing is not performed appropriately, images suffer from highly-visible color artifacts. The most commonly used color pattern is the "Bayer" pattern [1]. As seen in Fig. 1, in a Bayer pattern, green samples are obtained on a quincunx lattice (checkerboard pattern), and red and blue samples are obtained on rectangular lattices. The density of the red and blue samples is one-half that of the green ones.

Demosaicing methods can be grouped into two distinct classes. The first class applies well-known interpolation techniques to each color channel separately. These techniques include nearest-neighbor replication, bilinear interpolation, and cubic spline interpolation. Although these single-channel algorithms can provide satisfactory results in smooth regions of an image, they usually fail in high-frequency regions,
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Fig. 1. Bayer pattern.
especially along edges. For natural images better performance is possible than is achieved by these techniques because of the high cross-correlation between color channels. The second class of algorithms exploits this inter-channel correlation, and has significantly better performance than the first class. One approach in this class is smooth hue transition [2]-[4]. Smooth hue transition algorithms are based on the assumption that hue does not change abruptly between neighboring pixel locations. As a first step, these algorithms interpolate the luminance (green) ${ }^{1}$ channel, which is usually done using bilinear interpolation. The chrominance channels (red and blue) are estimated from the bilinearly interpolated "red hue" (red-to-green ratio) and "blue hue" (blue-to-green ratio). To be more explicit, the interpolated "red hue" and "blue hue" values are multiplied by the green value to determine the missing red and blue values at a particular pixel location. Instead of interpolating the hue, it is also possible to interpolate the logarithm of the hue [3], [4].

Another approach that exploits inter-channel correlation is edge-directed interpolation [5]-[9]. The main difference between this approach and the previous one is that the bilinear interpolation of the green channel is replaced by adaptive interpolation to prevent interpolating across edges. In [5], first-order horizontal and vertical gradients are computed at each missing green location on the Bayer pattern. If the horizontal gradient is greater and the vertical gradient is less than a predetermined threshold, suggesting a possible edge in the horizontal direction, interpolation is performed along the vertical direction. If the vertical gradient is larger and the horizontal gradient is less than the threshold, interpolation is performed only in the horizontal direction. When the horizontal and vertical gradients are nearly equal, (that is, both gradients
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Fig. 2. Images used in the experiments. (These images are referred as Image 1 to Image 20 in the paper, enumerated from left-to-right, and top-to-bottom.).

TABLE I
Inter-Channel Correlation in Different Subbands

|  | Red/Green Corr. Coef. |  |  |  | BIue/Green Corr. Coef. |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LL | LH | HL | HH | LL | LH | HL | HH |
| 1 | 0.8376 | 0.9959 | 0.9903 | 0.9866 | 0.9911 | 0.9970 | 0.9940 | 0.9838 |
| 2 | 0.4792 | 0.9275 | 0.9346 | 0.9414 | 0.9723 | 0.9891 | 0.9889 | 0.9431 |
| 3 | 0.8854 | 0.9275 | 0.9899 | 0.9822 | 0.8917 | 0.9754 | 0.9856 | 0.9682 |
| 4 | 0.9765 | 0.9963 | 0.9926 | 0.9794 | 0.9924 | 0.9917 | 0.9810 | 0.9605 |
| 5 | 0.8234 | 0.9789 | 0.9800 | 0.9483 | 0.9045 | 0.9717 | 0.9761 | 0.9391 |
| 6 | 0.9629 | 0.9947 | 0.9937 | 0.9822 | 0.9725 | 0.9932 | 0.9931 | 0.9770 |
| 7 | 0.9462 | 0.9906 | 0.9861 | 0.9404 | 0.8464 | 0.9834 | 0.9776 | 0.9252 |
| 8 | 0.9540 | 0.9867 | 0.9841 | 0.9458 | 0.9698 | 0.9807 | 0.9706 | 0.9224 |
| 9 | 0.8083 | 0.9863 | 0.9870 | 0.9768 | 0.9730 | 0.9942 | 0.9933 | 0.9765 |
| 10 | 0.9112 | 0.9899 | 0.9759 | 0.9316 | 0.9670 | 0.9878 | 0.9784 | 0.9120 |
| 11 | 0.9793 | 0.9968 | 0.9953 | 0.9932 | 0.9603 | 0.9895 | 0.9854 | 0.9805 |
| 12 | 0.8595 | 0.9548 | 0.9445 | 0.9421 | 0.9882 | 0.9809 | 0.9841 | 0.9506 |
| 13 | 0.9838 | 0.9962 | 0.9895 | 0.9599 | 0.9492 | 0.9943 | 0.9853 | 0.9471 |
| 14 | 0.9852 | 0.9864 | 0.9831 | 0.9519 | 0.9778 | 0.9811 | 0.9784 | 0.9418 |
| 15 | 0.9120 | 0.9832 | 0.9812 | 0.9771 | 0.8113 | 0.9746 | 0.9630 | 0.9700 |
| 16 | 0.9652 | 0.9961 | 0.9911 | 0.9562 | 0.9078 | 0.9923 | 0.9919 | 0.9578 |
| 17 | 0.9956 | 0.9873 | 0.9913 | 0.9588 | 0.9767 | 0.9594 | 0.9773 | 0.9177 |
| 18 | 0.8850 | 0.9926 | 0.9901 | 0.9771 | 0.9094 | 0.9871 | 0.9838 | 0.9614 |
| 19 | 0.8660 | 0.9542 | 0.9448 | 0.9352 | 0.8698 | 0.9693 | 0.9737 | 0.9598 |
| 20 | 0.9765 | 0.9809 | 0.9741 | 0.9460 | 0.9654 | 0.9696 | 0.9629 | 0.9259 |

are less than or greater than the threshold), the green value is obtained by averaging its four neighbors. Interpolation of the red and blue channels can be done by either interpolating color ratios (as in smooth hue transition) or by interpolating the color differences instead of the color ratios.

A different version of this approach was proposed by Laroche and Prescott [6]. There the chrominance channels are used instead of the luminance channel to determine the gradients. In order to determine the horizontal and vertical gradients at a blue (red) sample, second-order derivatives of blue (red) values are computed in the corresponding direction. The red and blue chan-
nels are interpolated as for the smooth hue transition approach, but this time the color differences are interpolated instead of the color ratios.

Instead of interpolating color differences or color ratios, it is also possible to use the inter-channel correlation as a correction term in the interpolation [7]-[9]. In [9], Hamilton and Adams used second-order derivatives of the chrominance samples as correction terms in the green channel interpolation. To determine the gradient at a blue (red) sample location, the second-order derivative of blue (red) pixels values are added to the first-order derivative of the green values. The second-order
derivative of the blue (red) pixels is also added to the average of the green values in the minimum gradient direction. The red and blue channels are interpolated similarly with second-order green derivatives used as the correction terms.
Kimmel later combined the smooth hue transition and edgedirected interpolation approaches in an iterative scheme [10]. In his algorithm, first-order derivatives of the green channel information are used to compute edge indicators in eight possible directions. Hue values are interpolated using these edge indicators, and missing color intensities are determined according to the interpolated hues. The color channels are then updated iteratively to obey the color-ratio rule. He also proposed an inverse diffusion process to enhance the images further.

There are also more complicated demosaicing approaches. In [11], Chang et al. applied interpolation using a threshold-based variable number of gradients. In that approach, a set of gradients is computed in the $5 \times 5$ neighborhood of the pixel under consideration. A threshold is determined for those gradients, and the missing value is computed using the pixels corresponding to the gradients that pass the threshold. A similar algorithm was proposed in [12], where the green channel is used to determine the pattern at a particular pixel, and then a missing red (blue) pixel value is estimated as a weighted average of the neighboring pixels according to the pattern. In addition, there are pattern recognition [13], restoration-based [14]-[16], and sampling theory point of view [17], [18] approaches.

In this paper, we present a very effective means of using inter-channel correlation in demosaicing. The algorithm defines constraint sets based on the observed color samples and prior knowledge about the correlation between the channels. It reconstructs the color channels by projecting the initial estimates onto these constraint sets. We have compared our algorithm with the various other techniques that we have outlined above, and it outperforms them both visually and in terms of its mean square error. Section II presents the motivation and details of this algorithm. Its experimental performance and comparisons with other techniques are given in Section III. A complexity analysis is provided in Section IV.

## II. Demosaicing Using Alternating Projections

There are two observations that are important for the demosaicing problem. The first is that for natural images there is a high correlation between the red, green, and blue channels. All three channels are very likely to have the same texture and edge locations. The second observation is that digital cameras use a color filter array (CFA) in which the luminance (green) channel is sampled at a higher rate than the chrominance (red and blue) channels. Therefore, the green channel is less likely to be aliased, and details are preserved better in the green channel than in the red and blue channels. In demosaicing, it is the interpolation of the red and blue channels that is the limiting factor in performance. Color artifacts, which become severe in high-frequency regions such as edges, are caused primarily by aliasing in the red and blue channels. Although this fact is acknowledged by the authors of most demosaicing


Fig. 3. CFA sampling of the images. (a) Frequency support of an image. (b) Spectrum of the sampled green channel. (c) Spectrum of the sampled red and blue channels.
algorithms, inter-channel correlation has not been used effectively to retrieve the aliased high-frequency information in the red and blue channels. This paper proposes a new demosaicing algorithm that does remove aliasing in these channels using an alternating-projections scheme. It defines constraint sets using

TABLE II
Correlation Between Original Images and Bilinearly Interpolated Observations in Different Subbands

| $\begin{gathered} \hline \text { Image } \\ \text { n॰ } \\ \hline \end{gathered}$ | Red channel |  |  |  | Green channel |  |  |  | Blue channel |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LL | LH | HL | HH | LL | LH | HL | HH | LL | LH | HL | HH |
| 1 | 0.9721 | 0.5936 | 0.6416 | 0.3029 | 0.9979 | 0.8968 | 0.8078 | 0.3012 | 0.9789 | 0.5956 | 0.5266 | 0.3052 |
| 2 | 0.9923 | 0.7130 | 0.5974 | 0.2597 | 0.9982 | 0.8763 | 0.8496 | 0.3532 | 0.9871 | 0.6752 | 0.6377 | 0.2639 |
| 3 | 0.9912 | 0.6094 | 0.6326 | 0.3393 | 0.9983 | 0.8680 | 0.8497 | 0.3581 | 0.9893 | 0.6460 | 0.5537 | 0.3355 |
| 4 | 0.9954 | 0.5888 | 0.5994 | 0.3023 | 0.9993 | 0.9296 | 0.6762 | 0.3124 | 0.9918 | 0.6196 | 0.5511 | 0.3023 |
| 5 | 0.9973 | 0.6928 | 0.6999 | 0.2726 | 0.9993 | 0.9185 | 0.8751 | 0.3072 | 0.9969 | 0.6962 | 0.6776 | 0.2622 |
| 6 | 0.9850 | 0.5750 | 0.5722 | 0.2827 | 0.9986 | 0.7953 | 0.8936 | 0.2528 | 0.9807 | 0.6009 | 0.5391 | 0.2844 |
| 7 | 0.9960 | 0.6649 | 0.6641 | 0.2510 | 0.9993 | 0.9008 | 0.8692 | 0.2509 | 0.9940 | 0.6814 | 0.6285 | 0.2502 |
| 8 | 0.9965 | 0.6683 | 0.6808 | 0.2938 | 0.9994 | 0.9006 | 0.8397 | 0.3205 | 0.9945 | 0.6807 | 0.6228 | 0.2838 |
| 9 | 0.9915 | 0.6185 | 0.5991 | 0.2958 | 0.9990 | 0.8831 | 0.8059 | 0.3378 | 0.9932 | 0.6206 | 0.5745 | 0.2923 |
| 10 | 0.9963 | 0.6407 | 0.7349 | 0.2561 | 0.9997 | 0.9170 | 0.8235 | 0.2757 | 0.9970 | 0.6629 | 0.6223 | 0.2358 |
| 11 | 0.9842 | 0.5547 | 0.5367 | 0.3013 | 0.9968 | 0.8826 | 0.7177 | 0.4017 | 0.9860 | 0.5727 | 0.4999 | 0.3017 |
| 12 | 0.9986 | 0.6747 | 0.6726 | 0.2847 | 0.9999 | 0.7869 | 0.9066 | 0.3259 | 0.9987 | 0.6691 | 0.5136 | 0.2715 |
| 13 | 0.9955 | 0.6243 | 0.7102 | 0.2694 | 0.9995 | 0.9431 | 0.6533 | 0.3163 | 0.9944 | 0.6029 | 0.6623 | 0.2560 |
| 14 | 0.9975 | 0.6695 | 0.6711 | 0.2810 | 0.9995 | 0.8598 | 0.8677 | 0.3545 | 0.9972 | 0.6633 | 0.5752 | 0.2806 |
| 15 | 0.9932 | 0.5781 | 0.6146 | 0.2920 | 0.9972 | 0.8427 | 0.8111 | 0.3533 | 0.9812 | 0.5872 | 0.5363 | 0.2839 |
| 16 | 0.9924 | 0.6597 | 0.5801 | 0.2880 | 0.9989 | 0.8950 | 0.8288 | 0.2445 | 0.9906 | 0.6410 | 0.5602 | 0.2788 |
| 17 | 0.9989 | 0.6211 | 0.7646 | 0.2976 | 0.9998 | 0.8261 | 0.8450 | 0.3070 | 0.9992 | 0.6944 | 0.7254 | 0.2756 |
| 18 | 0.9910 | 0.6174 | 0.6133 | 0.2996 | 0.9987 | 0.9156 | 0.7558 | 0.3255 | 0.9933 | 0.6242 | 0.6232 | 0.2967 |
| 19 | 0.9956 | 0.7095 | 0.6023 | 0.2841 | 0.9990 | 0.8524 | 0.8714 | 0.3234 | 0.9953 | 0.6641 | 0.5696 | 0.2872 |
| 20 | 0.9935 | 0.6468 | 0.6387 | 0.2993 | 0.9986 | 0.8750 | 0.8047 | 0.3658 | 0.9915 | 0.6305 | 0.6041 | 0.3254 |

both the inter-channel correlation and the observed data, and reconstructs the red and blue channels by projecting initial estimates onto these constraint sets.

Section II-A quantifies the degree of cross-correlation between the color channels. Section II-B illustrates the aliasing that results from CFA sampling and motivates a detail-retrieving interpolation scheme. Section II-C derives the constraint sets used by the proposed demosaicing scheme. Section II-D presents the details of the implementation and Section II-E describes some extensions.

## A. Inter-Channel Correlation

In natural images the color channels are highly mutually correlated. Since all three channels are very likely to have the same edge content, we expect this inter-channel correlation to be even higher when it is measured between the high-frequency components. (The reason for investigating correlation in the high-frequency components will become evident in Section II-B.) In order to illustrate this we decomposed the three color channels of 20 natural images (Fig. 2) into subbands. We used two-dimensional separable filters constructed from a low-pass filter $\left(h_{0}=\left[\begin{array}{lll}1 & 2 & 1\end{array}\right] / 4\right)$ and a high-pass filter ( $h_{1}=\left[\begin{array}{lll}1 & -2 & 1\end{array}\right] / 4$ ) to decompose each image into its four subbands: (LL) both rows and columns are low-pass filtered, (LH) rows are low-pass filtered, columns are high-pass filtered, (HL) rows are high-pass filtered, columns are low-pass filtered, (HH) both rows and columns are high-pass filtered. The inter-channel correlation coefficients for each of these four subbands was computed using the formula

$$
\begin{equation*}
C_{x, y}=\frac{\sum_{\left(n_{1}, n_{2}\right)}\left(x\left(n_{1}, n_{2}\right)-\mu_{x}\right)\left(y\left(n_{1}, n_{2}\right)-\mu_{y}\right)}{\sqrt{\sum_{\left(n_{1}, n_{2}\right)}\left(x\left(n_{1}, n_{2}\right)-\mu_{x}\right)^{2}} \sqrt{\sum_{\left(n_{1}, n_{2}\right)}\left(y\left(n_{1}, n_{2}\right)-\mu_{y}\right)^{2}}} \tag{1}
\end{equation*}
$$

where $\left(n_{1}, n_{2}\right)$ are integers denoting the spatial coordinates, $x\left(n_{1}, n_{2}\right)$ and $y\left(n_{1}, n_{2}\right)$ are the samples of two different color channels within a subband, and $\mu_{x}$ and $\mu_{y}$ are the means of $x\left(n_{1}, n_{1}\right)$ and $y\left(n_{1}, n_{2}\right)$, respectively. The summation is done over all possible $\left(n_{1}, n_{2}\right)$ in a subband. The correlation coefficients between the red and green, and blue and green channels are tabulated in Table I. As seen in that table, the correlation coefficients for the high-frequency subbands $(L H, H L, H H)$ are larger than 0.9 for all images, and the highest correlation coefficient for a particular image is among these subbands. The low-frequency subbands $L L$ are also highly correlated (their correlation coefficients are greater than 0.8 for most of the images.), but they are not as highly correlated as the high frequency subbands.

Section II-B examines the effects of CFA sampling on these subbands. In particular, we show that the high-frequency subbands of the red and blue channels are the most affected.

## B. Color Plane Sampling

As seen in Fig. 1, in a Bayer pattern the green channel, sampled with a quincunx lattice, is less likely to be aliased than the red and blue channels, which are sampled with less dense rectangular lattices. This can easily be illustrated in the frequency domain. Fig. 3(a) depicts the Fourier spectrum of an image with $f_{m}$ being the maximum observable frequency. When this image is captured with a digital camera, the color planes are sampled according to a CFA, which is generally the Bayer pattern. As illustrated in Fig. 3(b) and (c), while there is no aliasing in the green channel, the red and blue channels are aliased.

This can also be confirmed for the images in Fig. 2. In Table II, the correlation coefficients between the original channels and the bilinearly-interpolated (from the CFA samples) channels are displayed for all subbands. Two important things can be observed in that table. First, the high-frequency ( $L H, H L, H H$ ) subbands are degraded the most. Second this
degradation is more severe in the red and blue channels than in the green channel, especially in the $L H$ and $H L$ subbands.

In Section II-A, we showed that the color channels are highly mutually correlated, especially in the high-frequency subbands. In this section, we illustrated the fact that the high-frequency subbands of the red and blue channels are affected the most in CFA sampling. These two observations imply that the high-frequency information of the green channel can be used to help estimate the high-frequency components of the red and blue channels. One way to achieve this is with a set-theoretic reconstruction.

## C. Constraint Sets

Set-theoretic reconstruction techniques produce solutions that are consistent with the information arising from observed data or prior knowledge about the solution. Each piece of information is associated with a constraint set in the solution space, and the intersection of these sets represents the space of acceptable solutions [19]. For the demosaicing problem, we define two types of constraint sets, one coming from the observed data, and the other based on the prior knowledge of the inter-channel correlation.

The first constraint set comes from the observed color samples. The interpolated color channels must be consistent with the color samples captured by the digital camera. We denote $O\left(n_{1}, n_{2}\right)$ as this observed data, which has red, green, and blue samples placed according to the CFA used. $\left(n_{1}, n_{2}\right)$ are ordered pairs of integers denoting the pixel locations. By defining $\Lambda_{R}$, $\Lambda_{G}$, and $\Lambda_{B}$ as the set of pixel locations, $\left(n_{1}, n_{2}\right)$, that have the samples of red, green, and blue channels, respectively, we can write the "observation" constraint set as follows:

$$
\begin{align*}
& C_{o}=\left\{S\left(n_{1}, n_{2}\right): S\left(n_{1}, n_{2}\right)=O\left(n_{1}, n_{2}\right)\right. \\
& \left.\forall\left(n_{1}, n_{2}\right) \in \Lambda_{S}, S=R, G, B\right\} \tag{2}
\end{align*}
$$

where $S$ is a generic symbol for the interpolated color channels, which can be $R$ for the red channel, $G$ for the green channel, and $B$ for the blue channel.
The second constraint set is a result of the Sections II-A and B. In Section II-A, it was shown that color channels have very similar detail (high-frequency) subbands. This information would not be enough to define constraint sets if all channels lost the same amount of information in sampling. However, Section II-B pointed out that the red and blue channels lose more information (details) than the green channel when captured with a color filter array. Therefore, we can define constraint sets on the red and blue channels that force their high-frequency components to be similar to the high-frequency components of the green channel. This proves to be a very effective constraint set, since the main source of color artifacts in a demosaiced image is the inconsistency of the channels, especially, along the edges.

Before formulating this constraint set, we need to provide some information about the filter bank structure that is used to decompose the channels. Referring to Fig. 4, the filter bank


Fig. 4. Analysis and synthesis filterbanks for one-level decomposition.


Fig. 5. Convergence for one-level decomposition.


Fig. 6. Analysis and synthesis filterbanks for two-level decomposition.


Fig. 7. Convergence for two-level decomposition.
performs an undecimated wavelet transform, with $H_{0}(z)$ and $H_{1}(z)$ denoting low-pass and high-pass filters, respectively. These analysis filters $\left(H_{0}(z)\right.$ and $\left.H_{1}(z)\right)$ constitute a perfect


Fig. 8. Fine tuning of green channel is done from observed red and blue samples.
reconstruction filter bank with the synthesis filters $G_{0}(z)$ and $G_{1}(z)$. The perfect reconstruction condition can be written as

$$
\begin{equation*}
H_{0}(z) G_{0}(z)+H_{1}(z) G_{1}(z)=1 \tag{3}
\end{equation*}
$$

By denoting $h_{0}(\cdot)$ and $h_{1}(\cdot)$ as the impulse responses of $H_{0}(z)$ and $H_{1}(z)$, respectively, we can write the four subbands of a two-dimensional signal $S\left(n_{1}, n_{2}\right)$ as follows:

$$
\begin{align*}
& \left(\mathcal{W}_{1} S\right)\left(n_{1}, n_{2}\right)=h_{0}\left(n_{1}\right) *\left[h_{0}\left(n_{2}\right) * S\left(n_{1}, n_{2}\right)\right]  \tag{4}\\
& \left(\mathcal{W}_{2} S\right)\left(n_{1}, n_{2}\right)=h_{1}\left(n_{1}\right) *\left[h_{0}\left(n_{2}\right) * S\left(n_{1}, n_{2}\right)\right]  \tag{5}\\
& \left(\mathcal{W}_{3} S\right)\left(n_{1}, n_{2}\right)=h_{0}\left(n_{1}\right) *\left[h_{1}\left(n_{2}\right) * S\left(n_{1}, n_{2}\right)\right]  \tag{6}\\
& \left(\mathcal{W}_{4} S\right)\left(n_{1}, n_{2}\right)=h_{1}\left(n_{1}\right) *\left[h_{1}\left(n_{2}\right) * S\left(n_{1}, n_{2}\right)\right] \tag{7}
\end{align*}
$$

where $\left(\mathcal{W}_{1} S\right)$ is the approximation subband, and $\left(\mathcal{W}_{2} S\right)$, $\left(\mathcal{W}_{3} S\right),\left(\mathcal{W}_{4} S\right)$ are the horizontal, vertical, and diagonal detail subbands, respectively.

Now we can define the "detail" constraint set $C_{d}$ that forces the details (high-frequency components) of the red and blue channels to be similar to the details of the green channel as shown in (8) at the bottom of the page, where $T\left(n_{1}, n_{2}\right)$ is a positive threshold that quantifies the "closeness" of the detail subbands to each other. If the color channels are highly correlated, then the threshold should be small; if the correlation is not high, then the threshold should be larger. Although $T\left(n_{1}, n_{2}\right)$ is a function of image coordinates in general, it is also possible to use a predetermined fixed value for it. One choice is to set $T\left(n_{1}, n_{2}\right)$ to zero for all $\left(n_{1}, n_{2}\right)$, which is result of the high-correlation assumption. Later in the paper, we also discuss how to choose a nonuniform threshold.

## D. Alternating Projections Algorithm

This section presents an alternating-projections algorithm to reconstruct the red and blue channels. We first derive the projec-
tion operators corresponding to the "observation" and "detail" constraint sets given in the Section II-C. Convergence issues and enhancement of the green channel are then addressed. Finally, the complete algorithm is presented.

1) Projection Operators: The first constraint set that is used in the reconstruction is the "observation" constraint set given in (2). Referring to that equation, we can write the projection $P_{o}[\cdot]$ onto the "observation" constraint set as follows:

$$
P_{o}\left[S\left(n_{1}, n_{2}\right)\right]=\left\{\begin{array}{c}
O\left(n_{1}, n_{2}\right),\left(n_{1}, n_{2}\right) \in \Lambda_{S}  \tag{9}\\
S\left(n_{1}, n_{2}\right), \text { otherwise }
\end{array}\right\}
$$

where $S$ is the color channel, which can be the red $(R)$, green $(G)$, or blue $(B)$ channel.

The other constraint set is the "detail" constraint set given in (8). In order to write the projection onto this constraint set, we first need to define the filtering operations in the synthesis stage of the filter bank. Letting $g_{0}(\cdot)$ and $g_{1}(\cdot)$ denote the impulse responses corresponding to $G_{0}(z)$ and $G_{1}(z)$, we can write the four filtering operations on a two-dimensional signal $X\left(n_{1}, n_{2}\right)$ as follows:

$$
\begin{align*}
& \left(\mathcal{U}_{1} X\right)\left(n_{1}, n_{2}\right)=g_{0}\left(n_{1}\right) *\left[g_{0}\left(n_{2}\right) * X\left(n_{1}, n_{2}\right)\right]  \tag{10}\\
& \left(\mathcal{U}_{2} X\right)\left(n_{1}, n_{2}\right)=g_{1}\left(n_{1}\right) *\left[g_{0}\left(n_{2}\right) * X\left(n_{1}, n_{2}\right)\right]  \tag{11}\\
& \left(\mathcal{U}_{3} X\right)\left(n_{1}, n_{2}\right)=g_{0}\left(n_{1}\right) *\left[g_{1}\left(n_{2}\right) * X\left(n_{1}, n_{2}\right)\right]  \tag{12}\\
& \left(\mathcal{U}_{4} X\right)\left(n_{1}, n_{2}\right)=g_{1}\left(n_{1}\right) *\left[g_{1}\left(n_{2}\right) * X\left(n_{1}, n_{2}\right)\right] \tag{13}
\end{align*}
$$

where $\mathcal{U}_{1}, \mathcal{U}_{2}, \mathcal{U}_{3}, \mathcal{U}_{4}$ are the synthesis filtering operators. As stated earlier, these form a perfect reconstruction filter bank with the analysis filtering operators $\mathcal{W}_{1}, \mathcal{W}_{2}, \mathcal{W}_{3}$, and $\mathcal{W}_{4}$

$$
\begin{align*}
S\left(n_{1}, n_{2}\right)= & \mathcal{U}_{1}\left(\mathcal{W}_{1} S\right)\left(n_{1}, n_{2}\right)+\mathcal{U}_{2}\left(\mathcal{W}_{2} S\right)\left(n_{1}, n_{2}\right) \\
& +\mathcal{U}_{3}\left(\mathcal{W}_{3} S\right)\left(n_{1}, n_{2}\right)+\mathcal{U}_{4}\left(\mathcal{W}_{4} S\right)\left(n_{1}, n_{2}\right) \tag{14}
\end{align*}
$$

$$
C_{d}=\left\{\begin{array}{c}
S\left(n_{1}, n_{2}\right):\left|\left(\mathcal{W}_{k} S\right)\left(n_{1}, n_{2}\right)-\left(\mathcal{W}_{k} G\right)\left(n_{1}, n_{2}\right)\right| \leq T\left(n_{1}, n_{2}\right)  \tag{8}\\
\forall\left(n_{1}, n_{2}\right), \text { for } k=2,3,4 \text { and } S=R, B
\end{array}\right\}
$$

TABLE III
Mean Square Error Comparison of Different Methods

| $\begin{gathered} \text { Image } \\ \text { no } \\ \hline \end{gathered}$ | Channel | Mean square error for different methods |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \hline \text { Bilinear } \\ & \text { interp. } \\ & \hline \end{aligned}$ | $\begin{gathered} \text { Method in } \\ {[2]} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Method in } \\ {[6]} \end{gathered}$ | $\begin{gathered} \text { Method in } \\ {[5]} \end{gathered}$ | Method in [9] | $\begin{gathered} \text { Method in } \\ \text { [11] } \end{gathered}$ | $\begin{gathered} \text { Method in } \\ {[10]} \end{gathered}$ | $\begin{gathered} \text { Proposed } \\ (1-L) \end{gathered}$ | $\begin{gathered} \hline \text { Propased } \\ (2-L) \\ \hline \end{gathered}$ |
| 1 | Red | 187.9089 | 92.8195 | 53.5751 | 84.3346 | 51.9910 | 71.9113 | 28.6331 | 11.1537 | 11.9266 |
|  | Green | 72.1162 | 72.1162 | 46.3505 | 67.2416 | 21.4822 | 15.7100 | 20.0978 | 7.1227 | 7.1227 |
|  | Blue | 205.0097 | 94.5357 | 52.9721 | 83.4813 | 53.6638 | 82.8315 | 32.1395 | 11.6294 | 10.0408 |
| 2 | Red | 41.7608 | 51.5908 | 17.7585 | 76.5047 | 16.6541 | 17.9117 | 59.2494 | 8.0177 | 13.0637 |
|  | Green | 15.2170 | 15.2170 | 11.8072 | 15.7971 | 5.2777 | 4.7003 | 9.1604 | 8.7961 | 8.7961 |
|  | Blue | 38.6815 | 20.9121 | 13.4500 | 23.5842 | 12.1303 | 13.2157 | 12.9478 | 7.7456 | 7.7202 |
| 3 | Red | 169.8735 | 96.8888 | 48.4138 | 56.1798 | 42.2292 | 37.5406 | 57.9294 | 10.4808 | 14.8410 |
|  | Green | 75.3730 | 75.3730 | 50.7147 | 67.0559 | 16.2820 | 17.8096 | 73.2381 | 8.6595 | 8.6595 |
|  | Blue | 169.5238 | 79.6867 | 51.0465 | 95.3246 | 42.7336 | 41.1926 | 32.5129 | 17.6556 | 23.7133 |
| 4 | Red | 142.3374 | 66.2179 | 36.4665 | 60.6662 | 37.4170 | 50.8664 | 21.4296 | 8.9276 | 8.2246 |
|  | Green | 51.6217 | 51.6217 | 32.5744 | 51.8792 | 15.5885 | 12.4186 | 16.2496 | 5.6919 | 5.6919 |
|  | Blue | 135.0159 | 69.5935 | 39.9058 | 63.5090 | 38.0842 | 48.8259 | 29.3244 | 11.2759 | 11.1623 |
| 5 | Red | 36.1627 | 17.8795 | 9.7105 | 16.5978 | 9.8012 | 9.0955 | 12.5014 | 3.6303 | 6.2425 |
|  | Green | 14.7244 | 14.7244 | 9.3786 | 12.3191 | 3.8815 | 3.9935 | 29.4243 | 3.6542 | 3.6542 |
|  | Blue | 36.9836 | 18.7047 | 10.8722 | 22.8823 | 10.5688 | 9.1739 | 11.5855 | 6.5624 | 9.3744 |
| 6 | Red | 361.1668 | 157.4050 | 71.2011 | 116.3806 | 84.7959 | 164.4306 | 40.5317 | 18.4496 | 19.9498 |
|  | Green | 117.5322 | 117.5322 | 58.9497 | 87.1483 | 28.4313 | 25.5357 | 26.8525 | 11.3828 | 11.3828 |
|  | Blue | 365.6230 | 162.0675 | 73.1896 | 112.6440 | 86.2732 | 169.9609 | 44.7260 | 22.8969 | 23.1047 |
| 7 | Red | 46.2915 | 21.4934 | 11.4020 | 16.7672 | 11.6370 | 14.3500 | 7.38577 | 3.5461 | 4.3098 |
|  | Green | 17.5777 | 17.5777 | 10.2293 | 14.3326 | 4.4693 | 4.2732 | 7.41351 | 3.3418 | 3.3418 |
|  | Blue | 45.6932 | 21.7906 | 12.0721 | 18.6969 | 11.8510 | 15.4414 | 7.6779 | 6.7670 | 9.4430 |
| 8 | Red | 46.0860 | 23.4119 | 12.9790 | 19.7443 | 11.7921 | 12.3641 | 8.36021 | 3.8132 | 4.8498 |
|  | Green | 19.4041 | 19.4041 | 11.9138 | 16.3728 | 4.6615 | 4.0277 | 4.6207 | 3.6606 | 3.6606 |
|  | Blue | 49.2973 | 23.0224 | 14.6964 | 20.0613 | 13.4102 | 13.7024 | 7.66359 | 5.6762 | 6.6428 |
| 9 | Red | 97.2040 | 50.5133 | 29.8320 | 53.8813 | 28.6785 | 30.6635 | 23.2256 | 8.1776 | 10.2030 |
|  | Green | 38.2468 | 38.2468 | 27.0450 | 37.7190 | 12.0979 | 9.9917 | 22.5401 | 5.8512 | 5.8512 |
|  | Blue | 93.8299 | 47.5779 | 29.2492 | 51.1127 | 26.7295 | 28.6749 | 20.8198 | 8.9623 | 8.9076 |
| 10 | Red | 40.9047 | 22.1820 | 10.4737 | 16.9456 | 10.8859 | 14.5784 | 7.15264 | 3.3880 | 4.7873 |
|  | Green | 15.0617 | 15.0617 | 8.1748 | 12.6545 | 3.6963 | 3.4156 | 3.86487 | 3.1580 | 3.1580 |
|  | Blue | 44.3114 | 20.7030 | 10.4823 | 15.5438 | 11.1874 | 15.5967 | 7.31925 | 4.3254 | 4.8950 |
| 11 | Red | 317.2656 | 144.7688 | 124.4631 | 170.9637 | 107.9393 | 80.2820 | 55.6570 | 23.3247 | 17.5040 |
|  | Green | 144.0955 | 144.0955 | 121.6625 | 163.5400 | 54.1035 | 39.2386 | 99.1851 | 15.0249 | 15.0249 |
|  | Blue | 324.3623 | 167.3950 | 135.8525 | 201.6013 | 115.3881 | 88.3770 | 91.6544 | 31.0839 | 28.2410 |
| 12 | Red | 54.0245 | 55.5710 | 22.9565 | 67.4766 | 21.3817 | 22.0560 | 43.5004 | 8.4860 | 13.5237 |
|  | Green | 21.8710 | 21.8710 | 15.1751 | 18.9863 | 7.2481 | 5.5038 | 7.61045 | 8.1075 | 8.1075 |
|  | Blue | 62.3868 | 26.2786 | 17.5949 | 24.3682 | 18.1835 | 22.4072 | 9.02726 | 7.8151 | 8.0626 |
| 13 | Red | 60.1798 | 29.4225 | 16.1500 | 28.2998 | 16.5090 | 23.0927 | 9.51217 | 3.9657 | 3.5305 |
|  | Green | 21.7635 | 21.7635 | 13.5537 | 22.6938 | 6.8096 | 5.6587 | 8.15223 | 3.0419 | 3.0419 |
|  | Blue | 60.6834 | 30.7311 | 16.7104 | 28.0346 | 16.6368 | 22.5951 | 13.2754 | 5.2673 | 5.3687 |
| 14 | Red | 46.7877 | 23.1555 | 16.1704 | 34.7360 | 14.0212 | 11.5421 | 10.2657 | 4.6324 | 4.4979 |
|  | Green | 22.7296 | 22.7296 | 17.4425 | 22.1423 | 7.2229 | 6.3324 | 17.2543 | 3.7388 | 3.7388 |
|  | Blue | 54.5740 | 26.9042 | 19.2051 | 29.9782 | 17.3880 | 14.0801 | 14.4194 | 7.0185 | 7.4754 |
| 15 | Red | 122.7638 | 60.7294 | 46.9059 | 75.6976 | 40.2998 | 30.7597 | 30.8517 | 11.8054 | 12.9477 |
|  | Green | 60.4622 | 60.4622 | 47.8300 | 64.2247 | 21.0464 | 16.4279 | 51.0574 | 10.1858 | 10.1858 |
|  | Blue | 130.1658 | 69.5558 | 54.5523 | 92.7093 | 47.4073 | 38.2464 | 38.8936 | 17.5744 | 19.8079 |
| 16 | Red | 128.8738 | 56.5123 | 22.7103 | 37.2010 | 28.2224 | 63.8097 | 13.4602 | 6.4493 | 6.6832 |
|  | Green | 44.3272 | 44.3272 | 20.6299 | 29.5803 | 9.2259 | 8.8671 | 14.9775 | 5.2919 | 5.2919 |
|  | Blue | 124.8694 | 62.6212 | 23.8586 | 45.8549 | 27.3332 | 64.5105 | 22.1372 | 8.6431 | 9.7768 |
| 17 | Red | 61.4497 | 33.4027 | 15.6353 | 21.9867 | 16.0100 | 12.9693 | 8.86245 | 4.9608 | 5.2015 |
|  | Green | 30.3986 | 30.3986 | 15.3200 | 19.8501 | 6.8153 | 5.3587 | 15.1647 | 7.1316 | 7.1316 |
|  | Blue | 56.9281 | 30.2105 | 19.4766 | 30.4042 | 18.6600 | 16.5535 | 13.3502 | 9.2426 | 11.0392 |
| 18 | Red | 111.0566 | 51.8098 | 34.6219 | 55.6550 | 32.4667 | 33.7863 | 15.7315 | 8.0718 | 7.5613 |
|  | Green | 45.4554 | 45.4554 | 32.4018 | 46.3240 | 14.6395 | 10.8145 | 16.4300 | 6.2735 | 6.2735 |
|  | Blue | 113.3915 | 57.0697 | 38.2285 | 57.9721 | 34.6850 | 38.6562 | 24.5898 | 11.3049 | 11.7922 |
| 19 | Red | 65.9768 | 35.4940 | 24.8584 | 38.9006 | 22.2870 | 23.2553 | 16.1701 | 13.4359 | 15.8164 |
|  | Green | 30.1957 | 30.1957 | 21.9572 | 29.6137 | 10.3009 | 9.3900 | 11.3859 | 8.3866 | 8.3866 |
|  | Blue | 76.1882 | 38.1415 | 26.2763 | 37.0819 | 25.0622 | 32.0137 | 20.0780 | 14.2484 | 16.9749 |
| 20 | Red | 149.2869 | 70.5418 | 61.5271 | 83.2984 | 49.3905 | 40.4256 | 29.0343 | 25.7426 | 25.8744 |
|  | Green | 76.3340 | 76.3340 | 64.1117 | 83.3698 | 28.5436 | 22.3596 | 26.1093 | 17.7896 | 17.7896 |
|  | Blue | 192.4042 | 99.6933 | 85.4603 | 119.5614 | 78.4803 | 64.6248 | 50.7653 | 32.8394 | 32.1965 |

Now, we can write the projection $P_{d}\left[S\left(n_{1}, n_{2}\right)\right]$ of a color channel $S\left(n_{1}, n_{2}\right)$ onto the "detail" constraint set $C_{d}$ as follows. Referring to (8), we define $r_{k}\left(n_{1}, n_{2}\right)$ as the residual

$$
\begin{equation*}
r_{k}\left(n_{1}, n_{2}\right)=\left(\mathcal{W}_{k} S\right)\left(n_{1}, n_{2}\right)-\left(\mathcal{W}_{k} G\right)\left(n_{1}, n_{2}\right) \tag{15}
\end{equation*}
$$

When this residual is less than the threshold $T\left(n_{1}, n_{2}\right)$ in magnitude, the subband value $\left(\mathcal{W}_{k} S\right)\left(n_{1}, n_{2}\right)$ is not changed.

Otherwise, it has to be changed so that the residual $r_{k}\left(n_{1}, n_{2}\right)$ is less $T\left(n_{1}, n_{2}\right)$ in magnitude. This projection operator can be written as

$$
\begin{equation*}
P_{d}\left[S\left(n_{1}, n_{2}\right)\right]=\mathcal{U}_{1}\left(\mathcal{W}_{1} S\right)\left(n_{1}, n_{2}\right)+\sum_{k=2}^{4} \mathcal{U}_{k}\left(\mathcal{W}_{k}^{\prime} S\right)\left(n_{1}, n_{2}\right) \tag{16}
\end{equation*}
$$

where (see (17) at the bottom of the page). The "observation" projection ensures that the interpolated channels are consistent with the observed data; the "detail" projection reconstructs the high-frequency information of the red and blue channels, and imposes edge consistency between the channels. By alternately applying these two projections onto the initial red and blue channel estimates, we are able to enhance these channels.
2) Convergence: The Constraint sets given in (2) and (8) are convex. (The proofs are provided in the Appendix.) Therefore, an initial estimate converges to a solution in the feasibility set by projecting it onto these constraint sets iteratively. We have also verified it experimentally. Using the proposed algorithm, we updated the chrominance (red and blue) channels iteratively from the initial estimates. In each iteration, the chrominance channels are updated by the "detail" projection, followed by the "observation" projection. A typical convergence plot is given in Fig. 5. As seen in that figure, the mean square error of the red and blue channels converges in about five iterations. (That plot is for Image 16 in Fig. 2. The initial estimates for the red and blue channels were obtained by bilinear interpolation. The green channel was interpolated using a method that will be explained in Section II-D3.)

Instead of performing a one-level subband decomposition, it is also possible to decompose the signals further. As done with undecimated wavelet transforms, the low-pass $(L L)$ subbands can be decomposed by using filters $H_{0}\left(z^{2}\right)$, and $H_{1}\left(z^{2}\right)$. This filterbank structure is shown in Fig. 6 for a two-level decomposition. Convergence for the two-level decomposition, which is illustrated in Fig. 7 is faster than for the one-level decomposition.
3) Updating the Green Channel: The algorithm we have discussed so far reconstructs the high-frequency information of the red and blue channels. The performance of this reconstruction directly depends on the accuracy of the green channel interpolation. The edge-directed interpolation methods discussed in Section I provide satisfactory performance in general, but it is still possible to obtain better results using a method similar to the red-blue interpolation we have presented. Referring to Fig. 8, we can update the green channel as follows.

1) Interpolate the green channel to get an initial estimate. Either bilinear or edge-directed interpolation methods can be used for this step.
2) Use the observed samples of the blue channel to form a downsampled version of the blue channel. Note that all pixels of this downsampled image are observed data.
3) Use the interpolated green samples at the corresponding (blue) locations to form a downsampled version of the green channel. Note that the pixels of this downsampled image are all interpolated values.
4) Decompose these blue and green downsampled channels into their subbands, as was done in Section II-C.
5) Replace the high-frequency ( $L H, H L, H H$ ) subbands of the green channel with those of the blue channel. (Note that this corresponds to setting the threshold $T\left(n_{1}, n_{2}\right)$ to zero.)
6) Reconstruct the downsampled green channel, and insert the pixels in their corresponding locations in the initial green channel estimate.
7) Repeat the same procedure for the pixels at the red samples.
With this scheme, significant improvement over bilinear interpolation and other adaptive algorithms can be achieved in the green channel. We used the edge-directed interpolation procedure proposed in [9] to obtain the initial green channel estimates. The results are discussed in Section III.
8) Complete Algorithm: The pseudo-code of the complete algorithm is as follows.
9) Initial interpolation: Interpolate the red, green, and blue channels to obtain initial estimates. Bilinear or edgedirected interpolation algorithms can be used for this initial interpolation.
10) Update the green channel: Update the green channel using the scheme explained in Section II-D3.
11) "Detail" projection: Decompose all three channels with a filter bank. At each level of decomposition, there will be four subbands. Update the detail (high-frequency) subbands of the red and blue channels using (17) and reconstruct these channels using (16).
12) "Observation" projection: Compare the samples of the reconstructed red and blue channels with the original (observed) samples. Insert the observed samples into the reconstructed channels at their corresponding pixel locations as given in (9).
13) Iteration: Go to Step 3, and repeat the procedure until a stopping criterion is achieved.

$$
\left(\mathcal{W}_{k}^{\prime} S\right)\left(n_{1}, n_{2}\right)=\left\{\begin{array}{c}
\left(\mathcal{W}_{k} G+T\right)\left(n_{1}, n_{2}\right) ; r_{k}\left(n_{1}, n_{2}\right)>T\left(n_{1}, n_{2}\right)  \tag{17}\\
\left(\mathcal{W}_{k} S\right)\left(n_{1}, n_{2}\right) ;\left|r_{k}\left(n_{1}, n_{2}\right)\right| \leq T\left(n_{1}, n_{2}\right) \\
\left(\mathcal{W}_{k} G-T\right)\left(n_{1}, n_{2}\right) ; r_{k}\left(n_{1}, n_{2}\right)<-T\left(n_{1}, n_{2}\right)
\end{array}\right\}
$$

$$
\begin{equation*}
K_{S}\left(n_{1}, n_{2}\right)=\frac{\sum_{(i, j) \in N_{\left(n_{1}, n_{2}\right)}}\left(S(i, j)-\mu_{S}\right)\left(G(i, j)-\mu_{G}\right)}{\sqrt{(i, j) \in N_{\left(n_{1}, n_{2}\right)}\left(S(i, j)-\mu_{S}\right)^{2}} \sqrt{\sum_{(i, j) \in N_{\left(n_{1}, n_{2}\right)}}\left(G(i, j)-\mu_{G}\right)^{2}}} \tag{18}
\end{equation*}
$$



Fig. 9. Comparison of the methods for Image 4. (a) Crop from the original Image 4. (b) Method in [2]. (c) Method in [5]. (d) Method in [6].

## E. Extensions to the Algorithm

It is also possible to extend the proposed algorithm in several different ways.

1) Correlation surface: The threshold $T\left(n_{1}, n_{2}\right)$ in the "detail" projection provides a way of controlling the
amount of the correlation between the channels that is used by the algorithm. If the channels are totally uncorrelated the threshold should be large enough to turn the "detail" projection into an identity projection. If the channels are highly correlated the threshold should be close to zero. One problem, however, is that the correlation between


Fig. 9. (Continued.) Comparison of the methods for Image 4. (e) Method in [9]. (f) Method in [10]. (g) Method in [11]. (h) Proposed (1-L, 8 iterations).
the channels is not necessarily uniform; there may be both high-correlation and low-correlation regions within the same image. This can be overcome by estimating the correlation locally and adjusting the threshold $T\left(n_{1}, n_{2}\right)$ accordingly. One way to compute a local correlation surface is to move a small window over the color
planes, compute the correlation between them, and assign a correlation coefficient to the pixel at the center of the window. By mapping the values on the correlation surface to the threshold $T\left(n_{1}, n_{2}\right)$, the algorithm can be made more effective for images that have nonuniform correlation surfaces.

(a) Crop from the original Image 6.

(c) Method in [5].

(b) Method in [2].

(d) Method in [6].

Fig. 10. Comparison of the methods for Image 6. (a) Crop from the original Image 6. (b) Method in [2]. (c) Method in [5]. (d) Method in [6].

Denoting $K_{S}\left(n_{1}, n_{2}\right)$ as the correlation surface between channel $S$-red or blue-and the green channel, the proposed method computes the correlation surface as shown in (18) at the bottom of page 1004, where $N_{\left(n_{1}, n_{2}\right)}$ is a neighborhood about location $\left(n_{1}, n_{2}\right)$, and $\mu_{S}$ and $\mu_{G}$ are the means of channels $S$ and $G$ in that neighborhood. One choice for $N_{\left(n_{1}, n_{2}\right)}$ might be a $5 \times 5$
window. This formula will give a correlation surface with values ranging between zero and one. This correlation surface is then passed to a function that will return a large value when $K_{S}\left(n_{1}, n_{2}\right)$ is small and a small value when $K_{S}\left(n_{1}, n_{2}\right)$ is large. The choice of such a function requires further research and experimentation, and we leave it as an open problem.


Fig. 10. (Continued.) Comparison of the methods for Image 6. (e) Method in [9]. (f) Method in [10]. (g) Method in [11]. (h) Proposed (1-L, 8 iterations).
2) Smoothness projection: Other constraint sets can be included in the algorithm easily. One such constraint is a smoothness constraint. Smooth hue (color ratio) and smooth color difference transitions are the basis of some demosaicing algorithms that we have already cited [2]-[4].

An easy way to include a smoothness projection is to interpolate the color ratio or difference to get an estimated color value at a certain location ( $n_{1}, n_{2}$ ), and constrain the results to lie in a certain neighborhood of that estimate. This is also an open area that should be investigated.

(a) Crop from the original Image 16.

(c) Method in [5].

(b) Method in [2].

(d) Method in [6].

Fig. 11. Comparison of the methods for Image 16. (a) Crop from the original Image 16. (b) Method in [2]. (c) Method in [5]. (d) Method in [6].

## III. EXPERIMENTAL RESULTS

In our experiments, we used the images shown in Fig. 2. These images are film captures and digitized with photo scanner. Full color channels are available, and the CFA is simulated by sampling the channels. The sampled channels are used to test the demosaicing algorithms.

We used bilinear interpolation for the red and blue channels, and the edge-directed interpolation method given in [9] for the green channel to get the initial estimates. The method proposed in Section II-D3 was used to refine the initial estimate of the green channel. The following filters were used in the experiments: $h_{0}=\left[\begin{array}{lll}1 & 2 & 1\end{array}\right] / 4$;


Fig. 11. (Continued.) Comparison of the methods for Image 16. (e) Method in [9]. (f) Method in [10]. (g) Method in [11]. (h) Proposed (1-L, 8 iterations).
$h_{1}=\left[\begin{array}{ccc}1 & -2 & 1\end{array}\right] / 4 ; g_{0}=\left[\begin{array}{ccccc}-1 & 2 & 6 & 2 & -1\end{array}\right] / 8$; and $g_{1}=\left[\begin{array}{ccccc}1 & 2 & -6 & 2 & 1\end{array}\right] / 8$. The threshold $T\left(n_{1}, n_{2}\right)$ was set to zero for all $\left(n_{1}, n_{2}\right)$. We did the experiments for both one-level decomposition and two-level decomposition. The number of iterations for one-level (1-L) and two-level (2-L) decompositions was eight and four, respectively. The perfor-
mance in terms of mean squared error can be seen in Table III for both our and various other demosaicing algorithms [2], [5], [6], [9]-[11]. As seen in that table, the proposed algorithm has the lowest mean squared error in almost all cases. Among these algorithms, [9] and [11] have comparable performance in the green channel for some images. (The ones whose performance
was better than the proposed method are highlighted.) However, their red and blue channel performance was worse in all cases, which make them worse visually. Another successful method was Kimmel's method [10]. In that paper the red, green, and blue channels were corrected iteratively to satisfy the color ratio rule, and the number of iterations was set to three. However, we found that algorithm to be prone to color artifacts, and iterating three times made the results worse in such cases. Therefore, in our implementation we did color correction only once.
We also provide some examples from the images used in the experiments for visual comparison. Fig. 9-11 show cropped segments from original images (Images 4, 6, and 16 in Fig. 2), and the corresponding reconstructed images from the demosaicing algorithms that were used in comparison. Close examination of those figures verifies the effectiveness of the proposed algorithm.

## IV. Complexity Analysis

Let $l_{h_{0}}, l_{h_{1}}, l_{g_{0}}$, and $l_{g_{1}}$ denote the lengths of the filters $h_{0}$, $h_{1}, g_{0}$, and $g_{1}$, respectively, and let $M$ and $N$ denote the width and height of an image. Each channel is decomposed into four subbands by convolving its rows and columns with filters $h_{0}$ and $h_{1}$. This requires approximately $\left(2 l_{h_{0}}+4 l_{h_{1}}\right) M N$ multiplications and additions for each channel. Including the reconstruction stage the total number of additions and multiplications is $\left[2\left(l_{h_{0}}+l_{g_{0}}\right)+4\left(l_{h_{1}}+l_{g_{1}}\right)\right] M N$ for each channel. Typically, three iterations is enough for updating the red and blue channels, which will require a total of $\left[12\left(l_{h_{0}}+l_{g_{0}}\right)+24\left(l_{h_{1}}+l_{g_{1}}\right)\right] M N$ operations for the red and blue channels. As a result, $\left[14\left(l_{h_{0}}+l_{g_{0}}\right)+28\left(l_{h_{1}}+l_{g_{1}}\right)\right] M N$ operations are required for the iteration stages. We also update the initial estimate of the green channel as proposed in Section II-D with a one-level decomposition, and one iteration. This adds approximately $\left[2\left(l_{h_{0}}+l_{g_{0}}\right)+4\left(l_{h_{1}}+l_{g_{1}}\right)\right] M N$ operations to the total count, which brings the total operation count to $\left[16\left(l_{h_{0}}+l_{g_{0}}\right)+32\left(l_{h_{1}}+l_{g_{1}}\right)\right] M N$. For the filters used in the experiment, this number is $384 M N$. If four iterations are done, the total complexity is $480 M N$. If a two-level decomposition is performed, a single iteration should be sufficient. Under this assumption using the filters in this paper, the total complexity for a two-level decomposition is also $384 M N$ additions and multiplications.

## V. Conclusion

In this paper we presented a demosaicing algorithm that exploits inter-channel correlation in an alternating projections scheme. Two constraint sets are defined based on the observed data and the prior knowledge about the correlation of the channels, and initial estimates are projected onto these constraint sets to reconstruct the channels. The proposed algorithm was compared with well-known demosaicing algorithms, and it showed an outstanding performance both visually and in terms of mean square error at a reasonable computational complexity.
The question of uncorrelated color channels has also been addressed, and a threshold selection procedure has been pro-
posed. However, in the experiments this was not needed, and setting the threshold to zero worked very well. Threshold selection and inclusion of other constraint sets are left as future work. It should also be noted the test images used are film captures that were digitized with photo scanner. Therefore, they have different noise power spectrums compared to actual digital camera captures, and more thorough performance analysis of the demosaicing algorithm should be done for different capture and digitization paths.

## APPENDIX

## Convexity of the Constraint Sets

We outline the convexity proofs of the observation and detail constraint sets that are given in (2) and (8), respectively.

## A. Observation Constraint Set $C_{o}$

Let $S_{1}\left(n_{1}, n_{2}\right)$ and $S_{2}\left(n_{1}, n_{2}\right)$ be any two points in the set $C_{0}$. That is,

$$
\begin{equation*}
S_{1}\left(n_{1}, n_{2}\right)=O\left(n_{1}, n_{2}\right) \quad \forall\left(n_{1}, n_{2}\right) \in \Lambda_{S} \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{2}\left(n_{1}, n_{2}\right)=O\left(n_{1}, n_{2}\right) \quad \forall\left(n_{1}, n_{2}\right) \in \Lambda_{S} \tag{20}
\end{equation*}
$$

For convexity, we need to show that all points of the line segment connecting $S_{1}\left(n_{1}, n_{2}\right)$ and $S_{2}\left(n_{1}, n_{2}\right)$ remain in the set $C_{o}$. Let $S_{3}\left(n_{1}, n_{2}\right) \equiv \alpha S_{1}\left(n_{1}, n_{2}\right)+(1-\alpha) S_{2}\left(n_{1}, n_{2}\right)$ be this line segment $(0 \leq \alpha \leq 1)$. Using (19) and (20), we get:

$$
\begin{align*}
S_{3}\left(n_{1}, n_{2}\right)= & \alpha S_{1}\left(n_{1}, n_{2}\right)+(1-\alpha) S_{2}\left(n_{1}, n_{2}\right) \\
= & \alpha O\left(n_{1}, n_{2}\right)+(1-\alpha) O\left(n_{1}, n_{2}\right) \\
& \forall\left(n_{1}, n_{2}\right) \in \Lambda_{S} \\
= & O\left(n_{1}, n_{2}\right), \quad \forall\left(n_{1}, n_{2}\right) \in \Lambda_{S} \tag{21}
\end{align*}
$$

That is, $S_{3}\left(n_{1}, n_{2}\right) \in C_{o}$.

## B. Detail Constraint Set $C_{d}$

Let $S_{1}\left(n_{1}, n_{2}\right)$ and $S_{2}\left(n_{1}, n_{2}\right)$ be any two points in the set $C_{d}$. Referring to (5)-(7) in the manuscript, we can write

$$
\begin{align*}
\mid h_{x}\left(n_{1}\right) *\left[h_{y}\left(n_{2}\right) * S_{1}\left(n_{1}, n_{2}\right)\right]-\left(\mathcal{W}_{k} G\right) & \left(n_{1}, n_{2}\right) \mid \\
& \leq T\left(n_{1}, n_{2}\right) \tag{22}
\end{align*}
$$

and

$$
\begin{align*}
\mid h_{x}\left(n_{1}\right) *\left[h_{y}\left(n_{2}\right) * S_{2}\left(n_{1}, n_{2}\right)\right]-\left(\mathcal{W}_{k} G\right) & \left(n_{1}, n_{2}\right) \mid \\
& \leq T\left(n_{1}, n_{2}\right) \tag{23}
\end{align*}
$$

where the subscripts $x$ and $y$ are chosen according to the value of $k$ as in (5)-(7).

Again, we need to show that all points of the line segment connecting $S_{1}\left(n_{1}, n_{2}\right)$ and $S_{2}\left(n_{1}, n_{2}\right)$ remain in the set $C_{d}$, for convexity.

Let $S_{3}\left(n_{1}, n_{2}\right) \equiv \alpha S_{1}\left(n_{1}, n_{2}\right)+(1-\alpha) S_{2}\left(n_{1}, n_{2}\right)$ for $0 \leq \alpha \leq 1$. We will now show that $S_{3}\left(n_{1}, n_{2}\right)$ is in $C_{d}$. We will omit the indices $n_{1}$ and $n_{2}$ in the notation to simplify the
equations. See (24) at the bottom of the page. Add and subtract $\alpha\left(\mathcal{W}_{k} G\right)$ inside the (24) and regroup the terms to get (see (25) at the bottom of the page). Use the triangular inequality and the inequalities given in (22) and (23) to get

$$
\begin{align*}
\left|h_{x} *\left[h_{y} * S_{3}\right]-\left(W_{k} G\right)\right| \leq & \alpha\left|\left\{h_{x} *\left[h_{y} * S_{1}\right]-\left(W_{k} G\right)\right\}\right| \\
& +(1-\alpha) \\
& \times\left|\left\{h_{x} *\left[h_{y} * S_{2}\right]-\left(W_{k} G\right)\right\}\right| \\
\leq & \alpha T+(1-\alpha) T \\
= & T . \tag{26}
\end{align*}
$$

Therefore, $S_{3}\left(n_{1}, n_{2}\right) \in C_{d}$.
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$$
\begin{align*}
\left|h_{x} *\left[h_{y} * S_{3}\right]-\left(\mathcal{W}_{k} G\right)\right| & =\left|h_{x} *\left[h_{y} *\left(\alpha S_{1}+(1-\alpha) S_{2}\right)\right]-\left(W_{k} G\right)\right| \\
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\end{align*}
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$$
\begin{align*}
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\end{align*}
$$
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