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Abstract

Underwater images suffer from color distortion and low contrast, because light is

attenuated as it propagates through water. The attenuation varies with wavelength and

depends both on the properties of the water body in which the image was taken and

the 3D structure of the scene, making it difficult to restore the colors. Existing single

underwater image enhancement techniques either ignore the wavelength dependency of

the attenuation, or assume a specific spectral profile. We propose a new method that takes

into account multiple spectral profiles of different water types, and restores underwater

scenes from a single image.

We show that by estimating just two additional global parameters - the attenuation

ratios of the blue-red and blue-green color channels - the problem of underwater image

restoration can be reduced to single image dehazing, where all color channels have the

same attenuation coefficients. Since we do not know the water type ahead of time, we

try different parameter sets out of an existing library of water types. Each set leads to

a different restored image and the one that best satisfies the Gray-World assumption is

chosen. The proposed single underwater image restoration method is fully automatic and

is based on a more comprehensive physical image formation model than previously used.

We collected a dataset of real images taken in different locations with varying wa-

ter properties and placed color charts in the scenes. Moreover, to obtain ground truth,

the 3D structure of the scene was calculated based on stereo imaging. This dataset en-

ables a quantitative evaluation of restoration algorithms on natural images and shows the

advantage of the proposed method.

1 Introduction

Underwater images often lack contrast and depict inaccurate colors due to scattering and

absorption of light while it propagates in the water. Yet color and contrast are extremely

important for visual surveys in the ocean. For example, enhanced images can improve auto-

matic segmentation, increase the accuracy of feature matching between images taken from

multiple viewpoints, and aid in navigation.

The attenuation of light depends both on the light’s wavelength and the distance it trav-

els [2, 23]. The wavelength-dependent attenuation causes color distortions that increase

with an object’s distance. In addition, the scattering induces a distance-dependent additive
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component on the scene which reduces contrast. These phenomena cannot be globally cor-

rected since the color degradation depends on the distance of the object from the camera.

Moreover, the attenuation parameters are affected by seasonal, geographical, and climate

variations. These variations were categorized into 10 water types by Jerlov [19].

Unfortunately, existing single underwater image enhancement techniques under-perform

as they do not take into account the diverse spectral properties of water. In addition, their

evaluation is generally based on a handful of images, and is mostly qualitative. A few meth-

ods have been evaluated using no-reference image quality metrics, which operate only on

the luminance and cannot measure the color correction.

In this paper we suggest a method to recover the distance maps and object colors in

scenes photographed under ambient illumination in water, using just a single image as input.

Our recovery takes into account the different optical water types and is based on a more

comprehensive physical image formation model than the one previously used. Restoration

from a single image is desirable because water properties temporally change, sometimes

within minutes. In addition, no additional equipment, such as a tripod or filters, is required.

A variety of methods have been developed for the closely related single image dehazing

problem, in which images are degraded by weather conditions such as haze or fog. Under

the assumption of wavelength-independent attenuation, single image dehazing is an ill-posed

problem with three measurements per pixel (the R,G,B values of the input image) and four

unknowns: the true R,G,B values of the object and its distance from the camera. The trans-

mission is the fraction of the scene’s radiance that reaches the camera, and is related to the

distance via the attenuation coefficient.

Under water, where the assumption of wavelength-independent attenuation does not

hold, there are theoretically three unknown transmission values per pixel, one per chan-

nel, yielding six unknowns with only three measurements. However, the color-dependent

transmission is related to the distance via the attenuation coefficients. Based on this relation

we reduce the problem to estimation of four unknowns per pixel as before, with two new

global parameters, the ratios between the attenuation coefficients of the color channels. We

estimate these parameters using an existing library of water types, and based on the color

distribution of the image after correction, utilizing the fact that using a wrong water type

results in distorted colors. Our results demonstrate a successful single image restoration of

underwater scenes using a comprehensive physical image formation model. Thus, we are

able to recover more complex 3D scenes than previous methods and, in addition, estimate

the optical water type. Fig. 1 depicts the proposed method.

Since public ground truth data is not available, we took multiple stereo images that con-

tain color charts. We used the stereo images to recover the true distance from the camera.

We then conducted a thorough quantitative analysis, comparing the results of multiple algo-

rithms to the ground truth data. Our algorithm outperforms other state-of-the-art methods.

2 Related Works
The participating medium causes color shifts and reduces contrast in images. The degrada-

tion depends both on the water properties and the 3D structure, which can be estimated by an-

alyzing multiple images that satisfy certain conditions. E.g., Schechner and Karpel [28, 29]

take two images with orthogonal polarizer angles and utilize the partial polarization of light

to restore the visibility. Multiple images of the same object taken from different known view-

points [8, 9, 34] are used to estimate attenuation coefficients and recover the scene. These

methods have limited applicability since they impose constraints on the imaging conditions.
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Figure 1: The proposed color restoration and transmission estimation method: First, the

veiling-light (the ambient light that is scattered into the line of sight) is estimated. The pixels

whose color is the veiling light are shown in color. Then, the transmission estimation and

color restoration are repeated for multiple water types that have different optical character-

istics, as described in Section 3.2. Finally, the best result is selected automatically based on

the gray-world assumption. Photo from [11].

Scattering media limits visibility in terrestrial images as well, when imaging in fog, haze,

or turbulence [30]. Single image dehazing methods, e.g. [7, 15, 17, 25, 33], take as input a

single hazy image and estimate the unknown distance map and the clear image of the scene.

Different priors are used in order to solve the ill-posed problem, under the assumption of

color-independent transmission, which is reasonable for terrestrial images but is violated

under water. The dark channel prior (DCP) [17] assumes that within small image patches, at

least one pixel has a low value in some color channel, and uses the minimal value to estimate

the distance. The Haze-Lines prior [7] is based on the observation that the number of colors

in natural images is small, and that similar colors appear all over the image plane.

Some variations of DCP were proposed for the underwater domain [11, 12, 14, 16, 22].

Carlevaris-Bianco et al. [11] assume a color-independent transmission, and propose a variant

of DCP based on the difference between the maximum of the red channel and the maximum

of the blue and green channels in each patch. They claim this value is inversely related to

transmission, since red is attenuated at a higher rate than blue or green. Drews et al. [14] ap-

ply DCP to the blue and green channels only, since the red channel is often attenuated rapidly

and cannot be used to estimate the transmission. They get improved transmission maps, but

still assume a uniform transmission across channels for recovery. Chiang and Chen [12] re-

cover the transmission using standard DCP. They assume the recovered transmission is the

transmission of the red channel, as under water this channel has the lowest transmission.

They use fixed attenuation coefficients measured for open ocean waters to recover the image

based on the estimated red transmission. Lu et al. [22] estimate the transmission using the

darker of the blue and red channels. They use the same fixed water attenuation as in [12]

to recover the scene. Galdran et al. [16] suggest the Red-Saturation prior, incorporating

information from the inverse of the red channel and the saturation in order to estimate the

transmission. They use a spectrally uniform transmission since the water type is not easy to

determine. Instead, they add an additive veiling-light term to the color restoration.

Despite the abundance of DCP based methods, the underlying assumption does not hold

in many underwater scenarios: bright foreground sand has high values in all color channels

and might be mistaken to have a low transmission despite being close to the camera. More-

over, the background water has a dominant color (hence at least one color channel is low),

and many of the mentioned methods inaccurately estimate the transmission there to be high.

Peng et al. [27] estimate the scene distance via image blurriness, which grows with the

distance due to scattering. They disregard the spectral dependence of the transmission. Peng

and Cosman [26] combine the blurriness prior with [11] and assume open ocean waters.
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While this prior is physically valid, it has limited efficiency in textureless areas.

The above mentioned restoration methods aim for a physics-based recovery of the scenes’

colors, while estimating its 3D structure in the process. Other methods aim for a visually

pleasing result, e.g. [3, 4, 21], but have not shown color consistency that is required for

scientific measurements.

The wavelength dependent absorption properties of water are used in [5] to recover depth.

However this method requires an active illumination system and is valid only for short dis-

tances, since near-infrared light is rapidly attenuated in water. Known geometry is used

in [31] to plan the imaging viewpoints under water that result in high contrast.

Morimoto et al. [24] estimate the optical properties of layered surfaces based on non-

linear curves in RGB space, which is a similar physical model. Nonetheless, user scribbles

are required in order to detect the curves.

3 Background

3.1 Image Formation Model

We follow the model developed in [29]. In each color channel c ∈ {R,G,B}, the image

intensity at each pixel is composed of two components, attenuated signal and veiling-light:

Ic(xxx) = tc(xxx)Jc(xxx)+(1− tc(xxx)) ·Ac , (1)

where bold denotes vectors, xxx is the pixel coordinate, Ic is the acquired image value in color

channel c, tc is the transmission of that color channel, and Jc is the object radiance that we

wish to restore. The global veiling-light component Ac is the scene value in areas with no

objects (tc = 0, ∀c ∈ {R,G,B}). Eq. (1) applies to linear captured data, prior to in-camera

processing such as color-space conversion, tone mapping, and compression. Therefore, III

refers to the image obtained from the raw file after minimal processing such as demosaicing

and black current subtraction [1, 32].

The transmission depends on object’s distance z(xxx) and the water attenuation coefficient

for each channel βc: tc(xxx) = exp(−βcz(xxx)) . (2)

In the ocean, the attenuation of red colors can be an order of magnitude larger than the

attenuation of blue and green [23]. Therefore, as opposed to the common assumption in

single image dehazing, the transmission ttt = (tR, tG, tB) is wavelength-dependent.

3.2 Water Attenuation

The attenuation of light under water is not constant and varies with geography, seasons,

and climate related events. In clear open waters, visible light is absorbed at the longest

wavelengths first, appearing deep-blue to the eye. In near-shore waters, sea water contains

more suspended particles than the central ocean waters, which scatter light and make coastal

waters less clear than open waters. In addition, the absorption of the shortest wavelengths is

stronger, thus the green wavelength reaches deeper than other wavelengths.

Jerlov [19] developed a frequently used classification scheme for oceanic waters, based

on water clarity. The Jerlov water types are I, IA, IB, II and III for open ocean waters, and 1

through 9 for coastal waters. Type I is the clearest and type III is the most turbid open ocean

water. Likewise, for coastal waters, type 1 is clearest and type 9 is most turbid. Fig. 2(Left)

depicts the attenuation coefficients’ dependence on wavelength, while Fig. 2(Right) shows an

RGB simulation of the appearance of a perfect white surface viewed at different depths in dif-

ferent water types. The common notion that red colors are attenuated faster than blue/green

only holds for oceanic water types.
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Figure 2: Left: Attenuation coefficients (β ) of Jerlov water types, figure adapted from

data in [23], based on measurements in [6]. Solid lines mark open ocean water types while

dashed lines mark coastal water types. Middle: β ratios of R,G,B channels for each water

type, based the wavelengths: 475nm,525nm, and 600nm, respectively. Right: simulation of

the appearance of a perfect white surface viewed at depth of 1-20m in different water types

(reproduced from [2]).

When capturing an image using a commercial camera, three color channels R,G,B are

obtained. Thus, we are interested in three attenuation coefficients: (βR,βG,βB) in order to

correct the image. We use the Jerlov water types to constrain the space of attenuation coef-

ficients in the RGB domain. We show in Sec. 4.2 that the three attenuation coefficient them-

selves are not required for transmission estimation, but rather their ratios (two variables).

Fig. 2(Middle) shows the ratios of the attenuation coefficients: βB/βR vs. βB/βG of Jerlov

water types for wavelengths of peak camera sensitivity according to [20] (475nm,525nm,

and 600nm for B,G,R, respectively). Essentially, we approximate the cameras’ spectral

response as a Dirac delta function, similarly to [24, 26]. This approximation is camera-

agnostic, which is advantageous since the true response functions are rarely published.

4 Color Restoration
We show in the following that if we were given the two global attenuation ratios, then the

problem can be reduced to single image dehazing (i.e., single attenuation coefficient across

all channels) for which good algorithms exist. The question now becomes how to estimate

these two parameters? Our solution is to evaluate every possible water type, as defined by

Jerlov, and pick the best one. Each water type defines a known, and fixed, pair of attenuation

ratios that we can use. Once we have evaluated all possible water types (10 in total) we use

a standard natural image statistics prior to pick the best result. In particular, we found the

Gray-World assumption prior to work well for our needs. The method is illustrated in Fig. 1

and summarized in Alg. 1.

4.1 Veiling-Light Estimation
First we describe how we estimate the veiling-light, which is required in every dehazing

algorithm. We assume an area without objects is visible in the image, in which the pix-

els’ color is determined by the veiling-light alone. Such an area should be smooth and not

have texture. This assumption often holds when the line of sight is horizontal. It does not

hold when photographing a reef wall up close, or when the camera is pointed downwards.

However, in these cases, the distance of objects from the camera usually varies less then in

horizontal scenes, and a simple contrast stretch is likely to be sufficient.

In order to detect the pixels that belong to the veiling-light, we generate an edge map

of the scene using the Structured Edge Detection Toolbox [13] with pre-trained model and

default parameters. We then threshold the edge map and look for the largest connected

component. The pixels belonging to the largest component are classified as veiling-light

pixels (xxx ∈V L). The veiling-light AAA is the average color of those pixels. This is demonstrated

on the veiling-light estimation step of Fig. 1, where only the pixels xxx∈V L are shown in color.
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4.2 Transmission Estimation

Combining and rearranging Eqs. (1,2) yields for the different channels:

AR−IR = e−βRZ·(AR − JR) , AG−IG = e−βGZ·(AG − JG) , AB−IB = e−βBZ·(AB − JB) . (3)

Raising Eq. (3) of the red channel to the power of
βB

βR
yields:

(AR − IR)
βB
βR = e

−βRz·
βB
βR · (AR − JR)

βB
βR = tB · (AR − JR)

βB
βR . (4)

Denote the ratios between the attenuation coefficients:

βBR = βB/βR , βBG = βB/βG . (5)

Then, in this medium-compensated space we achieve a form similar to Eq. (1), with one

unknown transmission per-pixel, common to all color channels:




(IR(xxx)−AR)
βBR

(IG(xxx)−AG)
βBG

(IB(xxx)−AB)



= tB(xxx)





(JR(xxx)−AR)
βBR

(JG(xxx)−AG)
βBG

(JB(xxx)−AB)



 . (6)

This form is similar to the Haze-Lines [7] formulation. Therefore, we similarly cluster

the pixels to Haze-Lines and obtain an initial estimation of the transmission of the blue

channel t̃B. Since the value (Ic −Ac) might be negative, we avoid numerical issues when

raising to the power βBc by raising the absolute value and keeping the sign.

In [7] it was assumed that there is a haze-free pixel in each Haze-Line. However, the

attenuation coefficients measures by Jerlov indicate that even scene points that are located

at a distance of only one meter from the camera have a tB of about 0.9, depending on water

type. Thus, we multiply the initial transmission estimation by 0.9 (similarly to [27]).

A bound on the transmission arises from the fact that Jc ≥ 0,∀c∈{R,G,B}. We substitute

this bound in Eq. (1) and obtain a lower bound tLB on the transmission of the blue channel,

tB, taking into account the different attenuation coefficients of the different color channels:

tLB := max

{

1−
IB

AB

,

(

1−
IG

AG

)βBG

,

(

1−
IR

AR

)βBR

}

. (7)

We detect pixels xxx with no scene objects based on their Mahalanobis distance from the

distribution of the veiling-light pixels: DM (III(xxx)) (from here on, when referring to the Ma-

halanobis distance, it is with respect to the distribution of intensities of veiling-light pixels).

We set the transmission of such pixels to be the lower bound tLB calculated in Eq. (7). How-

ever, a binary classification of the pixels to V L,V L often results in abrupt discontinuities in

the transmission map, which are not necessarily distance discontinuities. Therefore, we use

a soft-matting and calculate the transmission as follows:

tB(xxx) =











tLB(xxx) DM (III(xxx))≤ DM +σM

t̃B(xxx) DM (III(xxx))≥ Dmax
M +σM

α(xxx) · tLB(xxx)+(1−α(xxx)) · t̃(xxx) otherwise

(8)

where DM = 1
|V L| ∑xxx∈V L DM (III(xxx)), is the average Mahalanobis distance of the veiling-light

pixels, Dmax
M = maxxxx∈V L {DM (III(xxx))} is their maximal Mahalanobis distance and σM is the

standard deviation. α(xxx) is the matting coefficient for pixels that cannot be classified to ob-

ject/ water with high probability: α(xxx) = DM(III(xxx))−DM−σM

Dmax
M −DM

, yielding a relatively steep transi-

tion between V L and V L.

Finally, we regularize the transmission using Guided Image Filter [18], with a contrast-

enhanced input image as guidance.
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Algorithm 1 Underwater image restoration

Input: III(xxx)
Output: ĴJJ(xxx), t̂tt(xxx)

1: Detect veiling light pixels using structured edges (Sec. 4.1) and calculate AAA

2: for each (βBR,βBG) values of water types (Fig. 2 middle) do

3: for each c ∈ {R,G,B} do

4: Ĩc(xxx) = sign(Ic(xxx)−Ac) · abs(Ic(xxx)−Ac)
βBc (βBc is defined in Eq. 5)

5: Cluster pixels to 500 Haze-Lines as in [7] and estimate an initial transmission t̃B
6: Apply soft matting to t̃B with the lower bound (Eq. 8)

7: Regularization using guided image filter, with a contrast-enhanced input as guidance

8: Calculate the restored image using Eq. 9

9: Perform a global WB on the restored image

10: Return the image that best adheres to the Gray-World assumption on pixels xxx /∈V L

4.3 Scene Recovery

Once tB is estimated, we can compensate for the color attenuation using the following:

Jc = Ac +
Ic −Ac

e−βcZ
= Ac +

Ic −Ac

t
βc/βB

B

, ∀c ∈ {R,G,B} . (9)

Eq. (9) compensates for the intensity changes that happen in the path between the object

and the camera. In addition, the ambient illumination is attenuated by the water column

from the surface to the imaging depth, resulting in a colored global illumination. We are

interested in restoring the colors as if they were viewed under white light, without a color

cast. Since this effect is global in the scene, we correct it by performing white balance on

the result. This global operator works well only because the distance-dependent attenuation

has already been compensated for.

Finally, since Eq. (1) applies to the linear captured data, we convert the linear image

to sRGB using a standard image processing pipeline, including color-space conversion and

gamma curve for tone mapping [32].

4.4 Estimation of Attenuation Coefficient Ratios

Using the wrong coefficients (βBR,βBG) leads to restorations with skewed colors and wrong

transmission maps. We use this insight to determine the most appropriate water type. We

perform the restoration multiple times using different attenuation coefficients’ ratios, corre-

sponding to different Jerlov water types, and choose the best result automatically based on

the Gray-World assumption. The attenuation coefficients’ ratios are shown in Fig. 2(middle).

According to the Gray-World assumption [10], the average reflectance of surfaces in

the world is achromatic. It has been used in the past for estimating attenuation coefficients

underwater using known distances [8]. However, a significant portion of images taken under

water often contain water without any objects. The Gray-World assumption obviously does

not hold there. Therefore, we apply the Gray-World assumption only at image regions that

contain objects, i.e., those that were not identified as veiling-light pixels. Thus, among all

results using different water types, we choose the image with the smallest difference between

the average values of the red, green and blue channels.

We considered several other measures (e.g. maximal contrast [33]), but found that the

simple Gray-World assumption gave the best results and therefore we focus on this measure.
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Figure 3: The left column contains the input image (top) and the true distance (bottom)

which was calculated using stereo. The other columns show both the enhanced image and

the estimated transmission of the following methods: HL [7], UDCP [14], WCID [12] and

our proposed method (tR is shown out of the three-channel transmission). The true distance

and the transmission are shown in different scales, since the distance is given in meters while

the transmission is in the range [0,1]. The quality of the 3D estimation is measured by the

Pearson correlation coefficient ρ , which is calculated between the negative logarithm of the

estimated transmission and the true distance. Best viewed in color.

Figure 4: Similar to Fig. 3, different water type. The reader is encouraged to zoom-in.

5 Experimental Results

We use raw images taken with a Nikon D810 in two different locations, in tropical waters

and in murkier coastal waters1. Using raw images is crucial in order to process the linear

intensity, and since the signal of highly attenuated areas is stored in the least significant bits

of each pixel. In order to quantitatively evaluate the color restoration and 3D reconstruction,

we collected measurable data using color charts and stereo imaging. First, we placed in the

scene five identical waterproof color charts (from DGK Color Tools), at different distances

from the camera. The color charts are used only for validation and are masked when fed to

our algorithm. The transmission values of the masked pixels are determined based on neigh-

boring values at the bottom of the chart. In addition, we scuba dived with two synchronized

cameras and calculated the ground-truth distances of the objects in the scene from the cam-

era (only for pixels which are visible on both images). The stereo pair was not used for the

color restoration, as it was only used to generate the ground-truth distance map. This type of

data enables us to quantitatively evaluate the accuracy of the estimated transmission map.

Figs. 3 and 4 show a qualitative comparison between WCID [12]2, UDCP [14], and the

1High resolution images can be viewed in the supplementary material.
2The code was not available so we implemented it ourselves, except for the White-Balance section of the
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Fig. 3 scene Fig. 4 scene

Figure 5: The median angle in RGB space between the neutral patches and a pure gray color

is displayed for each color chart, as a function of distance. Lower is better.

proposed method. In addition, we include HL [7] as a baseline to emphasize the importance

of handling spectral non-uniformity. Both UDCP and WCID are based on the dark channel

prior, whose underlying assumption does not hold in those scenes due to two phenomena.

First, the top of the scene has no objects and therefore its transmission should tend to zero,

but it is relatively dark and according to the prior contains no haze. Second, the bright sand

in the foreground has a significant value in all color channels and therefore is estimated to

contain veiling-light by the prior. In contrast, the proposed method is better able to estimate

the 3D structure of the scene and as a result, to better restore the colors.

The transmission maps, which were estimated from a single image, are evaluated quan-

titatively based on the true distance map of each scene (shown in Figs. 3, 4). Since the

transmission is a function of the distance (tc = e−βcz), we measure the correlation between

the true distance and the negative logarithm of the estimated transmission (−log(tc) = βcz).

The Pearson correlation coefficient ρ is noted below each transmission map, and shows that

the proposed method estimates a much more accurate transmission.

Fig. 5 compares the colors of the different color charts in the restored images shown

in Figs. 3, 4. We calculate the median angle between the gray-scale patches and a pure

gray color, in RGB space. By calculating the angle we eliminate the influence of the global

illumination and are able to calculate a robust measure on the neutral patches. We include

two additional restoration techniques beyond those shown in Figs. 3, 4. First, the result

of a naïve contrast stretch demonstrates that a global operation cannot compensate for the

distance-dependent degradation. Second is the restoration result using the proposed method

but assuming a specific water type - open ocean waters (type I, marked in red) - as assumed

by WCID and UDCP. This restoration is less accurate and demonstrates the importance of

using different spectral profiles.

The supplementary material includes more results and further comparisons to additional

prominent single underwater image restoration methods by Carlevaris-Bianco et al. [11],

Peng et al. [27], Lu et al. [22], Galdran et al. [16] and Ancuti et al. [4].

6 Conclusions

We demonstrate a physics-based method for the recovery of underwater scenes using just

a single input image. As opposed to previous methods we consider wavelength-dependent

attenuation and take into account various water types. We show that recovering transmission

for each color channel separately adds just two global parameters to the problem. By con-

sidering a comprehensive physical model we are able to reconstruct scenes with a complex

3D structure and accurately correct the colors of objects that are further away.

pipeline, since we applied the same contrast stretch and White-Balance to all of the results.
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