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#### Abstract

We present a novel approximation scheme, termed unified colored noise approximation (UCNA), for colored Gaussian noise driven nonlinear systems with inertia. This approximation allows one to evaluate static (stationary distributions, moments) as well as dynamical quantities (correlation functions) for small-to-moderate-to-large values of the correlation time. The approximation replaces a three-dimensional Markovian process by a reduced, two-dimensional Markovian dynamics with new drift and diffusion coefficients. For a harmonic potential the stationary moments are reproduced exactly. Most importantly, we present a criterion involving the noise strength $D$, the friction strength $\gamma$ and the noise color $\tau$, which describes the region of validity of UCNA in the parameter space given by $(D, \tau, \gamma)$. At small $\tau$-values we contrast the UCNA with the well-known small $\tau$ approximation. In order to have a comparison on analytical grounds, we test the static and dynamical predictions of UCNA versus the well-known analytical results obtained from a three-dimensional Ornstein-Uhlenbeck process.


## 1. Introduction

The study of noise driven nonlinear dynamical systems is attracting rapidly growing interest. Especially in the theory of non-equilibrium systems, where the macrovariables obey some nonlinear equations of motion [1], noise plays an important role. Only in the presence of noise the system can surmount potential barriers and is thus able to explore the whole potential landscape, thereby attaining different macrostates [2]. For the realistic modeling of physical systems, however, it is necessary to take into account finite (but not necessarily small) correlation times of the noise. Such a noise with a frequency dependent spectral density is termed "colored noise".

Recently the importance of colored noise in nonequilibrium quantum optical systems like dye lasers [3], laser gyros [4] and bistable optical devices [5] was emphasized in a large number of papers. The majority of these papers assumes a situation where one relevant variable obeying an overdamped equation of motion is coupled to a colored noise force. Because of the non-Markovian (and non-equilibrium) properties even this situation is difficult to describe in analyt-
ical form. Approximation schemes have thus been developed for the limiting cases of vanishing small [6] and extremely large [7] correlation times of the noise. For the relevant regime of correlation times of the order of the typical time scale of the system variables the "decoupling-theory" [8] as well as the recently developed "unified colored noise approximation (UCNA)" [ $3 \mathrm{~m}, 9$ ] are applicable besides numerical methods [10, 11].

In a number of systems (e.g. the resistively shunted Josephson-junction [12]), however, the simplifying assumption of an overdamped dynamics of the relevant variable is not valid, i.e. the effects of finite inertia must be accounted for. For the particular case of a bistable potential a system has been studied recently by Moss et al. [13] using analog simulation techniques. Local approximative solutions for this case were reported in $[14,15]$ in the case of small $\tau$. Fronzoni et al. [16] have worked out an extended version of the decoupling theory [8] for inertial systems and demonstrated good agreement between the analog simulation experiments and the theory. Very recently Marchesoni et al. [17] have considered the weak damping limit of a bistable system driven by colored
noise. In contrast to [13] and [16], they focus on dynamical quantities as e.g. the spectral densities, correlation functions and escape times. In the present paper we discuss an approximation scheme for nonlinear systems with inertia which are driven by an external Gaussian colored noise. This objective presents an extension of the overdamped UCNA discussed previously [9]. The novel approximation scheme reduces a three-dimensional Markovian process to an approximate two-dimensional Markovian process. For its regime of validity we give an explicit condition in the three-dimensional parameter space consisting of the noise strength $D$, the noise correlation time $\tau$ and the damping $\gamma$. In contrast to the small correlation time expansions [6], the validity of our novel scheme is not restricted to small values of $\tau$, but also allows a study of small, moderate and large $\tau$ values. Furthermore, being a Markovian approach to a nonMarkovian process, our approximation scheme enables one to calculate dynamical quantities such as correlation functions and relaxation times.

Because exact analytical solutions for non-linear three-dimensional Markovian processes which lack detailed balance symmetry are not available, we test our novel approximation scheme for the exactly solvable case of a parabolic potential. Our paper is organized as follows: In the next section we introduce the system and discuss its physical relevance in the context of equilibrium and non-equilibrium systems. In Sect. 3 we present our novel approximation scheme for a nonlinear three-dimensional system leading to an approximate two-dimensional Markovian process. The exact results for the parabolic potential with inertia are discussed in Sect. 4. The UCNA is then tested in Sect. 5 against the exact analytical results for the three-dimensional Ornstein-Uhlenbeck dynamics by comparing moments, correlation functions and eigenvalues of both processes. Moreover, the high friction limit is discussed in Sect. 5.4.

## 2. Colored noise with inertia

The Brownian motion in a potential $V(x)$ is properly described in terms of Langevin equations, which are Newton's equations of motion supplemented by a stochastic force. Assuming a correlated stochastic force obeying the fluctuation-dissipation-theorem we are forced to include memory-damping for equilibrium systems, where the noise stems from the same heat bath into which excess energy from the system dissipates, i.e.
$m \ddot{x}(t)+\int_{0}^{t} \beta(t-s) \dot{x}(s) \mathrm{d} s+V^{\prime}(x(t))=m \Gamma(t)$,
where the Gaussian noise $\Gamma(t)$ of vanishing mean obeys the fluctuation-dissipation-theorem
$\langle\Gamma(t) \Gamma(s)\rangle=\frac{k T}{m} \beta(t-s)$.

Hereby we assume the notation $m$ for the mass, $T$ for the temperature, $V(x)$ is the potential and $k$ denotes the Boltzmann constant.

In non-equilibrium systems noise and dissipation may have a different origin such that no fluctuationdissipation relation holds. Thus, following the concept of an external noise force driving the motion in the potential $V(x)$ the Langevin-equation reads $[13,16]$
$m \ddot{x}(t)+\beta \dot{x}(t)+V^{\prime}(x(t))=m \Gamma(t)$
$\left\langle\Gamma(t) \Gamma\left(t^{\prime}\right)\right\rangle=\frac{\theta}{m} \exp \left\{-\frac{1}{\tau}\left|t-t^{\prime}\right|\right\}$
$\langle\Gamma(t)\rangle=0$.
Here we have already specified the correlation function to be of exponential form with the correlation time denoted by $\tau$ and the noise strength by $D \equiv \theta / m$.

In the present paper we discuss the nonequilibrium system (2.2). In contrast to equilibrium systems (2.1 a), possessing the well known canonical equilibrium distribution
$P_{\mathrm{eq}}(x, \dot{x}=v)=Z^{-1} \exp \left[-\frac{V(x)}{k T}-\frac{m v^{2}}{2 k T}\right]$,
the stationary distribution of (2.2) is generally not known analytically. In the overdamped case $(\gamma \rightarrow \infty)$ it has been demonstrated, that the stationary distribution can change its shape qualitatively (new peaks [ 3 f ], shifted peaks [ $3 \mathrm{~m}, 10 \mathrm{a}, \mathrm{d}$ ] formation of craters [ $7 \mathrm{c}, 18]$ ) upon varying the correlation time $\tau$, thereby changing drastically [7c] also the dynamical properties such as e.g. the escape times (via the escape path). All these phenomena are also expected to occur in systems with inertia, such as (2.2).

The non-Markovian stochastic process (2.2) can be embedded into a three-dimensional Markovian dynamics, which after a normalization, i.e. $D=\frac{\theta}{m}, \gamma=\frac{\beta}{m}$, $U(x)=\frac{V(x)}{m}$ and with the force-field $f(x)=U^{\prime}(x)$ reads

$$
\begin{align*}
& \dot{x}=v \\
& \dot{v}=-\gamma v+f(x)+\varepsilon \\
& \dot{\varepsilon}=-\frac{1}{\tau} \varepsilon+\frac{1}{\tau} \sqrt{D} \xi(t) \tag{2.4a}
\end{align*}
$$

with the Gaussian white noise $\xi(t)$ obeying

$$
\begin{align*}
& \left\langle\xi(t) \xi\left(t^{\prime}\right)\right\rangle=2 \delta\left(t-t^{\prime}\right) \\
& \langle\xi(t)\rangle=0 . \tag{2.4b}
\end{align*}
$$

The corresponding Fokker-Planck equation (FPE) for $P(x, v, \varepsilon, t)$, i.e.

$$
\begin{align*}
\frac{\partial P}{\partial t}= & -\frac{\partial}{\partial x} v P+\gamma \frac{\partial}{\partial v} v P-f(x) \frac{\partial}{\partial v} P-\varepsilon \frac{\partial}{\partial v} P \\
& +\frac{1}{\tau} \frac{\partial}{\partial \varepsilon} \varepsilon P+\frac{D}{\tau^{2}} \frac{\partial^{2}}{\partial \varepsilon^{2}} P \tag{2.5}
\end{align*}
$$

does not obey detailed balance in general. However, it may be solved numerically using for example finite difference methods (a point of future investigations). The approximation scheme presented in the next section provides an approximate two-variable FokkerPlanck equation, which in principle may be solved numerically with the matrix continued fraction (MCF) technique developed by Risken and Vollmer [11].

For a parabolic potential $U(x)=1 / 2 \omega_{0}^{2} x^{2}$ the stationary probability distribution $P_{\mathrm{st}}(x, v, \varepsilon)$ of (2.5) can be calculated explicitly, yielding
$P_{\mathrm{st}}(x, v, \varepsilon)=Z^{-1} \exp \left(-\frac{\Phi(x, v, \varepsilon)}{D}\right)$,
where $Z$ is a normalisation constant and $\Phi(x, v, \varepsilon)$ is given by

$$
\begin{align*}
\Phi(x, v, \varepsilon)= & \frac{1}{2} \gamma \omega_{0}^{2}\left(1+\tau^{2} \omega_{0}^{2}\right) x^{2}+\gamma^{2} \tau^{2} \omega_{0}^{2} x v \\
& +\frac{1}{2} \gamma\left((1+\gamma \tau)^{2}+\tau^{2} \omega_{0}^{2}\right) v^{2} \\
& +\frac{1}{2} \tau(1+\gamma \tau) \varepsilon^{2}-\gamma \tau(1+\gamma \tau) \varepsilon v-\gamma \tau^{2} \omega_{0}^{2} x \varepsilon . \tag{2.6b}
\end{align*}
$$

Introducting a new variable $q$, defined by
$q \equiv-\gamma v+\varepsilon-\frac{\gamma \tau \omega_{0}^{2} x}{1+\gamma \tau}$,
(2.6b) can be recast into a cross-correlation-free form, i.e.

$$
\begin{align*}
\Phi(x, v, q)= & \frac{1}{2} \tau(1+\gamma \tau) q^{2}+\frac{1}{2}\left(1+\gamma \tau+\tau^{2} \omega_{0}^{2}\right) \gamma v^{2} \\
& +\frac{1}{2} \gamma \omega_{0}^{2}\left(1+\frac{\tau^{2} \omega_{0}^{2}}{1+\gamma \tau}\right) x^{2} . \tag{2.8}
\end{align*}
$$

## 3. The approximation scheme

The approximation scheme presented in this section is closely related to that proposed in [9] for the overdamped case $(\gamma \rightarrow \infty)$. For a nonlinear force-field $f(x)$, we introduce the new variable
$q \equiv-\gamma v+\varepsilon+\frac{\gamma \tau f(x)}{1+\gamma \tau}$,
which coincides with (2.7) in the linear case. This transformation (3.1) follows from [19, 20], wherein factorizations of the steady state probability are investigated. In particular, for a parabolic potential the stationary probability factorizes exactly in the variables $x, q$ and $v$. An adiabatic elimination scheme for $q$ yields already the exact stationary probability in $x$ and $v$ (see below). In the case of a nonlinear force-field the factorization is not exact, and an adiabatic elimination does no longer provide the exact probability. The error of the adiabatic approach, however, is only due to the non-linearity of the force-field. Thus for our adiabatic approximation scheme the set of variables $\{x, v, q\}$ is more suitable than $\{x, v, \varepsilon\}$.

Using (3.1), (2.4a) can be recast into the following form
$\dot{x}=v$
$\dot{v}=q+\frac{f(x)}{1+\gamma \tau}$
$\dot{q}=-\left(\gamma+\frac{1}{\tau}\right) q+\frac{\gamma}{\tau}\left[\frac{\tau^{2}}{1+\gamma \tau} f^{\prime}(x)-1\right] v+\frac{\sqrt{D}}{\tau} \xi(t)$.
With a time scale transformation, i.e. $\bar{t}=t / \sqrt{\tau}$, (3.2 c) reads

$$
\begin{align*}
\dot{q}= & -\left(\gamma \sqrt{\tau}+\frac{1}{\sqrt{\tau}}\right) q+\frac{\gamma}{\tau^{1 / 2}}\left[\frac{\tau^{2}}{1+\gamma \tau} f^{\prime}(x)-1\right] v \\
& +\frac{\sqrt{D}}{\tau^{3 / 4}} \bar{\xi}(\bar{t}) \tag{3.3a}
\end{align*}
$$

where

$$
\begin{equation*}
\left\langle\bar{\xi}(\bar{t}) \bar{\xi}\left(t^{\prime}\right)\right\rangle=2 \delta\left(\bar{t}-\bar{t}^{\prime}\right) . \tag{3.3b}
\end{equation*}
$$

The dots in $(3.3 \mathrm{a}, \mathrm{b})$ indicate the derivative with respect to $\bar{t}$. In contrast to [9] the damping coefficient $\Gamma \equiv \tau^{-1 / 2}+\gamma \tau^{1 / 2}$ in (3.3a) is independent of the state variables $x$ and $v$. Note that $\Gamma$ becomes large in the limiting cases of both small and large correlation times $\tau$ of the noise. Thus $\dot{q}$ can be neglected in both limiting cases (i.e. $q$ is eliminated adiabatically, both for $\tau \rightarrow 0$
and $\tau \rightarrow \infty$ ). After rescaling to the original time scale $t$ (3.3a) becomes (with $\dot{q}$ set equal to zero)
$q=\frac{\gamma}{1+\gamma \tau}\left[\frac{\tau^{2}}{1+\gamma \tau} f^{\prime}(x)-1\right] v+\frac{\sqrt{D}}{1+\gamma \tau} \xi(t)$.
Using (3.4), (3.2a, b) can be written as
$\dot{x}=v$
$\dot{v}=-\frac{\gamma}{1+\gamma \tau}\left[1-\frac{\tau^{2}}{1+\gamma \tau} f^{\prime}(x)\right] v+\frac{f(x)}{1+\gamma \tau}+\frac{\sqrt{D}}{1+\gamma \tau} \xi(t)$
being valid on times $\bar{t}>\Gamma^{-1}$, i.e. for small and large $\tau$, or more precisely
$t>\frac{\tau}{1+\gamma \tau}$,
and in regions of parameter space ( $D, \tau, \gamma$ ) obeying (see Appendix C)
$\frac{(D \tau)^{1 / 2} \gamma}{(1+\gamma \tau)^{3 / 2}} \ll 1$.
A contour plot in the $\gamma-\tau$ place for different values of (3.6b) is shown in Fig. 1.

The corresponding two-variable FPE

$$
\begin{align*}
\frac{\partial}{\partial t} P= & -\frac{\partial}{\partial x} v P+\frac{\gamma}{1+\gamma \tau}\left[1-\frac{\tau^{2}}{1+\gamma \tau} f^{\prime}(x)\right] \frac{\partial}{\partial v} v P \\
& -\frac{f(x)}{1+\gamma \tau} \frac{\partial}{\partial v} P+\frac{D}{(1+\gamma \tau)^{2}} \frac{\partial^{2}}{d v^{2}} P \tag{3.7}
\end{align*}
$$

may be solved for a general potential $f(x)$ in terms of matrix continued fractions [11].

Our main results $(3.5 \mathrm{a}, \mathrm{b}, 3.7)$ approximate a twodimensional non-Markovian process (2.2) by a two-dimensional Markovian process. Thus, this approximation does not only allow the calculation of stationary distributions and moments, but in addition describes correctly (within its regime of validity) the dynamical properties of the non-Markovian process (2.2).

In the overdamped limit $(\gamma \rightarrow \infty) \dot{v}$ can also be neglected (i.e. is eliminated adiabatically) in (3.5). This is seen best after performing a time scale transformation $\hat{t}=t / \sqrt{1+\gamma \tau}$ in (3.5). In the original time scale we obtain the result of [9], i.e.
$\dot{x}=\frac{f(x)}{\gamma-\tau f^{\prime}(x)}+\frac{\sqrt{D}}{\gamma-\tau f^{\prime}(x)} \xi(t)$,
which is valid in regions of $x$-space satisfying [9]
$D^{1 / 2}\left|f^{\prime}(x) / f(x)\right| \ll \gamma \tau^{-1 / 2}-\tau^{1 / 2} f^{\prime}(x)$.

Our novel approximation scheme, covering the results of [9] in the overdamped limit $(\gamma \rightarrow \infty)$, presents thereby an extension of the "Unified Colored Noise Approximation" (UCNA) put forward in [9].

## 4. Exactly solvable test model

For the parabolic potential
$U(x)=\frac{1}{2} \omega_{0}^{2} x^{2}$
the stochastic process $(2.4 \mathrm{a}, \mathrm{b})$ becomes a three-dimensional ( $N=3$ ) Ornstein-Uhlenbeck process (OUprocess) which is exactly solvable [21]. In the following we consider moments, correlation functions, eigenfunctions and the eigenvalues of the FPE (2.5). For the eigenvalues we solve in Appendix A the more general case of a $N$-dimensional OU-process and apply the results to our special three-dimensional case.

### 4.1. Moments and stationary correlation functions

The stationary moments of the distribution (2.6a) may be calculated without solving the full FPE (2.5) for the stationary distribution by using the identities

$$
\begin{equation*}
\left\langle\underline{L}_{\mathrm{FP}}^{\dagger} x^{n} v^{m} \varepsilon^{l}\right\rangle_{\mathrm{st}}=0, \quad n, m, l=0,1,2 \ldots . \tag{4.2}
\end{equation*}
$$

The index "st" at the right bracket indicates an average over the stationary distribution of (2.5). $\underline{L}_{\mathrm{FP}}^{\dagger}$ denotes the adjoint Fokker-Planck-operator.

For the moments $\left\langle x^{2}\right\rangle_{\mathrm{st}},\left\langle v^{2}\right\rangle_{\mathrm{st}},\langle x \varepsilon\rangle_{\mathrm{st}}$ and $\langle x v\rangle_{\mathrm{st}}$ we find the exact results (see also (2.8)),
$\left\langle x^{2}\right\rangle_{\mathrm{st}}=\frac{D}{\gamma \omega_{0}^{2}}\left(1-\tau^{2} \frac{\omega_{0}^{2}}{1+\gamma \tau+\omega_{0}^{2} \tau^{2}}\right)$,
$\left\langle v^{2}\right\rangle_{\mathrm{st}}=\frac{D / \gamma}{1+\gamma \tau+\omega_{0}^{2} \tau^{2}}$,
$\langle x \varepsilon\rangle_{\mathrm{st}}=\tau \frac{D}{1+\gamma \tau+\omega_{0}^{2} \tau^{2}}$
$\langle x v\rangle_{\mathrm{st}}=0$.
The moments (4.3a, b) and (4.5) are also recovered from the approximative process (3.5) (see Sect. 5). Equation (4.4) is needed for the calculation of the correlation function $\Phi_{x x}(t)$.

The temporal decay of fluctuations is described by correlation functions. The normalized stationary position-position correlation function defined by

$$
\begin{equation*}
\phi_{x x}(t)=\frac{\langle x(t) x(0)\rangle_{\mathrm{st}}}{\left\langle x^{2}\right\rangle_{\mathrm{st}}}, \quad \phi_{x x}(0)=1 \tag{4.6}
\end{equation*}
$$

is given by [21]
$\phi_{x x}(t)=\left(\frac{\gamma}{2 \omega} \sin (\omega t)+\cos (\omega t)\right)$
$\cdot \exp \left(-\frac{\gamma}{2} t\right)+\frac{\langle\varepsilon x\rangle_{\mathrm{st}}}{\left\langle x^{2}\right\rangle_{\mathrm{st}}\left(\alpha^{2}+\omega^{2}\right)}$
$\cdot\left[\exp \left(-\frac{1}{\tau} t\right)-\exp \left(-\frac{\gamma}{2} t\right)\left(\frac{\alpha}{\omega} \sin (\omega t)+\cos (\omega t)\right)\right]$
for $\gamma<2 \omega_{0}$.
In the overdamped case $\left(\gamma>2 \omega_{0}\right) \omega$ has to be substituted by $i \omega$.

In the aperiodic limit case $\left(\gamma=2 \omega_{0}\right)$ we find:

$$
\begin{align*}
& \phi_{x x}(t)=\left(\frac{\gamma}{2} t+1\right) \exp \left(-\frac{\gamma}{2} t\right)+\frac{\langle\varepsilon x\rangle_{\mathrm{st}}}{\left\langle x^{2}\right\rangle_{\mathrm{st}} \alpha^{2}} \\
& \cdot\left[\exp \left(-\frac{1}{\tau} t\right)-\exp \left(-\frac{\gamma}{2} t\right)(\alpha t+1)\right] \tag{4.7b}
\end{align*}
$$

where
$\alpha=\frac{\gamma}{2}-\frac{1}{\tau} \quad$ and $\quad \omega=\sqrt{\left|\omega_{0}^{2}-\frac{1}{4} \gamma^{2}\right|}$.

### 4.2. Eigenvalues

The eigenvalues and eigenfunctions of a $N$-dimensional OU-process cannot be found in reviews or standard text-books [ $2,11 \mathrm{c}, 28$ ] and are thus derived explicitly in Appendix A. Specifying the results for the threedimensional FPE (2.5) with the parabolic potential (4.1) we obtain
$\lambda_{I ; m ; n}=-\left(l A_{1}+m A_{2}+n A_{3}\right), \quad l, m, n=0,1,2 \ldots$
where
$\Lambda_{1}=-\frac{1}{\tau}$,
and
$A_{2 ; 3}=-\frac{\gamma}{2} \pm \sqrt{\frac{\gamma^{2}}{4}-\omega_{0}^{2}}$.

Though it is also possible to determine the corresponding eigenfunctions, we restrict ourselves to the eigenvalues.

## 5. UCNA versus exact results of the test model

In this section we compare stationary probability densities, eigenvalues and correlation functions of the OU-process discussed in Sects. 2 and 4 versus the corresponding approximative, but analytic results obtained by using the approximation scheme in Sect. 3. The UCNA-Fokker-Planck equation (3.7) with the parabolic potential (4.1) corresponds to a two-dimensional OU-process and is thus exactly solvable.

### 5.1. Eigenvalues

The dynamical characteristics of a stochastic process described by an autonomous FPE (i.e. no external time dependend coherent excitation present) may be expressed by the eigenvalues and eigenfunctions of the Fokker-Planck operator and its adjoint operator. The agreement between the eigenvalues presents therefore an important benchmark for the quality of a lower dimensional Fokker-Planck approach like the UCNA. The eigenvalues of the UCNA-FPE with the parabolic potential (4.1) may be determined using the technique presented in Appendix A. We find
$\lambda_{m ; n}^{\mathrm{UCNA}}(\tau)=-\left(m \Sigma_{2}(\tau)+n \Sigma_{3}(\tau)\right)$
where

$$
\begin{align*}
& \Sigma_{2 ; 3}(\tau)= \\
& -\frac{\gamma}{2 \Omega^{2}}\left(\Omega+\tau^{2} \omega_{0}^{2} \pm \sqrt{\left(\Omega+\tau^{2} \omega_{0}^{2}\right)^{2}-4 \Omega^{3} \frac{\omega_{0}^{2}}{\gamma^{2}}}\right) \tag{5.2a}
\end{align*}
$$

and $\Omega$ is defined as
$\Omega=1+\gamma \tau$.
Note that with (4.8c)
$\Lambda_{2 ; 3}=\Sigma_{2 ; 3}(\tau=0)$.
For small correlation times $\tau^{2} \omega_{0}^{2} \ll 1$ and moderate damping $\gamma \ll 1 / \tau$ (for instance $\tau=0.1$ and $\gamma=1$ in normalized units [23]), we recover a part of the spectrum of the exact solution (see (4.8)), i.e.
$\lambda_{m ; n}^{\mathrm{UCNA}} \rightarrow \lambda_{l=0 ; m ; n}$ for $\tau^{2} \omega_{0}^{2} \ll 1$ and $\gamma \ll 1 / \tau$.
The eigenvalues $\lambda_{l ; m=0 ; n=0}=l / \tau$ (4.8a) are large in the limit $\tau \rightarrow 0$ and thus influence only the short-time behavior of dynamical observables. On the short-time
scale $t<\tau /(1+\gamma \tau)$, see (3.6a), our adiabatic approach is of course not valid. The behavior for moderate-tolarge times is governed by the relevant eigenvalues $\lambda_{l=0 ; m ; n}$ having a smaller real part.

In the case $\tau \gamma \gg 1$, e.g. small $\tau$ and large $\gamma$ or large $\tau$ and moderate-to-large $\gamma$ (for instance $\tau=0.1, \gamma=100$ or $\tau=100, \gamma=1$ ), we obtain for the approximated eigenvalues
$\lambda_{l ; n}^{\mathrm{UCNA}} \cong l \frac{1}{\tau}+n \frac{\omega_{0}^{2}}{\gamma} \quad$ for $\tau \gamma \gg 1$.

The exact eigenvalues for high friction read
$\lambda_{l ; m ; n} \cong l \frac{1}{\tau}+n \frac{\omega_{0}^{2}}{\gamma}+m\left(\gamma-\frac{\omega_{0}^{2}}{\gamma}\right), \quad$ as $\gamma \gg 1$.

Again we find that the largest eigenvalues $\lambda_{0 ; m ; 0}$ (more precisely those with the largest real part governing the short time behavior) are not covered by UCNA; the other eigenvalues $\lambda_{i ; 0 ; n}$, however, governing the moderate-to-large time behavior of dynamical quantities, are well approximated by UCNA. In contrast to the case $\tau \rightarrow 0$, i.e. $\lambda_{l ; n=0 ; m=0}=l / \tau$ the asymptotic $\tau$-dependence, for $\gamma \tau \gg 1$ is correctly reproduced by UCNA.

The regions of validity of (5.4) and (5.5) are in agreement with the conditions $(3.6 \mathrm{a}, \mathrm{b})$ under which UCNA is derived. Fig. 1 shows a schematic plot of the region of validity of UCNA in the $\gamma-\tau$ parameter plane. This plot can be taken as a guide in checking the reliability of UCNA results of nonlinear systems for different parameter values.

Eigenvalues of the "small $\tau$ expansion". Applying the small- $\tau$ expansion to the FPE (2.5) with the parabolic potential $U(x)=1 / 2 \omega_{0}^{2} x^{2}$ one obtains in first order of $\tau$ a two-dimensional effective Fokker-Planck equation, see Appendix B and [13, 29]. Besides the disadvantage of being incompatible with the standard small $\tau$ expansion of the overdamped dynamics [16, 22] as $\gamma \rightarrow \infty$, the eigenvalues do not depend on $\tau$ at all, i.e.
$\lambda_{n ; m}^{\text {st }}=-\left(n A_{2}+m A_{3}\right)$,
where $\Lambda_{2 ; 3}$ are given in (4.8c). Even in higher-orders of the small $\tau$ expansion (see Appendix B) the eigenvalues would remain uneffected by the noise correlation time $\tau$. As a consequence, dynamical quantities such as correlation functions do not exhibit a $\tau$-dependence. This is in clear contradiction to the exact solutions presented in Sect. 4.

### 5.2. Stationary probability density and moments

The stationary probability $P_{\mathrm{st}}^{\mathrm{UCNA}}(x, v)$ belonging to (5.1) is defined by
$P_{\mathrm{st}}^{\mathrm{UCNA}}(x, v)=Z^{-1} \exp \left(-\frac{\Phi^{\mathrm{UCNA}}(x, v)}{D}\right)$,
where $Z$ is a normalisation constant and $\Phi^{\mathrm{UCNA}}(x, v)$ is given by

$$
\begin{align*}
& \Phi^{\mathrm{UCNA}}(x, v)=\frac{1}{2}\left(1+\gamma \tau+\tau^{2} \omega_{0}^{2}\right) \gamma v^{2} \\
& +\frac{1}{2}\left(1+\frac{\tau^{2} \omega_{0}^{2}}{1+\gamma \tau}\right) \gamma \omega_{0}^{2} x^{2}=\frac{1}{2}\left(\frac{D}{\left\langle x^{2}\right\rangle_{\mathrm{st}}} x^{2}+\frac{D}{\left\langle v^{2}\right\rangle_{\mathrm{st}}} v^{2}\right), \tag{5.9}
\end{align*}
$$

which coincides with the exact two-dimensional probability $P_{\mathrm{st}}(x, v)=\int \mathrm{d} \varepsilon P_{\mathrm{st}}(x, v, \varepsilon)$ where $P_{\mathrm{st}}(x, v, \varepsilon)$ is given in ( $2.6 \mathrm{a}, \mathrm{b}$ ). In contrast, using a small correlation time approximation scheme (see Appendix B) only the asymptotic small $\tau$ behavior is reproduced correctly.

### 5.3. Correlation functions

The normalized position-position correlation function $\left(\phi_{x x}(0)=1\right)$ of the approximated process (3.7) with the parabolic potential (4.1) is given by

$$
\begin{align*}
& \phi_{x x}^{\mathrm{UCNA}}(t)= \\
& \left(\cos (\omega t)+\frac{\Gamma}{2 \omega} \sin (\omega t)\right) \exp \left(-\frac{\Gamma}{2} t\right) \\
& \left(\cosh (\omega t)+\frac{\Gamma}{2 \omega} \sinh (\omega t)\right) \exp \left(-\frac{\Gamma}{2} t\right) \\
& \Gamma>2 \omega_{0} / \sqrt{1+\gamma \tau} \\
& \left(1+\frac{\Gamma}{2} t\right) \exp \left(-\frac{\Gamma}{2} t\right) \quad \Gamma=2 \omega_{0} / \sqrt{1+\gamma \tau}
\end{align*}
$$

where
$\omega=\left(\left|\omega_{0}^{2}-\frac{1}{4} \Gamma^{2}(1+\tau \gamma)\right| /(1+\gamma \tau)\right)^{1 / 2}$
and
$\Gamma=(\gamma /(1+\gamma \tau))\left[1+\left(\tau^{2} \omega_{0}^{2} /(1+\gamma \tau)\right)\right]$.
In Figs. 2-4 the exact position-position correlation functions are plotted (in normalized units [23]) against the approximations (5.10) for $\tau=0.1$ (Figs. 2),


Fig. 1. Equation (3.6b) is shown as a contour-plot in the $\gamma-\tau$ parameter space for several values of the condition, i.e. we set for $D \tau \gamma^{2}(1+\gamma \tau)^{-3}$ the values (a) 0.5 , (b) 0.1 , (c) 0.04 , (d) 0.02 , (e) 0.01 , (f) 0.005 and draw the corresponding closed contourlines in the $\gamma-\tau$ parameter space. Note that for the smallest value (f) in Fig. 1 the validity of the UCNA is obeyed best, because $\gamma$ and $\tau$ are large (upper right corner) and again along the $\tau$-axis for small $\gamma$ and along the $\gamma$-axis for small $\tau$
$\tau=10$ (Figs. 3) and $\tau=1$ (Fig. 4) for various values of the damping $\gamma$.

In the small $\tau$ regime (Fig. 2) we find excellent agreement for $\gamma=5$ and $\gamma=1$ and for $\gamma=0.1$. This behavior is well understood in view of the condition for the validity ( 3.6 b) of the UCNA, see also Fig. 1.

For large correlation times $\tau$ (Figs. 3), the agreement is excellent for $\gamma=5$ and $\gamma=1$. For decreasing $\gamma$ the agreement remains excellent for the long-time tail. For intermediate times the oscillatory fine-structure of the exact correlation function is not reproduced by UCNA. As is best seen in Fig. 3c ( $\gamma \tau=1$ ), the UCNA still provides a coarse-graining of the fine structured exact correlation function.

For moderate $\tau$-values (Fig. 4) we also find excellent agreement for $\gamma=5$. For decreasing damping $\gamma$ the UCNA becomes invalid (see Fig. 1) and the agreement becomes worse. But even for $\gamma=1$ and $\tau=1$ the agreement is not very bad.

In conclusion the correlation functions are well approximated by UCNA in those parameter regions where the relevant eigenvalues are well approximated, or likewise, in parameter regions of the parameter space where the condition (3.6b) is obeyed (see Fig. 1).

### 5.4. High friction limit

For large values of the friction constant $\gamma$ the velocity $v$ can be eliminated adiabatically in (2.4a) (for precise


Fig. 2a and $\mathbf{b}$. The exact correlation functions (4.7) (solid) and the approximations (5.10) (dotted) are shown for $\tau=0.1$ at $\gamma=1$ (a) and $\gamma=5(\mathrm{~b})$ in a and at $\gamma=0.1$ in $\mathbf{b}$
conditions see [24]). Performing a time scale transformation $\tilde{t}=t / \gamma, \tilde{\tau}=\tau / \gamma$ we obtain the two-dimensional Markovian process
$\frac{\mathrm{d} x}{\mathrm{~d} \tilde{t}}=f(x)+\varepsilon$
$\frac{\mathrm{d} \varepsilon}{\mathrm{d} \tilde{t}}=-\frac{1}{\tilde{\tau}} \varepsilon+\frac{\sqrt{\tilde{D}}}{\tilde{\tau}} \tilde{\Gamma}(\tilde{t})$
$\left\langle\tilde{\Gamma}(\tilde{t}) \tilde{\Gamma}\left(\tilde{t^{\prime}}\right)\right\rangle=2 \delta(\tilde{t}-\tilde{t})$.
For the parabolic potential (4.1) the OU-process (5.11) can be solved exactly. The general case of a nonlinear force-field $f(x)$ has been discussed in [9] in terms of a numerical comparison, leading to the approximate Markovian process (3.8a). In the following we compare the analytical results for the eigenvalues, stationary correlation functions and relaxation times of the OU-process with the results of the UCNA (3.8a). The stationary distribution reproduced by UCNA is exact for the case of a parabolic potential.




Fig. 3a-c. The exact correlation functions (4.7) (solid) and the UCNA approximations (5.10) (dotted) are shown for $\tau=10$ at $\gamma=1$ (a) and $\gamma=5$ (b) in a. In b (4.7) and (5.10) are presented for $\gamma=0.5$ and in $\mathbf{c}$ for $\gamma=0.1$


Fig. 4. The correlation functions (4.7) (solid) and (5.10) (dotted) are shown for $\tau=1$ and for $\gamma=1$ (a), $\gamma=2.5$ (b), $\gamma=5$ (c)



Fig. 5a and $\mathbf{b}$. The exact correlation function in the overdamped case (5.14) (solid) and the UCNA approximation (5.15) (dotted) are shown for $\tilde{\tau}=0.1$ (a) and $\tilde{\tau}=10$ (b) in normalized units $\left(\omega_{0}=1\right)$
5.4.a. Eigenvalues. Using our technique in Appendix A the eigenvalues read
$\lambda_{n ; m}=n \frac{1}{\tilde{\tau}}+m \omega_{0}^{2}, \quad m, n=0,1,2, \ldots$.
The one-dimensional UCNA approach provides
$\lambda_{l}^{\mathrm{UCNA}}=l \omega_{0}^{2} \frac{1}{1+\omega_{0}^{2} \tilde{\tau}^{\prime}}, \quad l=0,1,2, \ldots$.
For $\tilde{\tau} \rightarrow 0 \lambda_{l}^{\mathrm{UCNA}}$ approaches the smalles exact eigenvalues $\lambda_{n=0 ; m=l}$. Also in the limit $\tilde{\tau} \rightarrow \infty \quad \lambda_{l}^{\text {UCNA }}$ approaches the smallest exact eigenvalues which are in this case given by $\lambda_{n=l ; m=0}$. In both limits, $\tilde{\tau} \rightarrow 0$ and $\tilde{\tau} \rightarrow \infty$, UCNA picks out those eigenvalues which govern the moderate-to-long-time behavior.
5.4.b. Correlation functions. The normalized exact position-position correlation function of (5.11) equals the sum of two exponentially decaying contributions and is given by

$$
\begin{align*}
\phi_{x x}(\tilde{t})= & \exp \left(-\omega_{0}^{2} \tilde{t}\right)+\tilde{\tau} \omega_{0}^{2} \frac{1}{\tilde{\tau} \omega_{0}^{2}-1} \\
& \cdot\left[\exp \left(-\frac{1}{\tilde{\tau}} \tilde{t}\right)-\exp \left(-\omega_{0}^{2} \tilde{t}\right)\right] . \tag{5.14}
\end{align*}
$$

The UCNA provides instead the single exponential correlation function approximation
$\phi_{x x}^{\mathrm{UCNA}}(\tilde{t})=\exp \left(-\omega_{0}^{2} \frac{1}{\hat{\tau} \omega_{0}^{2}+1} \tilde{t}\right)$.
The exact correlation function (5.14) has a vanishing initial slope $\dot{\phi}_{x x}(0)=0$ which is typical for a non-Markovian process (see for example [25]). This initial behavior can of course not be reproduced by our adiabatic (Markovian!) approach (5.15). Nevertheless the relaxation time defined as the integral over the normalized correlation function, i.e.
$T_{x x}=\int_{0}^{\infty} \phi_{x x}(\tilde{t}) \mathrm{d} \tilde{t}$
is reproduced exactly by UCNA
$T_{x x}^{\mathrm{UCNA}}=T_{x x}=\tilde{\tau}+\frac{1}{\omega_{0}^{2}}$.
In Figs. 5a, b the exact correlation function (5.14) is plotted against the approximation (5.15) for $\tilde{\tau}=0.1$ and $\tilde{\tau}=10$. For $\tilde{\tau}=0.1$ (Fig. 5a) the agreement is excel-
lent. For moderate $\tilde{\tau}$ the agreement becomes worse, whereas for large $\tilde{\tau}(\tilde{\tau}=10$, Fig. 5 b) the agreement is excellent again.

## 6. Conclusions

In this paper we have presented a novel approximation scheme (UCNA) for colored noise driven nonlinear systems with inertia. This scheme approximates the originally three-dimensional Fokker-Planck equation by a two-dimensional Markovian FPE. In contrast to the approximations in [16,29] our novel UCNA (a Markovian approach) also reproduces reasonable well the dynamical quantities. We have applied the UCNA to the analytically solvable case of a parabolic potential. The stationary distribution coincides exactly, while eigenvalues and correlation functions agree excellently for a wide range of parameters, including small, moderate and large noise correlation times. For a nonlinear force-field, the error in the UCNA-approximation of stationary probabilities and moments originates thus solely from the nonlinear part of the force. Furthermore, the solution provides a good approximation for the local dynamics of all those nonlinear systems for which the potential $U(x)$ exhibits a parabolic curvature within one or possibly several regions of state space ( $x, v$ ) exhibiting an attracting fixed point.

As a byproduct we presented the exact eigenvalues and eigenfunctions of the N -dimensional OrnsteinUhlenbeck process (Appendix A). A point of further investigations is the application of our novel UCNA to a nonlinear force-field. A test of the UCNA, however, includes the numerical solution of the full threedimensional Fokker-Planck equation with natural boundary conditions, a task that is far from being trivial and which is beyond our present numerical capabilities. The numerical solution of the two-dimensional Fokker-Planck approach using our novel UCNA (3.7) may be obtained by the matrix contin-ued-fraction technique [11].

## Appendix A: Eigenvalues and eigenfunctions of the $\boldsymbol{N}$-dimensional Ornstein-Uhlenbeck process

To calculate the eigenvalues of a $N$-dimensional OUprocess we start from the associated non-Hermitian Fokker-Planck operator $\underline{L}$

$$
\begin{equation*}
L=\sum_{i, j=1}^{N}\left(-\frac{\partial}{\partial x_{i}} M_{i j} x_{j}+D_{i j} \frac{\partial^{2}}{\partial x_{i} d x_{j}}\right) \tag{A.1}
\end{equation*}
$$

with the constant drift matrix $\underline{M}$ and the positive semi-definite diffusion matrix $\underline{\underline{D}}$. The eigenvalues $\lambda$ and the right-hand eigenfunctions $\varphi_{\lambda}$ are defined by
$L \varphi_{\lambda}=-\lambda \varphi_{\lambda}$.
The adjoint Fokker-Planck operator $\underline{L}^{\dagger}$
$\underline{L}^{\dagger}=\sum_{i ; j=1}^{N}\left(M_{i j} x_{j} \frac{\partial}{\partial x_{j}}+D_{i j} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}\right)$
has the same eigenvalues $\lambda$, but different eigenfunctions $\varphi_{\lambda}^{\dagger}$ (left-hand eigenfunctions), i.e.
$\underline{L}^{\dagger} \varphi_{\lambda}^{\dagger}=-\lambda \varphi_{\lambda}^{\dagger}$.
Since the left hand eigenfunctions $\varphi_{\lambda}^{\dagger}$ are simple polynomials, (A.4) is more advantageous for the computation of the eigenvalues. For $\varphi_{\lambda}^{\dagger}$ the following Ansatz is used
$\varphi_{\lambda}^{\dagger}=R(\underline{x})+\sum_{m} c(\underline{m}) \prod_{i=1}^{N} x_{i}^{m_{i}}$,
where
$\underline{m}=\left(m_{1}, \ldots, m_{i}, \ldots, m_{N}\right), m_{i}=0,1, \ldots$
and the constraint
$\sum_{i=1}^{N} m_{i}=C>1$.
The second term on the right-hand side of (A.5) is a sum over monomials of order $C$, the first is a polynomial of order $C-1$. The drift operator of $\underline{L}^{\dagger}$ maps a monomial of order $C$ onto another monomial of the same order. The diffusion operator maps the same monomial onto a monomial of order $C-2$. Since monomials are linear independent [26] we may disregard all monomials of lower order than $C$ and finally obtain the equation for the monomial of order $C$

$$
\begin{equation*}
\sum_{i: j=1}^{N} M_{i j} x_{j} \frac{\partial}{\partial x_{j}} \sum_{m} c(\underline{m}) \prod_{i=1}^{N} x_{i}^{m_{i}}=-\lambda \sum_{\underline{m}} c(\underline{m}) \prod_{i=1}^{N} x_{i}^{m_{i}} \tag{A.8}
\end{equation*}
$$

where the constraint in (A.7) is obeyed.
If we assume that $M$ can be brought to a diagonal form by a similarity transformation $\underline{\underline{M}}_{\text {Diag }}=\underline{\underline{T}} \underline{\underline{M}}_{\underline{T}} \underline{T}^{-1}$ (this is possible if the eigenvalues $A_{n}$ of $M$ are not degenerate) (A.8) may be written as

$$
\begin{equation*}
\sum_{i=1}^{N} A_{i} \sum_{\underline{m}} \mathrm{~d}(\underline{m}) m_{i} \prod_{k=1}^{N} y_{k}^{m_{k}}=-\lambda \sum_{\underline{m}} d(\underline{m}) \prod_{i=1}^{N} y_{i}^{m_{i}} \tag{A.9}
\end{equation*}
$$

where $\mathrm{d}(\underline{m})$ are the transformed expansion coefficients, and the new variables $\underline{y}=\left(y_{1}, y_{2}, y_{3}, \ldots\right)$ are defined by
$\underline{y}=\underline{\underline{T}} x$.
The eigenfunction $\varphi$ corresponding to the eigenvalue $\lambda$ contains only one monomial of order $C$, therefore only one set of coefficients $\mathrm{d}(\underline{m}=n)$ in (A.9) is correct; other eigenfunctions correspond to different sets ( $m=\underline{n}(\lambda)$ ).

Choosing respectively correct sets of coefficients $\mathrm{d}(\underline{m})$ (which are determined below) and comparing equal powers in (A.9) yields
$\lambda_{n_{1} n_{2} n_{3} \ldots n_{N}}=-\sum_{i=1}^{N} n_{i} \Lambda_{i}, \quad n_{i}=0,1,2,3, \ldots$.
If some of the eigenvalues of $\underline{\underline{M}}$ are degenerate, $\underline{\underline{M}}$ can be brought to a Jordan form [27] by a similarity transformation, i.e. $\underline{\underline{M}}_{\text {Jordan }}=T \underline{\underline{M}} \underline{\underline{T}}^{-1}$. Performing the similarity transformation of (A.8) we are led to an equation for the variables $\underline{y}=\underline{T} \underline{x}$ similar to (A.9), but with additional terms due to the non-diagonal contributions of the drift operator. These additional terms, however, do not contribute to the leading powers in $y_{i}$. Again we find the same eigenvalues given in (A.11), our main result of this appendix.

Besides the eigenvalues we can also determine the eigenfunctions of the N -dimensional OU-process. For a certain eigenvalue $\lambda$, the left-hand eigenfunction $\varphi_{\lambda}^{\dagger}$ is calculated by inserting a polynomial (A.5) into (A.4) and comparing equal powers. The order of the polynomial is given by the index of the eigenvalue $\lambda$ (compare (A.7) and (A.9)).

Since generalized detailed balance is valid for the $N$-dimensional OU-process [28a] the right-hand side eigenfunctions $\varphi_{\lambda}(x)$ and the left-hand eigenfunctions are (apart from a sign) related by
$P_{\mathrm{st}}(\underline{x}) \varphi_{\lambda}(\underline{\varepsilon x})=\varphi_{\lambda}^{\dagger}(\underline{x})$,
where $P_{\mathrm{st}}(\underline{x})$ is the stationary probability density and $(\varepsilon x)$ are the time reversed coordinates. Thus the righthand side eigenfunctions can be calculated from the stationary probability density and the left-hand side eigenfunctions.

## Appendix B: Small correlation time expansion for colored noise driven systems with inertia

Starting from the FPE (2.5)

$$
\frac{\partial P}{\partial t}=\left(\mathbf{A}+\varepsilon \mathbf{B}+\mathbf{L}_{\varepsilon}\right) P
$$

with
$\mathbf{A}=-\frac{\partial}{\partial x} v+\gamma \frac{\partial}{\partial v} v-f(x) \frac{\partial}{\partial v}$,
$\mathbf{B}=-\frac{\partial}{\partial \mathrm{v}}$,
$\mathbf{L}_{\varepsilon}=\frac{1}{\tau} \frac{\partial}{\partial \varepsilon} \varepsilon+\frac{D}{\tau^{2}} \frac{\partial^{2}}{\partial \varepsilon^{2}}$,
we apply the technique of Appendix A. 1 in [11c] (generalized to three-dimensional Fokker-Planck equations). As the result one finds for large times up to the order $\tau^{2}$ (extension to higher orders is straightforward) the two-dimensional Fokker-Planck approach for $P(x, t)((\mathrm{A} 1.32 \mathrm{a})$ of [11 c])
$\frac{\partial P}{\partial t}=\mathbf{L} P$
where

$$
\begin{align*}
\mathbf{L}= & \mathbf{A}+D \mathbf{B}^{2}+\tau D \mathbf{B}[\mathbf{A}, \mathbf{B}]+D \tau^{2} \mathbf{B}[\mathbf{A},[\mathbf{A}, \mathbf{B}]] \\
& +D^{2} \tau^{2}\left(\mathbf{B}[[\mathbf{B}, \mathbf{A}], \mathbf{B}] \mathbf{B}+\frac{1}{2} \mathbf{B}^{2}[[\mathbf{B}, \mathbf{A}], \mathbf{B}]\right)+O\left(\tau^{3}\right) \tag{B.2}
\end{align*}
$$

and $[\mathbf{A}, \mathbf{B}]=\mathbf{A B}-\mathbf{B A}$.
The commutators in (B.2) read

$$
\begin{align*}
{[\mathbf{A}, \mathbf{B}] } & =-\frac{\partial}{\partial \mathrm{x}}+\gamma \frac{\partial}{\partial \mathrm{v}}, \\
{[\mathbf{A},[\mathbf{A}, \mathbf{B}]] } & =\gamma \frac{\partial}{\partial \mathrm{x}}-\gamma^{2} \frac{\partial}{\partial \mathrm{v}}-\mathrm{f}^{\prime} \frac{\partial}{\partial \mathrm{v}}, \\
{[\mathbf{B},[\mathbf{A}, \mathbf{B}]] } & =0 . \tag{B.3}
\end{align*}
$$

The same result could also be obtained by extending the functional technique of [8b] to this higher dimensional model. In first order of $\tau$ this has already been done in [16], and recently in [29].
The operator $\mathbf{L}$ in (B.2) is explicitely given by

$$
\begin{align*}
\mathbf{L}= & -\frac{\partial}{\partial x} v+\gamma \frac{\partial}{\partial v} v-f(x) \frac{\partial}{\partial v} \\
& +D\left(1-\gamma \tau+\tau^{2} f^{\prime}+\tau^{2} \gamma^{2}\right) \frac{\partial^{2}}{\partial v^{2}}+\tau D(1-\tau \gamma) \\
& \cdot \frac{\partial^{2}}{\partial x \partial v}+O\left(\tau^{3}\right) . \tag{B.4}
\end{align*}
$$

In contrast du UCNA this FPE does not correspond to a Markovian process due to the possibly negative diffusion coefficients in (B.4), which do not follow from a corresponding Markovian stochastic differen-
tial equation. Nevertheless the stationary probability density can be calculated in first order of $\tau$ [16], i.e.
$P_{\mathrm{st}}^{(1)}(x, v)=\frac{1}{Z} \exp \left\{-\frac{\gamma}{D} U(x)-\frac{\gamma}{2 D(1-\gamma t)} v^{2}\right\}$.
Note, that the truncation of the $\tau$ expansion is only valid for small $\tau$ and small $\gamma$. In first order of $\tau, P_{\mathrm{st}}(x)$ $=\int \mathrm{d} v P_{\mathrm{st}}(x ; v)$ is not affected by the correlation time $\tau$ [16].

In second order of $\tau$ the stationary distribution of (B.4) does not factorize into position and velocity distributions for a general potential $U(x)$. For the parabolic potential $U(x)=1 / 2 \omega_{0}^{2} x^{2}$, however, the stationary solution is readily found and reads

$$
\begin{align*}
& P_{\mathrm{st}}^{(2)}(x, v)=\frac{1}{Z} \exp \left\{-\frac{\omega_{0}^{2} \gamma}{2 D\left(1-\omega_{0}^{2} \tau^{2}\right)} x^{2}\right. \\
& \left.-\frac{\gamma}{2 D\left(1-\gamma \tau-\omega_{0}^{2} \tau^{2}+\gamma^{2} \tau^{2}\right)} v^{2}\right\} . \tag{B.6}
\end{align*}
$$

In order $\tau^{2}$ the probability density in $x$ is affected by the correlation time $\tau$. The variance
$\sigma_{x}^{2}=\frac{D}{\omega_{0}^{2} \gamma}\left(1-\omega_{0}^{2} \tau^{2}\right)+O\left(\tau^{3}\right)$
exhibits the same behavior as (4.3a) for small $\tau$. For larger values of $\gamma$, however, $\tau$ is not the shortest time scale any more. As a consequence one has to take into account all higher order terms $\propto \tau^{n}$ in the Fokker-Planck approach in order to make the alternate series in the denominator of the second exponent of (B.6) convergent.

The eigenvalues of (B.4), determined by its driftmatrix (see Appendix A), are not affected by the $\tau$ corrections. From the exact eigenvalues (4.8) we find that this is correct only if $\gamma \tau \ll 1$. Then all terms proportional to $\exp (-t / \tau)$ will decay faster then all other exponentials and merely result in an initial slip. To use (B.4) as a starting point of the adiabatic elimination of the velocity $v$ appears to be rather doubtful because then $\gamma$ must become large, and $\gamma \tau \ll 1$ cannot be maintained for finite though small $\tau$.

## Appendix C: Condition for the validity of UCNA

To start out let us consider first the situation for the Kramers problem, i.e. we consider the nonlinear Brownian motion of a particle of unit mass
$\dot{x}=v$
$\dot{v}=-\gamma v-K(x)+(\gamma \theta)^{1 / 2} \xi(t)$,
where $\theta=k T$, and $\xi(t)$ is Gaussian white noise with mean zero and correlation $\langle\xi(t) \xi(s)\rangle=2 \delta(t-s)$. We shall now focus on the regime of large damping $\gamma$, yielding the Smoluchowski limit. For large $\gamma$, the velocity rapidly settles down to a limit value $v_{0}(x)$ which is slaved by the slow variable $x(t)$. Thus we adiabatically eliminate the velocity $v$ by setting $\dot{v}=0$, i.e. $v_{0}(x)=-K(x) / \gamma$. The relaxation of the velocity variable occurs on the length scale $l_{0}$, given by the "brake-path"
$l_{0}=\frac{\theta^{1 / 2}}{\gamma}$.
For a consistent adiabatic elimination the force $K(x)$ should vary only little on the length scale $l_{0}$, since otherwise $v_{0}(x)$ is not attained on the relaxation time scale $\tau_{r}=1 / \gamma$. Working within appropriate dimensionless variables ( $\tilde{x}, \tilde{v}, \tilde{t}, \tilde{\gamma}, \tilde{\theta}, \tilde{l}_{0}$ ), this condition reads
$\left|\widetilde{K}^{\prime}\right| \tilde{l}_{0} \ll 1$.
In the original variables the above condition reads, with an appropriate length-scale
$\left|K^{\prime}\right| l_{0} \ll 1$ [dimension $\left.K\right]$.
Applying the above reasoning to ( $3.2 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ) we obtain with $z=q+f(x) /(1+\gamma \tau)$
$\dot{v}=z$
$\dot{z}=-\frac{1}{\tau}(1+\gamma \tau) z+\frac{1}{\tau} K(v, x)+\frac{\sqrt{D}}{\tau} \xi(t)$.
Hereby, we have neglected the change in the force field induced by $(\partial f / \partial x) \dot{x}$, since $x$ varies slowly compared to $v(t)$ and $q(t)$. Thus the term $f(x) v \gamma \tau /(1+\gamma \tau)$ in (3.2c), which stems from the time-derivative of (3.1) has to be neglected consistently. Hence the effective force-field $K(v, x)$ reads
$K(v, x)=-\gamma v+f(x)$.
Performing the time-scale transformation $\bar{t}=t / \sqrt{\tau}$ we obtain with $\dot{z}=\ddot{v}$
$\ddot{v}+\left(\tau^{-1 / 2}+\gamma \tau^{1 / 2}\right) \dot{v}-K(v, x)=\frac{D^{1 / 2}}{\tau^{1 / 4}} \xi(\bar{t})$
or
$\left.\ddot{v}+\bar{\gamma} \dot{v}-K(v, x)=(\bar{\theta} \bar{\gamma})^{1 / 2}\right) \xi(\bar{t})$
with $\bar{\gamma}=\left(\tau^{-1 / 2}+\gamma \tau^{1 / 2}\right)$ and $\bar{\theta}=D(1+\gamma \tau)^{-1}$. Therefore, we find from (C.2)
$l_{0}=D \tau^{1 / 2}(1+\gamma \tau)^{-3 / 2}$.

Combining (C.4) and (C.8) we achieve an expression for the region of validity of the UCNA in the $\gamma-\tau$ plane, i.e.
$\frac{\gamma(D \tau)^{1 / 2}}{(1+\gamma \tau)^{3 / 2}} \ll 1$.
For a graphical representation of (C.9) see Fig. 1.
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