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Abstract— Dynamic voltage scaling (DVS) is a powerful technique for re-
ducing dynamic power consumption in a computing system. However, as
technology feature size continues to scale, leakage power is increasing and will
limit power savings obtained by DVS alone. Previous system-level real-time
scheduling approaches use DVS alone to optimize power consumption with-
out considering leakage power. To overcome this limitation, we propose a new
scheduling algorithm that combines DVS and adaptive body biasing (ABB)
to simultaneously optimize both dynamic power consumption and leakage
power consumption for real-time distributed embedded systems. First, we
derive an analytical expression to determine the optimal supply voltage and
body bias voltage under a given clock frequency. Based on this expression, we
compute the optimal energy consumption at a given clock frequency and ana-
lyze the tradeoff between energy consumption and execution time for a set of
tasks with precedence relationships and real-time constraints. We then pro-
pose a scheduling algorithm to reduce total power consumption under given
real-time constraints. This algorithm also considers variations in power con-
sumption of different tasks and characteristics of different voltage-scalable
processing elements (PEs) to maximize power reduction. Experimental re-
sults show that the average power reduction of our technique with respect to
DVS alone is 34.7%, while the average saving compared to no voltage scaling
is 68.3% for the 0.07µm technology.

I. INTRODUCTION

Power consumption has become the limiting factor for both
battery-operated electronics and high-performance computer sys-
tems. While dynamic power consumption has traditionally been
the primary source of power consumption, leakage power con-
sumption is becoming an increasingly important concern as the
technology feature size shrinks. Supply voltage scaling, which is
supported by various embedded processors such as Intel XScale
processor [1], Transmeta Crusoe processor with LongRun power
management technology [2], and AMD’s mobile processor with
AMD PowerNow! technology [3], is effective in reducing dy-
namic power consumption quadratically. However, supply volt-
age scaling often requires a reduction in the threshold voltage
that increases the subthreshold leakage current exponentially, and
hence the leakage power consumption. Leakage power is ex-
pected to become comparable to dynamic power in the forthcom-
ing generations of technology [4]. Hence, it is increasingly im-
portant for run-time power optimization techniques to trade off
supply voltage and threshold voltage to optimize dynamic power
consumption and leakage power consumption jointly. Dynamic
voltage scaling (DVS) [5–11], an effective run-time technique to
manage the dynamic power at the system level, is no longer suffi-
cient to manage the total power consumption for the new technol-
ogy generations.

Many techniques have been proposed to reduce leakage power
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consumption. The work in [12, 13] summarizes the most com-
monly used leakage reduction techniques. The leakage power
dissipated by a circuit depends on the input vector to the cir-
cuit [14, 15]. Hence, input vector control has been proposed to
find the input pattern that maximizes the number of disabled tran-
sistors in all transistor stacks across the design [16]. The work
in [17] develops an efficient algorithm that determines a low-
leakage input vector using a sampling of random vectors. Supply
voltage gating [4,18] is another approach to obtain leakage power
savings, in which the power supply is disconnected from the cir-
cuit so that idle units do not consume leakage power. Decreas-
ing leakage current via increasing threshold voltage [19–22] ex-
ploits the exponential dependence of subthreshold leakage power
on threshold voltage to reduce leakage power. The work in [19]
demonstrates the effectiveness of reverse body bias to minimize
leakage power consumption in scaled dual-Vt CMOS circuits.
In [20], a variable threshold voltage scheme, based on controlling
body bias, has been successfully applied to a commercial digi-
tal signal processor. Adaptive body biasing (ABB) is a technique
that adjusts the body bias at run-time to reduce leakage power
consumption. It has been proposed to dynamically control the
threshold voltage over a continuous range [22], as well as in a dis-
crete fashion through threshold voltage hopping [21]. The work
in [22] presents a dynamic threshold voltage scaling hardware.
The hardware, which has a feedback loop consisting of a volt-
age controlled oscillator, charge pumps a feedback controller to
dynamically control the body bias voltage. In [21], a back-gate
bias controller is implemented in a small scale RISC processor to
realize threshold voltage hopping.

Optimizing dynamic power and leakage power simultane-
ously has been demonstrated to be important for energy reduc-
tion [23–26]. The work in [23] automatically adjusts the supply
and threshold voltages to minimize power consumption at the cir-
cuit level. In [26], a combined DVS and ABB method is proposed
for a single voltage-scalable processor to reduce both dynamic
power and leakage power. This work derives an expression to
obtain an optimal tradeoff between supply voltage and body bias
voltage for a given clock frequency. However, it only considers
this tradeoff for a single task, and is not applicable to a scenario
containing interactions among a set of tasks with real-time con-
straints. The circuit delay model it uses is different from the stan-
dard alpha-power model [27].

In this paper, we propose a new scheduling algorithm that ad-
dresses both dynamic power and leakage power effectively. The
algorithm can be applied to heterogeneous distributed embedded
systems for real-time applications in the form of a set of peri-
odic task graphs with precedence relationships, hard deadlines
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and varying task power consumptions. The real-time scheduling
algorithm needs to efficiently trade off energy consumption and
task execution time, both of them dependent on the supply voltage
and threshold voltage, in order to maximize energy savings with-
out violating real-time constraints. To tackle this issue, we pro-
pose a novel two-phase approach. First, we derive an analytical
energy consumption model using the standard alpha-power model
and determine the optimal supply voltage and body bias voltage
for a given clock frequency. Next, we compute the energy con-
sumption under the optimal points for supply voltage and thresh-
old voltage, and evaluate the curves of optimal energy consump-
tion vs. clock period. The scheduling algorithm thus performs
DVS and ABB simultaneously to trade off energy consumption
and task execution time, by utilizing the convex characteristic of
these curves.

The rest of this paper is organized as follows. In Section II,
we present some preliminary concepts. Section III uses a moti-
vational example to illustrate the importance of considering leak-
age power. In Section IV, we derive the optimal tradeoff point
between supply voltage and body bias voltage for a given clock
frequency, as well as the curves for optimal energy consumption
vs. clock period. Section V presents a new scheduling algorithm
combining both DVS and ABB methods for distributed real-time
embedded systems. Section VI gives the experimental results,
which demonstrate the effectiveness of our proposed algorithm in
optimizing both dynamic power and leakage power. Section VII
draws the conclusions.

II. PRELIMINARIES

We use the following expressions to evaluate the two main
sources of power consumption, dynamic power and leakage
power [28], where dynamic power can be represented as

Pdynamic =
1
2

NC fV 2
dd (1)

and subthreshold leakage power can be represented as

Pleakage = VddIsub = Is(
W
L

)Vdde
−Vth
nVT (2)

In the above equations, N is the switching activity, C is the ca-
pacitance, Isub is the subthreshold leakage current, Is and n are
technology parameters, W and L are device geometries, VT is
the thermal voltage, and Vdd and Vth are the supply voltage and
threshold voltage, respectively. The operational frequency f can
be expressed as

f =
(Vdd −Vth)

α

kVdd
(3)

where k is a constant for a given technology process and 1 < α ≤
2.

Another source of leakage power is the source-body and drain-
body junction leakage, which is becoming increasingly important.
We also consider this component of leakage power later in Section
IV.

There is a third source of power consumption, short-circuit
power, which results from the short-circuit current path between
the power supply and ground during switching. Short-circuit
power is projected to be constant around 10% for succeeding tech-
nologies [29]. We thus ignore it throughout this paper.

Embedded systems are frequently specified in the form of a
set of task graphs. A simple specification consisting of a single
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Fig. 1. Task graph

task graph is shown in Fig. 1. It consists of three tasks T1 − T3
(such tasks are of coarse granularity, e.g., discrete cosine trans-
form may be a task). Each task is annotated by its worst-case
execution time (WCET) on each type of processor it can run on.
To simplify matters, for this example, only one type of proces-
sor is assumed. Edges between tasks denote communication, and
are also labeled by their WCET on a given communication link.
There is no WCET assigned to the T1 − T2 edge as both T1 and
T2 are assigned to the same PE and intra-PE communication time
is assumed to be zero based on the traditional assumption in dis-
tributed computing (this is because inter-PE communication takes
much more time than intra-PE communication in a distributed
system). All the source (sink) nodes have an arrival time (dead-
line) by when computation can begin (must finish). In general,
arrival times (deadlines) may also exist for some intermediate
nodes. The time interval at which the task graph is repeatedly in-
voked is called its period. A period may be less than, equal to or
greater than the deadlines. Different task graphs in a specification
may have different periods, giving rise to a multi-rate specifica-
tion. The least common multiple (LCM) of all periods is called
the hyperperiod. It is known that scheduling the task graphs in
their hyperperiod leads to a valid schedule [30].

III. MOTIVATIONAL EXAMPLE

This section presents a motivational example to illustrate the
significance of considering leakage power as technology scales
down.
Example 1: Consider the task graph shown in Fig. 1 once again.
Suppose the power consumption of tasks T1, T2, and T3 are c1W ,
c2W , and c3W , respectively, where c1, c2, and c3 are some con-
stants. We consider three base technologies, 0.07µm, 0.05µm, and
0.035µm, as shown in Table I, which provide three different power
consumption scenarios [24].

TABLE I

TECHNOLOGIES PROVIDING DIFFERENT POWER CONSUMPTION SCENARIOS

Technology 0.07µm 0.05µm 0.035µm

Dynamic power 78% 56% 33%
Leakage power 22% 44% 67%

Fig. 2(a) gives a feasible schedule for the task graph on a dis-
tributed system consisting of two PEs connected by a link. The
following calculations take into account the different supply and
threshold voltages of PE1 (Vdd = 2.0V , Vth = 0.6V ) and PE2
(Vdd = 1.5V , Vth = 0.4V ). Fig. 2(b) shows the new schedule if
we extend the execution times of task T1, T2 and T3 to 4s, 6s, and
5s, respectively. Since the execution time of T1 is extended from
3s to 4s, the speed of processor PE1 can be scaled down by a ra-
tio of 4/3. Given the scaled clock frequency, we consider two
voltage scaling approaches to reduce power consumption. One is
supply voltage scaling alone, and the other is combined supply
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Fig. 2. Different schedules for a distributed system

and threshold voltage scaling.
Let us first consider the 0.07µm technology, in which dynamic

power consists of 78% of total power consumption, while leak-
age power consists of 22%. One approach to reduce power con-
sumption is supply voltage scaling. Based on Equation (3), given
the frequency scaling ratio of 4/3 for T1, the supply voltage Vdd
of PE1 can be scaled down from 2.0V to 1.55V correspondingly
(assuming α = 1.4). The dynamic power of T1 is thus reduced
from 0.78c1W to 0.35c1W , and the leakage power is reduced
from 0.22c1W to 0.17c1W , based on Equations (1) and (2), re-
spectively. The power consumption of T1 including both dynamic
power and leakage power is thus reduced to 0.52c1W . Similarly,
the power consumption of T2 and T3 is reduced to 0.65c2W and
0.58c3W , respectively. This produces an average power reduction
of 41.7% over no voltage scaling, assuming c1 = c2 = c3.

Fig. 3. Power reduction based on the three different technologies

Another approach for reducing power consumption is to com-
bine supply and threshold voltage scaling. For T1, the frequency
of PE1 can be scaled down by a ratio of 4/3. If the threshold volt-
age Vth of PE1 is increased from 0.6V to 0.64V , then the supply
voltage Vdd can be reduced from 2.0V to 1.62V based on Equa-
tion (3). The dynamic power of T1 is thus reduced to 0.38c1W ,
and the leakage power is reduced to 0.06c1W . Correspondingly,
the power consumption of T1 is reduced to 0.44c1W . Similarly,

for T2 and T3, the power consumption is reduced to 0.56c2W and
0.51c3W , respectively. The average power reduction of supply
and threshold voltage scaling compared to supply voltage scaling
alone is 13.7%, while the reduction with respect to no voltage
scaling is 49.7%, again assuming c1 = c2 = c3.

Fig. 3 gives power consumption for the three different ap-
proaches under the three technologies. It can be observed that
both dynamic power and leakage power are lowered by either
using supply voltage scaling or combined supply and threshold
voltage scaling. However, as technology scales from 0.07µm to
0.035µm, and correspondingly leakage power increases from 22%
to 67%, supply voltage scaling becomes less effective in reducing
power consumption. On the other hand, combined supply and
threshold voltage scaling provides more power savings as leak-
age power increases. This is reasonable given the fact that sub-
threshold leakage power is exponentially dependent on threshold
voltage, while it is only linearly dependent on supply voltage. Ta-
ble II compares power reduction of supply voltage scaling and
combined supply and threshold voltage scaling under the three
base technologies. Combined supply and threshold voltage scal-
ing provides 64.0% power reduction over no voltage scaling in
the 0.035µm process, while supply voltage scaling only provides
28.3% power reduction. Combined supply and threshold voltage
achieves 49.3% power reduction over supply voltage scaling in
the 0.035µm process, in contrast with only 13.7% in the 0.07µm
process. This example demonstrates that combined supply and
threshold voltage scaling becomes increasingly more powerful
than supply voltage scaling alone, as technology scales and the
leakage power becomes comparable to or larger than dynamic
power. 2

TABLE II

POWER REDUCTION COMPARISON BETWEEN Vdd +Vth SCALING AND Vdd

SCALING

Technology (µm) 0.07 0.05 0.035

Vdd scaling vs. no scaling 41.7% 35.7% 28.3%
Vdd +Vth scaling vs. no scaling 49.7% 56.0% 64.0%
Vdd +Vth scaling vs. Vdd scaling 13.7% 31.7% 49.3%

IV. ENERGY CONSUMPTION MODEL FOR COMBINED
DYNAMIC VOLTAGE SCALING AND ADAPTIVE BODY

BIASING

This section derives the energy consumption model considering
both dynamic power and leakage power for a set of tasks imple-
mented in a distributed embedded system, under the assumption
that supply voltage and body bias voltage can be scaled simulta-
neously in a dynamic fashion.

A. Threshold voltage model

The threshold voltage model of MOSFET transistors is given
by:

Vth = Vth0 + γ(
√

Φs −Vbs −
√

Φs)+∆Vth(SCE)

+∆Vth(DIBL)+∆Vth(NW ) (4)

where Vth0 is the threshold voltage at zero substrate bias, γ is
the body bias coefficient, Φs is the surface potential, Vbs is the
body bias voltage, and ∆Vth(SCE), ∆Vth(DIBL) and ∆Vth(NW )
are the modifications caused by substrate doping concentration,
short channel, and narrow channel, respectively. In [26], it is
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shown that Vth has a linear dependence on supply voltage Vdd
and body bias voltage Vbs based on the SPICE simulation of the
Berkeley predictive models for a 0.07µm process:

Vth = Vth1 − k1Vdd − k2Vbs (5)

where Vth1, k1, and k2 are constants.

B. Delay model

The operational frequency, f , is given by Equation (3). Substi-
tuting (5) into (3) yields the expression of f in terms of Vdd and
Vbs,

f =
((1+ k1)Vdd + k2Vbs −Vth1)

α

kVdd
(6)

C. Power consumption model

The total power consumption includes both dynamic power and
leakage power. The dynamic power, Pdynamic, is given by Equa-
tion (1). The leakage power, Pleakage, is due to subthreshold leak-
age current, Isub, as shown in Equation (2), as well as the contribu-
tions of drain-body junction leakage current, I j, and source-body
junction leakage current, Ib [19]. Thus, a more exact equation for
leakage power is given by:

Pleakage = Is(
W
L

)Vdde
−Vth
nVT + |Vbs|(I j + Ib) (7)

Substituting (5) into (7), we get:

Pleakage = k3Vddek4Vdd+k5Vbs + |Vbs|(I j + Ib) (8)

where k3, k4, and k5 are new constants. Therefore, the power
consumption of task i (with switching activity Ni) running on a
PE can be modeled as:

Pi =
1
2

NiC fV 2
dd + k3Vddek4Vdd+k5Vbs + |Vbs|(I j + Ib) (9)

D. Tradeoff between supply voltage and body bias voltage

For each task i with switching activity Ni, its energy consump-
tion, Ei, can be expressed in terms of clock frequency fi, supply
voltage Vdi and body bias voltage Vbi as:

Ei =
1
2

tiNiC fiV
2
di + tik3Vdie

k4Vdi+k5Vbi + ti|Vbi|(I j + Ib) (10)

where ti is the task’s corresponding execution time under clock
frequency fi, i.e.,

ti =
ηi

fi
(11)

where ηi is the number of clock cycles for executing task i.
There are three variables in Equation (10), fi, Vdi, and Vbi. To

reduce the number of variables, from Equation (6), Vbi be can be
represented as a function of fi and Vdi as:

Vbi = k6Vdi + k7( fiVdi)
1
α + k8 (12)

where k6, k7 and k8 are new constants. Substituting (12) into (10)
gives:

Ei =
1
2

tiNiC fiV
2
di + tik9Vdie

k10Vdi+k11( fiVdi)
1
α

+ tik12Vdi

+ tik13( fiVdi)
1
α + tik14 (13)

where k9−k14 are new constants. Ei can thus be determined by fi
and Vdi. Given the clock frequency fi, to get the optimal supply
voltage V opt

di , we require

∂Ei

∂Vdi
|Vdi=V opt

di
= 0 (14)

Substituting (13) into (14) yields the relationship between V opt
di

and fi:

k9ek10V opt
di +k11( fiV

opt
di )

1
α
[1+ k10V opt

di +
1
α

k11( fiV
opt
di )

1
α ]

+NiC fiV
opt
di + k12 +

1
α

k13 f
1
α

i (V opt
di )

1
α−1 = 0 (15)

V opt
di corresponds to the optimal supply voltage leading to mini-

mum energy consumption if the second derivative of Ei with re-
spect to Vdi at V opt

di satisfies

∂2Ei

∂V 2
di

|Vdi=V opt
di

> 0 (16)

Thus, given the clock frequency fi, the optimal supply volt-
age V opt

di can be calculated based on Equation (15), and then the
optimal body bias voltage can be determined by Equation (12).
Fig. 4 shows optimal tradeoff between supply voltage and body
bias voltage with respect to clock frequency for the 0.07µm tech-
nology. The parameters for the energy model are adapted from
values provided in [26], where Vdd≥0.5V and −1V≤Vbs≤0V .
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Fig. 4. Optimal tradeoff between supply voltage and body bias voltage at different
clock frequencies for the 0.07µm technology

E. Tradeoff between energy consumption and clock period

Substituting the optimal points of supply voltage and body bias
voltage for a given clock frequency into Equation (10), we can de-
rive the optimal energy consumption Eopt

i ( fi, ti) at a given clock
frequency, which is a function of clock frequency fi and task ex-
ecution time ti. The curves of optimal per cycle energy consump-
tion vs. clock period for three tasks with different values of Ni are
shown in Fig. 5.

To analyze the tradeoff between energy consumption and clock
period, we compute the negative of the first derivative of optimal
energy consumption for task i with respect to its execution time,

−
∂Eopt

i ( fi,ti)
∂ti

, based on Equations (13) and (15). Let us denote this
as energy derivative( fi), which is a function of fi [11]. It indi-
cates the energy reduction rate if the execution time of task i at
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clock frequency fi is extended by dt time unit. When the execu-
tion time of task i is extended by dt, the clock frequency fi can
be scaled down based on Equation (11). Given the scaled clock
frequency, the supply voltage and body bias voltage can be cal-
culated based on Equations (15) and (12), respectively. The total
energy reduction achieved by extensions of a set of tasks is given
by:

∆E =
∫ total slack

0
energy derivative( f )dt (17)

where total slack is the total slack in the system. Allocating dt
time unit from slack [t, t + dt] to some task can result in the en-
ergy reduction equal to energy derivative( f )dt, when the task
with switching activity N is executed under clock frequency f .
Maximizing this integral can provide maximum energy savings
∆E.
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Fig. 5. Energy consumption per cycle vs. clock period for tasks with different
switching activities
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Fig. 6. Energy derivative with respect to clock frequency at different switching
activities

As seen from Fig. 5, the curve of optimal per cycle energy con-
sumption vs. clock period at a given switching activity is convex.
Hence, energy derivative( fi) is a monotonically decreasing func-
tion with respect to clock period, and correspondingly a mono-
tonically increasing function with respect to clock frequency for
a given switching activity, as shown in Fig. 6. Under the same
clock frequency, energy derivative for a higher switching activ-
ity (N = 3) is higher, which means the energy reduction rate is
relatively higher. It is therefore important to allocate slack to
the task with a higher energy derivative (task with N = 3) first.
After its energy derivative drops to the point equal to the maxi-
mum energy derivative of the task with a lower switching activity

(N = 1), the energy reduction rates of both tasks should be kept
at almost the same level, as seen by comparing curves N = 3 and
shi f ted N = 1. Then the slack can be allocated to them in a bal-
anced way.

For a single processor, optimal slack allocation can be achieved
as follows. A task is defined as non-extensible if extending its
execution time will lead to a violation of real-time constraints.
For a set of extensible tasks ext set, given the frequency scaling
step d f , the slack allocation should guarantee that for any task i
in ext set,

energy derivativei( fi) = max j∈ext setenergy derivative j( f j)
(18)

where fmin≤ fi≤ fmax. fmax and fmin are maximum and minimum
frequency levels of the voltage-scalable PE, respectively. When
a task is not extensible anymore, or it has reached the minimum
frequency level of its assigned PE, it is deleted from ext set. The
remaining slack can be allocated to the tasks in ext set until all
the available slack has been allocated or ext set is empty.
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Fig. 7. A schedule achieving different total slack

For distributed systems, total slack is not fixed when the ini-
tial schedule is given. For example, for the initial schedule shown
in Fig. 2(a), Fig. 2(b) gives a schedule if the execution time of
tasks T1 − T3 are extended by 1s simultaneously. The achieved
total slack is 3s. On the other hand, if the execution time of T1 is
fully extended as shown in Fig. 7, the achieved total slack is 2s.
Hence, slack allocation based on Equation (18) is no longer opti-
mal. However, it is still a good heuristic as shown later through
experimental results for distributed systems.

V. THE SCHEDULING ALGORITHM

This section proposes a new scheduling algorithm addressing
both dynamic power and leakage power effectively for heteroge-
neous distributed embedded real-time systems. This algorithm is
an extension of the power-profile driven DVS scheduling algo-
rithm [11]. In [11], the scheduling algorithm optimizes power
consumption without considering leakage power for a set of tasks
under real-time constraints. In our algorithm, there are two major
concerns: maximizing energy savings and meeting real-time con-
straints. To achieve maximum energy reduction, it identifies the
optimal tradeoff point between supply voltage and body bias volt-
age based on Equations (12) and (15) when multiple tasks update
their operating clock frequencies. It also considers the tradeoff
between energy consumption and clock period using the heuristic
based on Equation (18). It thus reduces dynamic power and leak-
age power simultaneously. To guarantee real-time constraints, it
evaluates the validity of the generated schedule by checking the
earliest start time (EST) and latest finish time (LFT) of sched-
uled events. The EST of a scheduled event is the earliest time
at which it can start its execution without violating its arrival time
and precedence relationships. The LFT is the latest time at which
the event must finish its execution without violating any deadlines
and precedence relationships. For each scheduled event i (i is ei-
ther a task or an inter-PE communication edge), its ESTi and LFTi
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can be expressed as:

ESTi = max(ai,max j∈p(ESTj +WCETj)) (19)

LFTi = min(di,min j∈c(LFTj −WCETj)) (20)

where ai (di) is the arrival time (deadline) of event i, p (c) are
direct parents (children) of event i, and WCETj is the worst exe-
cution time of event j.
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Fig. 8. Combined DVS and ABB based scheduling algorithm for distributed
systems

Fig. 8 shows the flowchart of the proposed scheduling algo-
rithm. The initial schedule is generated by list scheduling. The
input of the algorithm is a directed graph G(V,E), which is cre-
ated based on the task graphs as well as the constraints imposed
by resource sharing and link contention. V is the set of vertices
including all the scheduled events in the initial schedule, and E is
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the set of directed edges between vertices, which represents the
precedence relationships due to data dependencies and execution
order constraints on any PE or communication link. We illustrate
the creation of G(V,E) through Example 2.
Example 2: Fig. 9 gives the specification of an embedded system
in the form of two task graphs. Fig. 10 gives a feasible sched-
ule for the task graphs on a distributed system consisting of two
PEs connected by a link. We assume both PE1 and PE2 have
communication buffers. The derived directed graph G(V,E) for
this schedule is shown in Fig. 11. A directed edge is inserted
from one event to another if one is a direct predecessor of another
(solid edges), or if one is scheduled just ahead of another on the
same PE or communication link (dotted edges). A dummy event
(small empty box) is inserted between two events to represent the
transition time overhead for clock frequency, supply voltage, and
body bias voltage, wherever a possible transition may occur. 2
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Fig. 11. The directed graph G(V,E)

In the algorithm, initially, the frequency f , supply voltage
Vdd , and body bias voltage Vbs of all the tasks are initialized
to fmax, Vddmax and Vbsmax of the PEs they are assigned to, re-
spectively. The tasks assigned to the voltage-scalable PEs are
marked as extensible and their energy derivatives are calculated.
We maintain two task lists, the extensible task list, extensible list,
and the active extensible task list, active list. extensible list is
initialized with all the extensible tasks in decreasing order of
energy derivative. The extensible tasks with the highest en-
ergy derivative are inserted into active list from extensible list.
Whenever a task is added to active list, it is removed from exten-
sible list at the same time. All the extensible tasks are thus either
in extensible list or in active list. The following loop is repeated
until there is no extensible task remaining in either extensible list
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or active list.
In each iteration, for each event in the order of topological sort

of G(V,E), its EST is evaluated based on its current clock fre-
quency f . Next, the task with the highest energy derivative from
active list is chosen as the reference task, whose frequency is
dropped by frequency scaling step d f . Its corresponding Vdd , Vbs,
and energy derivative are evaluated based on the new scaled fre-
quency. Its new energy derivative is the reference energy deriva-
tive, reference energy derivative. Next, in the order of reverse
topological sort of G(V,E), the frequencies of all the other tasks
in active list are updated. The frequency scalings ensure that the
corresponding energy derivatives do not drop lower than the ref-
erence level, reference energy derivative. The frequency scalings
of some tasks might influence the validity of the new schedule.
For each scheduled event, its LFT is updated based on its ex-
tended execution time WCET. If EST +WCET > LFT , it means
the frequency scaling of this task yields an invalid schedule which
violates real-time constraints. Such a task is marked as non-
extensible and its fi, Vdi and Vbi are restored to their old valid val-
ues. For each task in active list, if any value of its frequency, sup-
ply voltage, or body bias voltage has reached its minimum level or
it is marked as non-extensible, it is removed from active list. Then
active list is updated in the following way. If active list becomes
empty, the extensible tasks with the highest energy derivative are
inserted into active list from extensible list. Otherwise, active list
is appended with tasks whose energy derivatives are higher than
reference energy derivative from extensible list. If no extensible
tasks are left, the algorithm terminates by returning the scaled
supply voltage and body bias voltage levels.

The proposed algorithm has a complexity of O(K(n+e)+(n+
e)log(n + e)), where n is the number of tasks, e is the number of
inter-PE communication edges, and K is the number of iteration
steps. During the initializations, reordering the extensible task
list, extensible list, in decreasing order of energy derivative re-
quires a time of (n + e)log(n + e). In each iteration, the EST and
LFT of scheduled events are evaluated to verify the validity of the
schedule after frequency and voltage scaling. The schedule is in-
valid if it does not guarantee real-time constraints. Each iteration
takes a linear time of O(n+e). Suppose M is the maximum num-
ber of frequency scaling steps of voltage-scalable PEs given by
M = maxi∈voltage−scalable PEs( f max

i − f min
i )/d f . K depends on the

value of M and the power variations of executed tasks.

VI. EXPERIMENTAL RESULTS

In our experiments, we obtain system architectures through the
system synthesis tool, called CORDS, described in [31]. CORDS
synthesizes multi-rate, real-time, periodic distributed embedded
systems. It automatically selects an allocation from a set of field
programmable gate arrays (FPGAs), general-purpose processors,
and communication resources. It assigns tasks to FPGAs and
general-purpose processors and determines the connectivity of
communication events. Finally, it derives schedules for tasks and
communication events. Voltage-scalable PEs are allowed to have
different maximum and minimum f , Vdd , and Vbs. We assume the
transition time of Vdd and Vbs is 20µs, which is a conservative es-
timate based on the current circuit technology [4, 20, 32]. When
supply voltage changes from Vdd1 to Vdd2 and body bias voltage
changes from Vbs1 to Vbs2, transition energy is derived based on
Stratakos’s analysis [33]:

Etran = (1− τ)(|V 2
dd2 −V 2

dd1|Cr + |V 2
bs2 −V 2

bs1|Cs) (21)
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 Fig. 12. Power consumption for three different schemes

where τ is the power efficiency, Cr is the capacitance of power
rail, and Cs is the total capacitance of the substrate and wells of
the device. The constant parameters for the 0.07µm process are
provided in [26]. We assume 90% power efficiency.

To demonstrate the effectiveness of our combined DVS and
ABB method for distributed real-time embedded systems, we ap-
plied our proposed real-time scheduling algorithm to embedded
systems in the form of the task graphs described in Table III. The
task graphs include: automotive, telecom, and consumer, as the
name implies, based on automotive, telecom and consumer appli-
cations [34], tgff generated by a randomized task graph genera-
tor [35], lu and mva based on LU decomposition of a large matrix
and mean value analysis [36], and DSP based on a DSP exam-
ple [37].

TABLE III

CHARACTERISTICS OF EMBEDDED SYSTEMS IN THE FORM OF TASK GRAPHS

Task graphs #Tasks/#edges #PEs/#links

automotive 69/3 2/1
telecom 88/15 2/1

consumer 12/5 3/1
tgff 53/22 3/1
lu 189/221 4/3

mva 361/52 2/1
DSP 120/27 4/2

We compare our combined DVS and ABB method with two
other schemes, no voltage scaling and DVS alone. All the com-
parisons are based on the same initial schedule generated by as
late as possible (ALAP) list scheduling. We first set the frequency
scaling step d f to 20% of the maximum frequency. Fig. 12
shows the power consumption for the benchmarks for the differ-
ent schemes for the 0.07µm technology. It can be observed that
the combined DVS and ABB method provides more power reduc-
tion than the other two schemes. Table IV gives power reduction
of DVS vs. no scaling, DVS+ABB vs. no scaling, and DVS+ABB
vs. DVS alone. The combined DVS and ABB method is more ef-
fective than DVS alone from the power reduction point of view. It
yields an average power reduction of 34.7% with respect to using
DVS alone, and 68.3% compared to no voltage scaling. This jus-
tifies the advantages of considering dynamic power consumption
and leakage power consumption simultaneously during voltage
selection to reduce power consumption for distributed real-time
embedded systems.
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TABLE IV

POWER REDUCTION COMPARISON BETWEEN DVS ALONE AND COMBINED DVS+ABB

Task graphs automotive telecom consumer tgff lu mva DSP Average

DVS vs. no scaling 56.8% 72.0% 53.9% 64.5% 32.9% 36.8% 38.4% 50.8%
DVS+ABB vs. no scaling 63.9% 87.2% 66.7% 70.9% 62.1% 63.6% 63.5% 68.3%

DVS+ABB vs. DVS 16.5% 54.4% 27.7% 18.0% 43.5% 42.4% 40.7% 34.7%

As discussed earlier, the complexity of our proposed real-time
scheduling algorithm depends on the frequency scaling step d f . If
we change the frequency scaling step to 10% of the maximum fre-
quency, the improvement in the power reduction achieved is ob-
served to be negligible. We can thus adjust the frequency scaling
step to provide a good tradeoff between algorithm performance
and complexity.

VII. CONCLUSIONS

This paper proposed a new scheduling algorithm combining
DVS and ABB to optimize both dynamic power consumption and
leakage power consumption for distributed real-time embedded
systems. The algorithm is based on a novel two-phase approach,
which can trade off energy consumption and task execution time
by performing DVS and ABB simultaneously. Experimental re-
sults show that the proposed algorithm can achieve substantial
power reduction for the 0.07µm technology.
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