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Abstract The goal of this paper is to investigate different ways obining the direct and DF-based cooperation signals by using
combining signals that have been decoded-and-forwarded by a bungie well-known maximum ratio combining (MRC) is a good
of relays. We more deeply look at the case where the relays are in bagpice. It is quasi-optimal in terms of equivalent SNR and the-
reception conditions and the cooperation powers are sufficiently highefore in terms of BER. But. as our analysis will show, it is
In this situation using a conventional MRC severely degrades the reauch less efficient when thé relay has a “low” SNR. In ,order

ceiver performance especially when the number of relays increases. . . . )
On the other hand the MMSE- and ML-based combiners can alm§s§ improve the combining sirategy we will assume that the re

always extract from their partners some performance improvementé:.e'ver is informed with the decoding reliability at the relay. To
the authors’ knowledge the closest work (to the present paper)

Keywords Relay channel, Cooperation, Decode-and-forward, MRCysing this approach is [6] where the authors designed energy-
MMSE, ML efficient transmission protocols for the fading relay channel.
Our goal is then to see to what performance improvements
I. INTRODUCTION this a priori knowledge can lead to. For this purpose we will

The relay channel was introduced by [1]. In its most basif.irSt pfe_sent our signal model (sgctipn 1) ".’m(.j provide different
form it consists of one transmitter, one relay node and one rg(_)mblnmg schelmes that ex.pI0|t this a priori knowledge (sec-
ceiver. The main issue is to know what the relay does to maion II1). In section IV. we will assess the performance of the
mize the receiver performance (in terms of data rate and/or é}r_opoc':sed Ischemes cdomparedt tz thet cor_1vent|onal .MRC solu-
ror probability). In this respect two important concepts havHon' onclusions and suggested exiensions are given in sec-

been introduced in the seminal information-theoretic work°" V..
[2] by Cover and El Gamal : Decode-and-foward (DF) and
estimate-and-forward (EF). In [3] the authors studied linear
relaying schemes, also from the channel capacity point of
view. The corresponding scheme is commonly referred to as
amplify-and-forward (AF). There have been numerous wor

on the compqrison between _these three relaying strategies ( coded and modulated into the transmitted sigfiaE X
DF, EF) both in terms of achievable rates and bit error rates.With E[IX2|] < P,. Most of the results in this paper hold

In th|s. paper we assume a given chou;e for the relaylng)r any type of constellations foX but for simplicity we
scheme : only decode-and-forward is considered. The changﬁh sometimes assum& to represent a BPSK modulation i.e.
under investigation is quite similar to that studied in [4], WhiChX — {—/Fy, /By All the links defining the overall chan-
is called a Gaussian relay network. In this paper the destinati?]%I are assS;ned toob;a AWGN channels : Foi'adl {1,..., N'}

Il. SIGNAL MODEL

The channel studied in this paper is illustrated in Fig. 1. At
source the information message (information bits)is

receives one direct signal from the source and several decodedr, . {0,..,N}, b and h; are constant complex sca-

apd—forwarded versions of the transmitted §|gnal. Also theﬁgrs known to the relays and receiver respectively (for insu-
signals are assumed to be orthogonal. In this context we w. g coherent decoding)yi’ € {1 N}, 2! ~ N(0,N!)

to know how to combine the received signals and evaluate the € {0,.... N}, Z;, ~ N'(0, N,). The signals forwarded bi/ the
maximum performance improvement that be extracted fro e o

L o . rl)?—:‘lays are denoted by, for all i € {1, ..., N} and are subject
relaying in any situation, especially when the relays have re power constraints i € {1 NY, E[|IX,]2] < P,. The
ceive signal-to-noise ratios (SNR) comparable to (or less thaﬂgceived signals merely write as © s

the signal-to-noise ratio at the receiver. While the information-
theoretic version of DF [2] suggests that hothing can be gained
from cooperation when the link between the transmitter and
the relay is “worse” than that between the transmitter and the
receiver, we will see that bit error rate (BER) analyses can leddese signals are assumed to be othogonal, which can be im-
to a different conclusion especially when the number of relay@leémented by using time or frequency division. As the res-
increases. source allocation issue is not addressed in this paper we did

Usually the relay is assumed to be “between” the transmiflot introduce in our notations any time sharing or bandwidth
ter and the receiver so that it has a much better receive SNiraction parameter. In the paper we will also make use of
In order to make certain cooperation coding schemes work tHize following quantities i’ € {1,..., N}, p; = Py/N] and
assumption is even necessary [5]. Under this assumption, cofi-€ {0 ... N'}, pi = Pi/N;.

Vi€ {0,...N}, Y =h X, + Z;. (1)



@ 7 the transmitter and the relay. Assuming the noises to be decor-
s = related the optimal weights can be expressed as :
h == Relay1 |- ! hy == w(com,) _ ok
{ (()conv) _ oleoh’lk (3)
" N Y, i 1 = ™~
Tx U JE P Rx |,
T with o;; £ %. Although the conventional MRC weights are
Zy Yo calculated from the approximated signal model we have to use
Wy 5| RelayN | — hy —D— the exact signal model in order to evaluate the equivalent SNR
Xa atthe MRC output. We havi, — o X +Zo, Y1 = hy X147
Zy N with X; = a1(X + 6X). For a BPSK modulation X is a
white random variable such th&[6X = 0|X] = 1 — py,
FIG. 1 —Channel under investigation Pr[6X = +2VPR|X = —/P)] = Pr[6X = -2\/P|X =

+vPy] = p1/2 wherep, is the residual bit error rate (after
re-encoding) at the relay. Putting the demodulation noise due
to the relay in the noise part the equivalent noise wrifes=

The main point is therefore how to combine the received! T @1710X. The equivalent SNR at the output of the MRC
signals in order to minimize the bit error rate for the receit!Sing conventional weigths is then given by :
ver under consideration. To this end we will assume perfect Nolha|? 2\ 2
knowledge of the different useful channels and SNRs at eacgNR(mm) — oolh 2 (1 Nl\hul2a1)
receiver and discuss this assumption further. eq = polhol” x 1 4 Nolmi[? 4Py Nolh[*p1 4

a? +
Optimality of combining will be defined with respect to Nilhol* 1 NElhol” 1(4)

three criteria : the SNR at the output of a linear combiner, thﬁ turns out that this SNR does not always increase with the
MMSE at the output of a linear combiner and the ML Criterio’booperation poweP, for a fixed transmit poweP, or with P,

as a non-linear detector. One of the reasons why we considefgd  fixeq P,. This phenomenon arises whep > L

both solutions is that we want to take advantage of cooperatiqiis effect becomes more and more acute as_thgpoclgg‘peration
as much as possible namely even if the relay-receiver is in “bﬁbwer increases

d” reception conditions. For instance, it is generally thought

that using DF when SNR at the relay is close or less than that lim SN R(conv) — 1 (5)

of the destination is useless. We will see it is not always the P1—oo “ dpy’

case. which means that the equivalent SNR becomes bounded in the

cooperation and transmit powers. This is due do the fact that
A. Maximum ratio combiner the effect of decoding errors at the relay are ignored and then
aQothing is done at the receiver to compensate for possible error

I1l.  SIGNAL COMBINING SCHEMES

As each relay “i” is assumed to decode-and-forward wh A i
it receives the cooperation signal, corresponds to demodu- ampllflcgtlon by thg cooperation channel.
lating, decoding, re-encoding and re-modulating the informa- As a first step to Improve the MRC performance we assume
tion bits sent by the transmitter. Usually the receive relay SNFEC™M Now on that the receiver knows. The purpose for ha-
p!|hi[? is assumed to be high enough so that the decoding &ing an _en”hanc”ed co_mbmer |s_t_o improve the receiver per_for-
rors can be neglected (see e.g. [5]), which amounts to assumtfﬁgnce in "bad” receiver conditions for the relay. Otherwise

i ) , B . re can be a non-negligible performance loss by not using
Xj = a; X in the signal model, withy; = |/ 7. By using the e nreliably decoded signals especially when the number of

corresponding approximated signal model the weight vect@slaying nodes increases. By calculating the optimum weights
maximizing the SNR at the output of the MRC is known tofrom the original signal model we get :

be :

(conv) —17% w(”ew) — hg
Wyppe ~ = ﬁRzz ﬁ (2) (()new) No LR (6)
w; = 2t
where (3 is an arbitrary (positive) scaling factor, ' Nitah e
R.. — E[QH], Z = [Zo, Z1, ..., Zy])T and and the corresponding equivalent SNR is
ﬁ: [h07a1h17"'7aNhN}T- p1|h1|2
Now we want to evaluate the impact of this approximation SNR{) = polho|* + (7

. . . . 14+ 4 hil?
i.e. the performance loss induced by using the conventional +4p1oafh]

MRC weights in presence of decoding errors at the relay. F&fow we have
making interpretations easier we study the case where only one

1
. new) __ 2
relay is available ;' = 1) and a BPSK modulation is used at lim SNqu "= polhol® + Ipy (8)

P;—o0



This time, in the high cooperation regime, the equivalent SNR (1—2p)p \/Eh*

is not bounded in the transmit power. But if we would look L= Nt _

at the BER performance, there would still be a problem : the L+ [ha[?p1 + |hol?po + 4]h1|?|ho|?p1pop1 (1 — p1)

raw BER is not a monotonously decreasing function of th&hese weights have at least two desirable properties :
equivalent SNR. Because of the decoding errors the relay is— When the information from the relay-receiver is no better
in fact equivalent to an additional channel. Indeed the recei- than a coin tosspq = 1/2), the relayed decisions are

ved signal can always be rewritten B = ho X + Z1,Y; = useless w; = 0.

hieia1 X + Z1 wheree; € C. The equivalent channel va- — When the relay always makes errogs & 1) we would

ries from symbol to symbol. As the instantaneous value, of expect the optimal weights to be the same as the classical
is unknown from the receiver, the equivalent chamnmetan- MMSE but withw; negated w; = _m_

not be "equalized”. As as consequence increasing the SNR\&& will see in the simulation part that using the MMSE com-
the output of the conventional MRC does not imply decreapiner instead of the MRC brings some performance improve-
sing the corresponding raw bit error rate. Now that we havg@ents. But, once again, it could be shown that the raw BER
clearly identified that we have to deal with an "equalization’s not always a monotonously decreasing function of the mini-
problem it is clear that maximizing the SNR at the MRC oumum mean square error. In fact there exists a weight pair pro-
put is not always optimal in terms of BER and therefore othefiding a better BER performance but it cannot be explicited in
performance criteria have to be used. This is the purpose of theneral. In the special case under consideratén<1, M =

following sections. 2) it can be found numerically by minimizing the raw BER ex-
) pression. Note that the corresponding combining scheme has
B. MMSE combiner been used by [7] for the cooperative multiple access channel

Without addtional a priori knowledge the most efficientunder the namg—MRC. By minimimizing the raw BER with
combining scheme is the maximum likelihood (ML) detectorespect tow;, w2) one obtains the optimum linear combiner.
which maximizesp(yo, ..., yn|z). Before presenting the cor- The obtained performance is generally close to that achieved
responding detector we will present the linear MMSE (miniby the ML (we will not provide the corresponding simulations
mim mean square error) detector which minimiZé§X —  here but this assertion has been verified). The main issue is that
wTY|?, Y £ [Yi,..,Yn]" because the corresponding so-one is not always able to explicit the raw BER as a function of
lution is easy to find in any context (arbitrary modulation, ar{w:,w-) whereas the likelikood calculation is more systema-
bitrary decoder structure, etc.) and also to compare its perfdic. Additionally, when some a priori knowledge is available
mance to the ML detector. Also in certain contexts evaluatinggay when a soft input soft output stage follows the combiner),
the minimum mean square error can be used, for examptée ML metric can be used to calculate an a posteriori proba-
to select the "best” relaying protocol. The optimum MMSEbility (APP).

weights can be shown to be : )
C. ML combiner

Wonmse = R;ylg 9) As in [6], we will always assume in this section a BPSK

modulation andi; € R in order to provide a simple expression

with ¥(i, j) € {0, ..., N}?, for the log-likelihood ratio (LLR). But the number of relays
can be arbitrarily chosen. The LLR at the receiver is defined

Ryy(ia J) =
o hih;E [efe| X|?] if i#]

Aoy s yn) = In {p (v, - ol X = +v ) } . (10)

p(y077yN‘X: _VPO)
andVi € {0,..., N}, u; = a;h} E [¢f| X |*]. Note that we used _ _ _
the notationa; = P;/P,. The above different terms can peUnder the assumption that the decoding noises at the relays are

easily expressed in general. For example, wher- 1 and a "dependent the LLR can be shown to be :
M-PSK is used, we haveE [|¢;|?| X |*] = E [|&;]*Py] = Py 55 N

’ 7 7 ’ )\ - h 2P Ui hz QPi
E [ef¢j|X[*] = Ele;e;Po] = Ele;] E l¢;] Py (the decoding (o 5 yn) _ Yo |NO| L prl <\/|N7
errors at the different relays are assumed to be independent). 0 i=1 !

So the key quantity is the expectidiie;|. For the reader in- (11)
formation the general expression of this quantity is provide\ﬁ’here 1 (1 - pi)e® +pi
in the Appendix for a general M-PSK modulation. Here we foi () = 3 In [1%2;} . (12)
consider for simplicity the BPSK casé/ = 2). Assuming ) (1= pi) + pie A o
N =1, M = 2 the MMSE weights (eq. (9)) become : We see that the functiofy,, () serves as a limiter which mini-
mizes the contribution from the relays when it is unreliable. At
(14 4p1 (1 — p1)p1|h1|?]pohi least four special case are worth being considered to interpret

wo = ; .
0 1+ [h1|2p1 + [hol2po + &A1 |2 7o 2p1popr (1 — p1) the behavior of the ML detector :



— Whenp, = 0, f,,(t) = t : the ML coincides with the to the downlink channels, which is in fact a very common sce-
conventional MRC. nario in a cellular networks (e.g. when several users are in the

— Whenp; = 1/2, f,,(t) = 0 : when the information from same room or building). Figures 5, 6, 7 represent the BER as a
the relay "i" is no better than a coin toss, the corresporfunction of P/N, for the same scenarios as considered before

ding cooperation signal is ignored. ("good” relays, "medium” relays, "bad” relays). The most in-
— Whenp; =1, f,,,(t) = —t : when the relay "i” always formative situations are that of figures 6, 7. For the case of

makes errors the ML reverses the signum of the cooperamedium” quality relays : With respect to the conventional

tive signal. MRC the ML combiner provides a typical gain of 2 dB on

— When the contribution of the relay is very large, forthe SNR. For the "bad” relays the MRC severely degrades the
.- yi/[hi|2P; BER performance with respect to non-cooperating case (no re-
example when; is very large, f,, ( Ni ) lay) while the ML still offers a positive gain on the SNR. To
sum up we see that by using the ML the receiver performance
never degrades whatever the reception conditions at the relays.
As for the MMSE performance it is always better than that

%ln (1;—”) sign(y;) : for large cooperation powers it be-

comes optimal to make a decision gnbefore combi-

ning. of the conventional MRC but does not perform as well as the
ML especially when the number of relays is low. Otherwise
IV. " SIMULATION RESULTS the MMSE is also a good candidate for combining unreliable
First we assume thdty = ... = hy = 1. All the simula- decoded-and-forwarded signals.
tions have been performed for the three cagés= 0, N =1
andN = 4. We only considered the uncoded case but the per- V. CONCLUSIONS

formance analysis can be extended to the coded case, at leasfie have seen that combining decoded-and-forwarded si-
for hard input decoders. For the first three figures (Fig. 2, Figy,s is beneficial even if the relays have reception conditions
3, Fig. 4) the transmit power is fixed. They represent the ragse than than that of the receiver. The corresponding impro-
BER at the receiver as a function of the cooperation powergement cannot be extracted from the relays by a conventional
The cooperation powers are assumed to be the same for all fix¢ 4t the receiver. More efficient combining schemes have
relays :p1 = ... = pn = Peoop With [peooplan € [=20,40]. 5 pe used such as the MMSE combiner and especially the ML
Figure 2 corresponds to the case where the relays are "900di5mpiner, Using the ML allows us to obtain a better BER per-
[pilap = [polan + 8. Figure 3 corresponds to the case of "Metormance whatever the receive conditions at the relays. We also
dium” quality relays :[pilas = [polas- Figure 4 corresponds mentioned that the present performance analysis can be readily
to the case of "bad” relays{p;]ap = [polas — 8. extended to the coded case at least for hard input channel de-
As e>_<pected there is almost no difference betweer_1 t&ders. For soft input decoders (e.g. turbo-decoders) the ML
conventional MRC, MMSE combiner and the ML combinercompiner has to extended to an APP-based combiner. As for
performance when the relays have better reception conditiofgs MMSE it is generally less efficient but has the advantage

than the receiver. The BER difference is almost zerd¥or 1 41 it is simple to find for any kind of decoders (hard or doft
but becomes more significant as the number of relays 9roWgputs) and any modulation scheme.

For "medium” quality relays however the MRC does not pro-
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Here we show how to calculate the expectation of the multiplicative term
modelling the relay decision in the M-PSK modulation case. For sake of clarity
we will omit the relay index "i” :e; — ¢, p; — p. We need to find for each

APPENDIX

symbolk € {1, .., e’ M=V 3T } a seriecy (0), ..., e, (M — 1) such that :

The series depend on the mapping of the information (possibly encoded) bitg |-
into the transmitted symbols. In fact the series are identicalMfor= 2 and

M = 4 but differ for higher modulation order. The following table provides
E[¢] for different values of\ when a Gray mapping is used. The expressions

M—-1M-1

B[] = % TS A perm) (1 p)losa(M)—eim),

k=0 m=0

are exact forM € {2,4} and are approximated at the first order ginfor
M € {8,16,32,64}.
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