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Abstract

This paper presents an off-line Arabic Handwriting
recognition system based on the selection of different state
of the art features and the combination of multiple Hidden
Markov Models classifiers. Beside the classical use of the
off-line features, we add the use of on-line features and the
combination of the developed systems. The designed recog-
nizer is implemented using the HMM-Toolkit. In a first step,
we use different features to make the classification and we
compare the performance of single classifiers. In a second
step, we proceed to the combination of the on-line and the
off-line based systems using different combination methods.
The system is evaluated using the IFN/ENIT database. The
recognition rate is in maximum 63.90% for the individual
systems. The combination of the on-line and the off-line
systems allows to improve the system accuracy to 81.93%
which exceeds the best result of the ICDAR 2005 competi-
tion.

1. Introduction

In spite of the great progress shown in Arabic handwrit-
ing recognition during the last years, this field of research
remains a challenge task. The implementation of Arabic
handwriting recognition in real life applications still being
limited and need to be improved.

The main purpose of handwriting recognition is to facil-
itate and make faster the communication with the machine.
A recognition system can be based on the spatial data us-
ing an image as input (off-line case) or on the temporal data
using a list of points representing the trajectory of writing
(on-line case). The transformation of the input signal from
a representation to another one is possible in the two ways
using several techniques.

Combination of classifiers is applied for different appli-
cations related to pattern classification. The combination

of multiple classifiers is applied on their outputs, and it
is based on the degree of support produced by each sys-
tem. The degree of support consists on the confidences
for a given input. The application of this combination is
adopted in the aim to deduct a better decision from multiple
opinions of different classifiers. Different methods of com-
bination was applied to handwriting recognition and have
shown better results than single classifiers [18]. Combina-
tion of multiple classifiers was used also in Arabic hand-
writing recognition [1, 2, 3, 12].

Many authors focused their works on the combination of
the on-line and the off-line systems. Two strategies are used
to combine these different sources of information. The first
one consists of combining them at the feature level. In [4]
a method to combine on-line and off-line features is pre-
sented. The two streams are synchronized before the step
of feature extraction. The second method of combination is
applied at the classifier level. The combination is based on
the outputs of the off-line and the on-line recognizers [17].
We can say that the combination here is a post-processing
step in the recognition process.

Hidden Markov Models (HMMs) [15] are statistical
models used in many tasks in pattern recognition and no-
tably in speech recognition. Arabic handwriting recognition
benefited from HMMs in the off-line systems and less in the
on-line ones [5]. Many advantages are offered by the use of
HMMs. We can cite the implicit segmentation of the Ara-
bic handwriting which could be very difficult in the explicit
case. The HMMs are also used for their resistance to noise.
The use of HMMs on any recognition task requires a tempo-
ral information of the input signal. For the use of the HMMs
in the off-line handwriting recognition, we generally use a
sliding window in the direction of the writing (right to left
in the Arabic language) to allow the segmentation and the
recognition.

Actually, the off-line systems in handwriting recognition
use only the spatial data. This problem can be solved by the
use of the temporal information of the writing. We present
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in this paper an off-line handwriting recognition system
based on the combination of multiple HMMs. These HMMs
are based on different features. The used features are cho-
sen from the state of the art in the domain. The basic idea is
to combine an on-line recognizer with off-line ones trying
so to overcome the limits of the off-line systems.

This paper is organized as follows. In section 2 the dif-
ferent features are briefly presented. In section 3 we present
the designed recognition system with the use of HTK fol-
lowed by the tests and results of this work in section 4. Fi-
nally, we present some conclusions and future works.

2. Feature Extraction

The step of the feature extraction prepares the data to
be used by a classifier. In our case, we use HMMs which
require a temporal information of the input data. This in-
formation is unavailable in images to be recognized, so we
have to generate it. We use the sliding window technique
as described in [16] for the extraction of the off-line fea-
tures. This window scans the input image from right to left
in the direction of the Arabic writing. The size of the win-
dow and the overlap between consecutive windows are sys-
tem parameters. The values of these parameters are chosen
after multiple tests. The technique of the sliding window
is presented in Figure 1. This technique of feature extrac-

Figure 1. Sliding window

tion is typically used in the HMM based systems for the
recognition of off-line text. The sliding window is used by
the systems with the higher accuracy in the ICDAR 2007
competition. We use this technique for the different off-line
features.

We use three off-line methods of feature extraction and
one on-line method. The choice of these features is based on
the study of the state of the art. The different features are
used successfully in different applications in handwriting
recognition.

2.1. Pixel Values (OFF-1)

The pixel values are used in [14] with the application
of a normalization method of the Arabic handwriting. We
retrieve these values from normalized images and apply to
them a Karhunen Loeve Transformation (KLT) to reduce
the number of features used by the system. We proceeded
to multiple tests with the variation of the size of the feature

vector from 27 to 150 values chosen from the initial vector
composed by 360 values. We concluded that the best results
are given by the use of 150 values. These features are com-
puted from a window with a size of 5 pixels and 3 pixels as
overlap between consecutive windows.

2.2. Densities and Moment Invariants
(OFF-2)

These features were used in [10] for the recognition of
handwritten digits. The density of black pixels is calculated
by a re-sampling procedure, the window is divided into cells
and the value of the density of black pixels of each cell is
used. The re-sampling procedure is presented in Figure 3.
The Moment Invariants of Hu [11] are calculated for each

Figure 2. Calculating densities by the re-
sampling procedure

window and concatenated with the density values. The fea-
ture vector is so composed of 92 values computed from an 8
pixel window width. An overlap is not used for these tests.

2.3. Pixel Distribution and Concavities
(OFF-3)

These features were used in [8] for the recognition of
Arabic handwritten words. We can say that these features
are the combination of two different strategies in the feature
extraction step. The pixel distribution features are consid-
ered as purely statistical features, but the concavities are
structural features. We use 16 features related to the pixels
distribution and 8 features representing the different possi-
bilities of concavities extracted from a sliding window with
a size of 8 pixels and without overlap.

2.4. On-line Features (ON-1)

In On-line handwriting recognition we can benefit from
the use of the spatio-temporal information in the feature
extraction step. The use of on-line features for off-line
handwriting recognition is possible since the availability of
methods for the recovery of the temporal information from
the off-line trace. We use the technique described in [9].
This technique allows to have the on-line trace of the writ-
ing given an image as input.

The used on-line features are introduced in [6]. We use
the extracted features to model the on-line handwriting on
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the basis of the beta-elliptic approach. After the transfor-
mation of the input image into a sequence of coordinates,
each part of word (PAW) is segmented into a sequence
of graphemes. After that, 21 features related to the beta-
elliptic modelling are extracted from the grapheme.

3. HTK based HMM Recognizer

The recognizer is based on the combination of multiple
HMMs and implemented using the HMM Toolkit. This sec-
tion contains a brief description of the HTK engine followed
by the presentation of the HMM architecture. Finally, we
present the used combination methods.

3.1. HTK Engine

After the feature extraction, the object is to run the
trained HMM recognizer. We have used the HMM Toolkit
(HTK) for the implementation of the system [19]. HTK is a
portable toolkit for HMM based recognizers. This toolkit
is developed initially for speech recognition. HTK sup-
ports multiple steps in the recognition process: data prepa-
ration (or feature extraction), training, recognition and post-
processing. The data preparation supports only the speech
data, so we do not use HTK for this step. For the other
steps, we can adapt HTK to support our data. A HTK sys-
tem have to be prepared for each feature extraction method.
The recognition process using the HTK engine is presented
in Figure 3. The features are used to train the HMM to

Figure 3. The recognition process in the HTK
engine

have the different models of the Arabic characters. The de-
coding allows the segmentation and the recognition of the
input words.

3.2. HMM Architecture

In this section, we present the designed HMM architec-
ture using the HTK engine presented in the previous sec-
tion. We use left to right discrete probability HMMs for the
modelling of Arabic characters. Basically, the Arabic lan-
guage contains 28 letters. However, in our system there are
more than 160 HMM models. This is due to the existence
of multiple shapes for the same letter and multiple ligatures
used by the writers.

There are two stages in the training process. The first
stage corresponds to the construction of the initial code-
book and the second one is the re-estimation of the HMM
parameters. We use a codebook with 256 entries for all the
features. We use the Baum-Welch re-estimation algorithm.

The statistical decoding is performed using the Viterbi
algorithm. We use the beam search to speed up the recogni-
tion. A dictionary is also used in the decoding. A quantiza-
tion of the feature vector using the constructed codebook is
required before the decoding process. As a result, we asso-
ciate for an input image a list including the most probable
labels and the corresponding confidences.

3.3. Classifiers Combination

We have presented in section 2 the different implemented
features. Each HMM is trained and optimized using one
of these feature extraction methods. The idea to combine
these different systems is based on the assumption that the
combination of multiple classifiers gives better results than
single ones. The combination of the on-line and the off-
line systems was successful for the previous works. We
test this combination using the method introduced in [7].
The combination is applied at the classifier level using the
confidences produced by the different systems. These con-
fidences are normalized before the combination of the sys-
tems decisions. After that, several combination schemes are
tested. These different schemes are based on logical rules
that are presented in what follows.

3.3.1 Weighted Majority Voting (WMv)

The idea of the majority voting is relatively simple, the re-
liability of a result is calculated on the basis of the number
of recognizers that decide it. The simple majority voting is
based only on the number of the recognizers and their rel-
ative decisions. This method does not put in evidence the
confidence of each classifier for its decision. The weighted
majority voting (WMv) allows the consideration of the con-
fidences in the combination. The equation 1 shows how to
calculate WMv for n systems.

WMv(xk) = max
Sl,1∈{S1,1,...,Sn,1}

(
∑

i

wi,1(xk)) (1)
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3.3.2 Borda (Bc)

The Borda combination method uses the ranking informa-
tion of the results (r-best results) provided by the different
classifiers to decide. It returns all the possible results in a
complete ranked list. The calculation of the Borda count
(Bc) is presented in the equation 2.

Bc(xk) = max
Sl,j ,wl,j

(

n∑
i=1

(r−rank(Si,j(xk), wi,j(xk))+1)) (2)

3.3.3 Rank Count (Rc)

The rank count method is based on the attribution of a cost
function ci for each classifier. To use this method we have
to define also a system confidence value as a rank function
for the different classifiers. The rank count is presented in
the equation 3.

Rc(xk) = max
Sl,j ,wl,j

(

n∑
i=1

(ai − ci(rank(Si,j(xk), wi,j(xk))))

(3)
As it was the case in [7], we use two forms of this method.
In the first one (Rc), the weight for each class is assigned
as output of the cost function ci. In the second one, the
output of the cost function ci is the product of the rank and
the weight of each word image xk (MRc: Modified Rank
Count). The classifier confidence ai is equal to zero in both
forms of the method.

4. Experimental results

4.1. Data

The IFN/ENIT database version 2.0 with patch level 1e
(v2.0p1e) [13] is used for the tests of the system. This
database contains 32492 images of Arabic handwritten
words (Tunisian town/village names). The database is di-
vided in 5 sets (a-e) with an equitable distribution in the
number of examples.

4.2. Tests setup

All the systems are trained and tested using the data de-
scribed in section 4.1. The codebook size is 256 for all the
systems. We use right to left discrete HMMs. A recapitu-
lation of the different parameters used in the tests are pre-
sented in Table 1.

4.3. Results

The training is performed using the sets a, b, c and d.
We test the system with the sets d and e with the respect

Table 1. Recapitulation of the systems param-
eters

System Feature vector size Number of states
OFF-1 150 5
OFF-2 92 3
OFF-3 24 3
ON-1 20 3

of the conditions of the ICDAR 2005 competition [13]. In
fact, we did not have the possibility to test the system with
same conditions of the ICDAR 2007 competition because of
the unavailability of the sets f and s. The recognition rates
for each system are given in Table 2. We can see that the

Table 2. Recognition rates in % correspond-
ing to the individual systems

Systems set d set e
Pixel values (OFF-1) 86.28 63.90

Densities + Moment invariants (OFF-2) 83.86 51.57
Pixel distribution + Concavities (OFF-3) 67.68 49.48

On-line Features (ON-1) 81.21 50.01

system OFF-1 has the best results for this test. However,
the system OFF-3 has not shown good results in spite of the
good accuracy of the original system presented in [8]. This
fact can be explained by the difference between the original
system and this one in the HMM architecture and the system
design.

Each system gives its r-best results for all the input im-
ages with the corresponding confidences. After that, These
results are used to apply the different methods of combina-
tion as described in section 3.3. The results of the combi-
nation of the systems are presented in Table 3 and Table 4
respectively for sets d and e.

Table 3. Recognition rates in % correspond-
ing to the combination methods for the set d

Systems OR WMv Bc Rc MRc

Best 2 systems 94.94 87.75 91.54 93.20 92.75
Best 3 systems 97.62 93.13 95.93 96.11 96.78

4 systems 98.00 94.34 95.92 95.90 96.97

The use of the operator OR presents the perfect com-
bination scheme that can be reached with these systems
knowing the ground truth information. As we can see, the
MRc method gives the best results with a recognition rate
of 96.97% for the set d and 81.93% for the set e. This result
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Table 4. Recognition rates in % correspond-
ing to the combination methods for the set e

Systems OR WMv Bc Rc MRc

Best 2 systems 76.83 64.86 69.04 70.20 70.38
Best 3 systems 84.19 71.03 76.30 74.99 77.62

4 systems 87.57 75.20 80.72 78.37 81.93

allows to exceed the best results found in the ICDAR 2005
competition which was 75.93% for the test set. The combi-
nation of all the off-line systems gives only the recognition
rate of 76.96%. These results show that the combination
of the on-line and the off-line systems is beneficial for the
progress of Arabic handwriting recognition.

5. Conclusions and future works

In this paper, we present an off-line handwriting recog-
nition system based on the combination of multiple HMMs.
The different HMMs are based on on-line and off-line fea-
tures. We demonstrate that the combination of an on-line
system with off-line ones gives better results than the com-
bination of multiple off-line recognizers. The combination
is applied at the classifier level using the confidence scores.
The combination of the on-line and the off-line systems can
be also applied at the feature level, but we have to synchro-
nize these different sources of information.
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