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Abstract. In this paper we present a novel two-stage method to realize
a lightweight but very capable hardware implementation of a Learning
Classifier System for on-chip learning. Learning Classifier Systems (LCS)
allow taking good run-time decisions, but current hardware implemen-
tations are either large or have limited learning capabilities.

In this work, we combine the capabilities of a software-based LCS, the
XCS, with a lightweight hardware implementation, the LCT, retaining the
benefits of both. We compare our method with other LCS implementa-
tions using the multiplexer problem and evaluate it with two chip-related
problems, run-time task allocation and SoC component parameterization.
In all three problem sets, we find that the learning and self-adaptation ca-
pabilities are comparable to a full-fledged system, but with the added ben-
efits of a lightweight hardware implementation, namely small area size and
quick response time. Given our work, autonomous chips based on Learning
Classifier Systems become feasible.

Keywords: System-on-Chip, Learning Classifier System, XCS.

1 Introduction

As the number of functions integrated in a single chip increases, the complexity
of a chip grows significantly. Furthermore, increasing transistor variability [4,6],
process variation [1], and degradation effects [18] make it increasingly difficult
to ensure the reliability of the chip [16]. The International Technology Roadmap
for Semiconductors (ITRS) [13] estimates that until 2015, up to 70% of a chip’s
design must be reused to keep up with the increasing complexity.

Autonomic System-on-Chip (ASoC) [15] add a logical, autonomic layer to con-
temporary SoCs that helps the designer to manage the complexity and reliability
issues: decisions that are hard to take at design time because many parameters
are uncertain, can be taken at run time by the autonomic layer. Learning Clas-
sifier Systems (LCS) have been shown to be able to take the right run-time
decisions [3,2] and even adapt to events that due to the chip complexity have
not been foreseen at design time. LCS use a genetic algorithm and reinforcement
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learning to evolve a set of rules, the interaction of which propose a preferably
optimal action to any situation the chip may encounter. Although LCS allow
very capable systems for autonomous run-time decisions and self-adaptation,
current hardware implementations either require large portions of the chip [5],
increasing total chip costs, or have limited learning capabilities [24].

In this paper, we present a novel two-stage method to realize an on-chip Learn-
ing Classifier System (LCS) that is small, takes the good run-time decisions, and
can adapt to unexpected events. In the first stage at design time, we learn a rule
set in software using a particular LCS, the XCS [23]. In the second stage, we
use the rule set to initialize the lightweight LCS hardware implementation LCT
[24]. The idea is that the XCS learns just enough rules so that the LCT can
adapt to the actual manifestation and conditions of a particular chip and even
to unexpected events, albeit in a limited way.

We first compare our method to other LCS implementations using the mul-
tiplexer problem, a traditional testbed for LCS [23], and then apply it to two
chip-related problems, namely task-allocation and SoC component parameteri-
zation. We show that the LCT can adequately learn and still react to unexpected
events. To the best of our knowledge, this is the first study of a lightweight but
still capable hardware implementation of an LCS. We think that our work makes
using LCS to control chips conceivable.

This work is structured as follows. Section 2 gives an overview of related work.
Section 3 introduces the XCS and the hardware implementation LCT. Section 4
describes our proposed method. Section 5 presents the three benchmarks mul-
tiplexer, task-allocation and SoC component parameterization that we use to
assess our method. Section 6 shows the results of our assessment and Section 7
concludes this paper.

2 Related Work

Learning Classifier Systems were originally introduced in [12]. The XCS was first
presented in [21] and later refined in [23]. The XCS has been used in a large range
of learning and classification problems, including controlling a robotic mouse
[10], a system-on-chip (SoC) [3], the lights of a traffic junction [17], and for
finding suitable partitions in hardware-software codesign [11]. A first hardware
implementation of an XCS has been presented in [5], named XCSi, which uses
fixed-point arithmetic. The implementation shows good learning rates of the
XCSi, but is quite large. In [24], the authors present an optimized hardware
implementation of an LCS, called the Learning Classifier Table (LCT), which
is small but has no mechanism to create new classifiers. Using a hand-crafted
initial rule set, the authors show that the LCT can adjust the frequency of a
SoC according to a given objective function.

The most popular machine learning algorithms for which hardware imple-
mentations exist are neural networks [19,9] and, more recently, support vector
machines [14]. Along with the fact that for these systems, “the actual rules im-
plemented [are] not apparent” [19], their implementations are about five times
as large as the LCT [14].
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3 XCS and LCT

We briefly describe the XCS and LCT and refer to [22,23,7,24] for further details.
The XCS learns a minimal set of classifiers (or rules) the interaction of which,

in the ideal case, provide an optimal response (called action) for a given situation.
The learning is based on a genetic algorithm and reinforcement learning. Each
classifier (or rule) consists of a condition, an action, a reward prediction, the
reward prediction accuracy, and some other house keeping values. The condition
is a string of bits (‘0’, ‘1’, and the don’t-care symbol ‘#’). At each learning
step, the XCS matches the input signal with the condition of each classifier and
notes the actions and accuracy-weighted reward predictions that each classifier
proposes. The XCS then selects an action to apply: in the exploit mode, it
chooses the action that promises the highest reward, while in the explore mode,
it chooses a random action to find new alternatives. After the action has been
applied, the XCS receives a reward depending on the new state and updates its
reward predictions and classifier set accordingly. After some number of iterations,
the genetic algorithm repeatedly creates new, possibly better suited rules.

The LCT consists of a memory, which holds a fixed number of classifiers, and
hardware-based mechanisms for action lookup and fitness update. There is no
mechanism to generate new classifiers. The classifiers in the LCT consist only
of a condition, an action and a fitness, similar to the fitness in the strength-
based ZCS [20]. To realize the don’t-care bits, the LCT first logically ANDs the
monitor signal with a mask before comparing it with the bit value. The LCT
selects the action of a matching classifier randomly according to the classifier’s
relative fitness (roulette-wheel selection) using weighted reservoir sampling to
ensure a fixed lookup time. After receiving the reward for a previously applied
action, the LCT distributes the reward r to the classifiers of the action set and
updates the fitness f according to f ← βr + (1 − β)f with the learning rate
0 ≤ β ≤ 1.

4 Methodology

One major trade-off of hardware-based machine learning lies between the learn-
ing capabilities of the implementation and the allotted hardware resources: the
system is either very capable but requires a lot of resources or it requires lit-
tle resources but is less capable. We address this problem with the following
two-stage approach:

1. At design time, the software-based XCS learns a (preferably optimal) set of
rules to solve a given problem.

2. We translate the XCS rules with our xcs2lct too into a form that is suitable
for the LCT. Initialized with these rules, the hardware-based LCT continues
to learn at run time.

With this setup, we can use all the resources that are available to a capa-
ble software implementation (the XCS) and use the acquired knowledge in a
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lightweight hardware implementation (the LCT). The idea is that the XCS learns
a rule set that allows the LCT to adapt to the actual manifestation and con-
ditions of a particular chip and even to unexpected event, despite its limited
learning capabilities.

As the chip area that is necessary to store the classifiers in memory constitutes
the largest part of the LCT, we would like to minimize the number of necessary
classifiers to keep the chip area requirement small. We therefore consider trans-
lating both all XCS rules to corresponding LCT rules (all-XCS translation) and
only the top performing rules (top-XCS translation). The xcs2lct translates the
rules according to the following algorithm, which ensures that the XCS and the
LCT classifiers match the same input values:
foreach b ← xcs-rule[i] do

if b == ’#’ then lct-rule[i].(mask,bit) ← (’0’, ’0’);
else lct-rule[i].(mask,bit) ← (’1’, b);

To compare our method with the base performance of the LCT, we also con-
sider two more ways to generate LCT rules, full-constant and full-reverse. Both
translations provide all possible LCT rules, that is, a complete condition-action
table1 as there is no known method to generate an appropriate rule table for the
LCT. The full-constant translation initializes the rule fitness to half the maxi-
mum reward (500) and, as it is independent of the XCS rules, represents the
bottom line of LCT’s own learning capabilities. The full-reverse translation sets
the rule fitness to the highest predicted reward of all matching XCS rules, or
zero, if no XCS rule matches, and represents the combined learning capability
of the LCT and the XCS.

The original action selection strategy for the LCT is roulette-wheel, which se-
lects actions randomly according to the relative predicted reward of the matching
classifiers, similar to the explore mode of the XCS. Additionally, we also consider
the winner-takes-all strategy, which selects the action whose matching classifiers
predict the highest reward, similar to the exploit mode of the XCS. However,
unlike in the XCS, in the LCT the accuracy of the prediction does not influence
the action selection.

While the XCS is usually configured to alternate between the explore and
exploit mode, in our experiments the LCT uses only one of either strategies. We
leave the analysis of alternating strategies in the LCT as future work.

5 Experimental Setup

We use three problem types to assess our method: multiplexer [21], task al-
location [2], and SoC component parameterization. Additionally, we define an
unexpected event for each problem type to explore LCT’s learning ability. As the
XCS has already been shown to be able to solve these problem types and adapt
to unexpected chip events [2], in this work we concentrate on the performance
of the LCT.
1 Of course, the memory requirements of the classifiers generated with full-* grow

exponentially with the problem size. We use them only for comparison.
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The multiplexer problem is a typical LCS benchmark [23]. The n-multiplexer-
problem is defined over binary strings of length n = k + 2k. The first k bits
index a bit in the remaining bits. The correct action for the LCS is the value
of the indexed bit. For example, in the 6-multiplexer problem, m6(011101) = 0
and m6(100100) = 1. We define the inversed multiplexer as the unexpected
event for the multiplexer, that is, the LCS is supposed to return the inversed
value of the indexed bit. For example, in the inversed 6-multiplexer problem,
m6(011101) = 1 − m6(011101) = 1. We use the same XCS parameters as the
full-fledged FPGA implementation of XCS presented in [5] to have comparable
results: α = 0.1, β = 0.2, δ = 0.1, ε0 = 10 (which is 1% of the maximum reward),
ν = 5, θGA = 25, χGA = 0.8, μGA = 0.04, P# = 0.3; GA subsumption is on with
θGAsub = 20, while action set subsumption is off. We do not use generalization
or niche mutation. The reported results are averages over 20 runs.

The task-allocation problem has been first introduced in [2] and is motivated
by the advent of multi-core systems, where tasks can be run on several cores si-
multaneously to increase overall reliability. In the (L, i)-task-allocation problem,
the LCS must allocate i available tasks on L ≥ i cores, some of which are known
to be occupied and thus not available. The system input is a binary string of
length L, where each bit represents the occupation of a particular core. There is
one action for each possible allocation plus a special action that indicates that no
allocation is possible (e.g., when all cores are already occupied), totaling

(
L
i

)
+1

possible actions. An action is valid and returns the maximum reward if the cor-
responding allocation only allocates available cores; otherwise the reward is zero.
The unexpected event for the task-allocation problem is the unmonitored failure
of a core: although reported as available, the core cannot be occupied, and an
allocation of that core returns zero reward. For the task-allocation problem, we
use the XCS parameters from [2] to have comparable results, which differ from
the multiplexer settings only in the following parameters: α = 1, θGA = 250,
χGA = 0.1, μGA = 0.1, P# = 0.4; GA subsumption is off. The reported results
are averages over 5 runs, due to the longer simulation time for the many problem
instances.

The SoC component parameterization problem demonstrates the ability of
LCS to dynamically parameterize a system-on-chip at run time, similar to [3].
The system consists of a processing core that is subject to random load fluc-
tuations. As the load changes, the LCS is responsible for setting the operating
frequency of the core as low as possible (i.e., maintaining as high a utilization
as possible), while ensuring that the core can keep up with the workload. The
monitor input consists of the core’s current frequency as well as its utilization.
There are five possible actions: four actions to increase or decrease the core’s
operating frequency by 10 or 20 MHz over a range from 50 to 200 MHz, and
one action to keep the core’s frequency unchanged. The reward for each action
is calculated by comparing the value of a system-wide objective function before
and after the action is applied. The objective function indicates how far from
the designer-specified optimum of high utilization and low error rate the system
is currently operating and is defined as fobj = (100%− utilization) + error rate,
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where a low value indicates that the system is operating near its optimum. A
base reward of half the maximum reward (500) is given when the objective func-
tion returns the same value before and after the action is carried out. This is the
lowest possible reward without actively worsening the system’s operating state.
The unexpected event for the component parameterization problem is a man-
ufacturing defect that causes critical timing errors for operating frequencies in
excess of 100 MHz. As a result, increasing the frequency above 100 MHz causes
the core to cease functioning, resulting in wasted cycles for error correction and
providing lower rewards to the LCS. With timing errors, the LCT must therefore
learn to cap the frequency at 100 MHz, even when the workload would warrant
higher operating frequencies. We use the same XCS parameters as for the task-
allocation problem, except for α = 0.8 and P# = 0.1. The reported results are
averages over 100 runs.

We use the implementation of the XCS in the programming language C as
described in [8] as the software version of XCS. We use a SystemC-based sim-
ulation model of the LCT hardware implementation described in [24], with the
additional winner-takes-all strategy described in Section 4.

We compare the performance of the LCT that has been instructed using our
method with the base performance of the LCT, the performance of the full-
fledged hardware implementation of the XCS presented by [5], the performance
of the XCS reported in [2], and the performance of the software version of the
XCS. We also check whether the LCT retains the capability of LCS to adapt to
unexpected events.

6 Results

In this section we present the results on the three problem types multiplexer,
task-allocation, and SoC component parameterization mentioned previously.

6.1 Multiplexer

Figure 1 shows the correctness rate (x-axis) and population size (y-axis) for
the 6-, 11-, 20-, and 37-multiplexer problem for all eight possible combinations
of translations and action selection strategies for the LCT. Note that the x-
axis starts at 70% correctness rate and that the scales of the y-axes differ. The
top-XCS translation uses only classifiers that predict the maximum reward with
perfect accuracy. As we aim for a small but correct LCS, in each graph lower right
is better. The figures show that in the new winner-takes-all (WTA) strategy (solid
symbols), the LCT solves the multiplexer problem perfectly , while in the original
roulette-wheel (RW) strategy (empty symbols), it solves only between 80% and
97% of the problem instances. With the winner-takes-all strategy, the LCT shows
the same results as the full-fledged XCS implementation presented in [5]. The
figure also shows that the population size of the all-XCS translation (square
symbol) is about three times the population size of the top-XCS translation
(upwards triangle symbol) for all multiplexer problems. As the population sizes
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Fig. 1. Performance in the multiplexer problem. Clockwise from upper left: 6-, 11-,
20-, and 37-multiplexer. Within each graph, lower right is better. Note that the y-axes
differ in scale. Error bars are standard deviations σ in the respective dimension.

for the full-* translations rise exponentially, we excluded them from the 20- and
37-multiplexer problem.

All LCT configurations were able to perfectly adapt to the unexpected event
of the inversed multiplexer problem (not depicted), given a rule base that the
XCS has learned for the (regular, non-inversed) multiplexer problem. However,
the LCT can only adapt to the inversed multiplexer problem, if the XCS was
able to solve the multiplexer problem sufficiently well (e.g., because XCS’ learn-
ing process was terminated prematurely). Otherwise, even if the XCS shows a
correctness rate of 100%, not all LCT configurations can adapt to the inversed
multiplexer. Figure 2 illustrates the case for m11. While the configurations all-
XCS and full-const solve 80%-100% of the inversed multiplexer problem, the top-
XCS and full-rev solve no more than 30%. The correctness rate did not change
further until 1 million steps. We assume that the prematurely terminated XCS
contains too many high-rewarding rules that are falsely marked as accurate be-
cause they were trained on only few problem instances, disturbing the results of
the top-XCS and full-rev translations.

From the results in the multiplexer problem, we conclude that with the all-
XCS translation the LCT shows both a high correctness rate and retains the
capability to adapt to unexpected events. When using the full-const translation,
we find similar results. Combining XCS’ knowledge and LCT’s own learning
capabilities in the full-rev translation leads to an LCT whose capability to adapt
to unforeseen events is very sensitive to the quality of the XCS rules. Similar is
true when using only the top performing XCS rules with the top-XCS translation.
As for more real-world problem types the XCS cannot always learn perfectly, we
will concentrate on the all-XCS translation in the following experiments.
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Fig. 3. Rate RLCT of valid task alloca-
tions in the LCT and RXCS for compari-
son. σ < 11% or better for any setting.

6.2 Task Allocation

Figure 3 shows the rate RLCT of valid task allocations of the LCT for the (L, i)-
task-allocation-problems, 1 ≤ i < L ≤ 10, and RXCS for comparison. The x-axis
shows the problem instances and the y-axis shows run-time RLCT and design-
time RXCS. From the figure we note that the LCT uses rule bases for which the
XCS correctly allocates more than 90% of the problem instances for L < 9 and
more than 80% for 9 ≤ L ≤ 10, comparable to what has been reported in [2]. We
find that the LCT using the winner-takes-all strategy (WTA) has very similar
rates to the XCS, with a larger difference only for L = 10. Using the roulette-
wheel strategy (RW), the LCT finds valid allocations considerably less often; in
particular for 1 < i < L−1, RLCT drops as low as 22%. The reduced performance
in the (10, 5) and (10, 6) problem instances concurs with the findings in [2] that
these two problem instances are the most difficult for the XCS.

To test LCT’s ability to adapt to unexpected events, we initialize the LCT with
the all-XCS-translated XCS rules and let the cores fail randomly every 5 000 steps.
Note that there is no further rule sharing between the XCS and the LCT besides
the initialization of the LCT; we depict the XCS solely for comparison purposes.

Figure 4 shows RLCT and RXCS after the first (left half) and the second
(right half) randomly chosen cores have failed. Note that the diagram shows
fewer problem instances for the second core failure, as not every instance allows
the failure of two cores (e.g., when allocating three tasks out on four cores, the
failure of two cores turns the problem unsolvable). We find that the rate of
valid task allocations of the LCT increases slightly, on average by about 1%-
point (maximum 10%-points) after the first core has failed and an additional
1%-point (maximum 11%-points) after the second core has failed. Compared to
the rates before any core has failed, we find an increase of about 2%-points on
average (maximum 17%-points). The increase is of about the same amount for
any employed action selection strategy, with the roulette-wheel strategy showing
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Fig. 4. RLCT after one or two randomly chosen cores have failed, and RXCS for com-
parison. After one core has failed, σ < 7%; after two cores have failed, σ < 5%.

a greater variance (not depicted). The results show approximately the same
increase that the XCS would show. As reported in [2], the valid task-allocation
rate generally increases after a core fails because the probability that the action
“no valid allocation possible” is correct increases.

Summarizing, we find that when using the winner-takes-all action selection
strategy, the LCT shows rates of valid task allocations which are comparable
to what we find in the XCS and to what has been reported in [2]. The LCT
also retains the capability to adapt to the unexpected failure of two cores, as
previously shown for the XCS in [2]. The roulette-wheel strategy, however, shows
high rates of valid task allocations only for some border cases.

6.3 Component Parameterization

Figure 5 shows the reward returned to the LCS in the SoC component pa-
rameterization problem before (left) and after (right) the unexpected event of
malfunctioning in the core, with 1000 being the maximum reward. The figure
shows the results for the first 3000 steps to clearly show the reward’s trend over
time. We find that the less explorative winner-takes-all strategy (WTA, dashed
line) receives the highest reward among the LCT configurations, with the all-XCS
translation (square) being on top. While on average the roulette-wheel strategy
(RW, solid line with symbols) never actively degrades performance, it is unable
to achieve even the level of performance that a static, non-learning winner-takes-
all strategy (cross on dashed line) achieves given the XCS-generated rule set as
a starting point. The more explorative roulette-wheel strategy is also unable
to show a significantly improved learning behavior, clearly making the winner-
takes-all strategy a better choice for this problem.

As expected, the initial average reward when using the full-const translation
(triangle) is 500, indicating that an equal number of rules benefit and harm
the system. Even though the winner-takes-all strategy is quickly able to achieve
higher rewards, it is not able to achieve the same level of reward as a system
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Fig. 5. Reward averaged over 100 runs for component parameterization with fully
functional (left) and defective (right) component. After stabilization, σ < 20. Learning
rate of XCS used to generate LCTs’ initial rule set included for comparison.

initialized with a design-time generated rule set (all-XCS, square). The roulette-
wheel strategy is only able to attain a very slight improvement to its average
reward.

Comparing the final reward of the design-time XCS (solid line with no sym-
bols) with the initial rewards of the run-time LCT using all-XCS translation
shows a surprising discrepancy. Although the LCT uses the rules learned by
the design-time XCS, we find a severe drop in the initial reward (from ∼840
to ∼650). We presume that this is because the LCT does not incorporate the
complete functionality of the XCS. For example, the LCT cannot sufficiently
represent XCS rules with high accuracy but low prediction, as the LCT does
not store accuracy. Thus, the LCT must initially re-learn portions of the de-
sign space. Fortunately, the LCT is able to perform this initial re-learning fairly
quickly within the first 500 steps.

Figure 5 shows the results of the component parameterization problem with
the unexpected event as explained in Section 5. The results are very similar
to those of the non-defective system, except that the average reward achieved
by the system is somewhat lower than before. In fact, the starting rewards of
less than 500 for the roulette-wheel strategy (solid line) indicate that, initially, a
majority of actions are taken that disadvantage the system. As before, the learn-
ing capabilities of the LCT quickly achieve an increase in the average reward.
However, the fact that any frequency above 100 MHz results in timing errors
prevents the system from adapting to heavier load scenarios, forcing the system
to operate at a lower degree of optimality and generally reducing the achievable
maximum rewards.

In summary, we find that the LCT using the winner-takes-all action selection
strategy and the all-XCS translation is capable to solve the SoC component
parameterization problem, even in the event of a unexpected manufacturing
defect.
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7 Conclusions

In this paper, we have presented a two-stage method that combines the capa-
bility of the software-based XCS with the area efficiency of the LCS hardware
implementation LCT. In the first stage at design time, the XCS initially learns a
set of classifiers based on a software simulation of a given problem. In the second
stage, we translate the classifiers into rules that are suitable for the LCT and
apply the LCT to the same problem at run time.

We showed that with our newly introduced winner-takes-all action selection
strategy for the LCT, the LCT can solve the multiplexer, the task-allocation and
the SoC component parameterization problem, if we initialize it with all rules
that the XCS has learned (all-XCS). In addition, the LCT retains the capability to
adapt to the unexpected events of the problems, which includes the unexpected
failure of two cores and the manufacturing defect of a core. We also found that
the performance of the LCT is less sensitive to the performance of the XCS when
using the all-XCS translation.

In summary, the results show that our proposed method allows a small and
lightweight yet very capable hardware implementation of an LCS, with which
the autonomic control of chips using LCS becomes feasible.

In future work, we will investigate alternating between roulette-wheel and
winner-takes-all action selection for quicker adaptation to unexpected events
in the LCT. We will also examine ways to reflect XCS’s knowledge of reward
prediction accuracy in the reward of the generated LCT rules, avoiding the
initial drop in returned reward, and we will look for a trade-off between the
good performance of all-XCS and the smaller classifier set of top-XCS.
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