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Dharma-wardana et al. [M. W. C. Dharma-wardana et al., Phys. Rev. E 96, 053206 (2017)]
recently calculated dynamic electrical conductivities for warm dense matter as well as for nonequi-
librium two-temperature states termed "ultrafast matter" (UFM) [M. W. C. Dharma-wardana,
Phys. Rev. E 93, 063205 (2016)]. In this comment we present two evident reasons, why these UFM
calculations are neither suited to calculate dynamic conductivities nor x-ray Thomson scattering
spectra in isochorically heated warm dense aluminum. First, the ion-ion structure factor, a major
input into the conductivity and scattering spectra calculations, deviates strongly from that of iso-
chorically heated aluminum. Second, the dynamic conductivity does not show a non-Drude behavior
which is an essential prerequisite for a correct description of the absorption behavior in aluminum.
Additionally, we clarify misinterpretations by Dharma-wardana et al. concerning the conductivity
measurements of Gathers [G. R. Gathers, Int. J. Thermophys. 4, 209 (1983)].

Recently, Dharma-wardana [1] and Dharma-wardana
et al. [2] (both referred to as DWD in what follows) ar-
gued that the neutral pseudoatom (NPA) model can be
applied to study matter isochorically heated by intense
x-ray radiation to two-temperature states in strong non-
equilibrium (ultra-fast matter: UFM). As a consequence
a very low conductivity has been predicted to interpret
the experiment [3]. Simultaneously, severe criticism was
raised against two of our own studies on x-ray Thomson
scattering (XRTS) spectra measured with the Linac Co-
herent Light Source (LCLS) [3] and their interpretation
using state-of-the-art DFT-MD simulations [4]. Further-
more, our interpretation of electrical conductivity data
σ from isobaric heating experiments of Gathers [5] has
been questioned.

In this comment we address the criticism of DWD
point by point [labeled (i) to (viii)] and show that the
NPA model of DWD is not suited to describe the warm
dense matter (WDM) regime, none of the points raised
against our DFT-MD results are valid, and that our in-
terpretation of the Gathers data [5], which are used to
benchmark DFT-MD and NPA results, is correct.

Different approaches are known to calculate the dc con-
ductivity σ in the WDM region. A general version of the
Ziman formula used by DWD reads (Ref. [1], Eq. (3),
and Ref. [6], Eqs. (2.1) and (2.9))

1

σ
=

~
3πZe2ne

∫ ∞
0

dε [−f ′(ε)]
∫ 2k

0

dq q3 Sii(q) Σ(q, k) , (1)

where f ′(ε) denotes the derivative of the Fermi function
with respect to ε = ~2k2/(2m), ne the electron density, Z
the average ion charge, Sii(q) the ion-ion structure factor,
and Σ(q, k) the scattering cross section of electrons by the

ions. In Born approximation where the scattering cross
section is replaced by |Uei(q)/ε(q)|2, the familiar form of
the Ziman formula (Ref. [2], Eq. (A14)) is obtained.

(i) For an appropriate pseudopotential formfactor
(Ashcroft pseudopotential) and a "spherically averaged
S(q) taken as a frozen fluid, say, at 0.06 eV" [1],
the Ziman approach results in a conductivity of about
1× 106 S/m [1, 2]. Both the weak-scattering approxima-
tion calculation (using the NPA pseudopotential) and a
strong-scattering calculation (from the NPA phase shifts)
for σ shown in Fig. 3 of Ref. [1] are significantly below
the conductivity values of aluminum in the liquid state
and, even more, in the solid state. DWD [1] argued that
"this supports the picture where the WDM aluminum in
the experiment is better modeled as a 2T UFM system".
Note, that the expt. spectra [3] do not necessarily lead
to this low conductivity value of about 1× 106 S/m [7].
Sii(k) of isochorically heated aluminum has been de-

termined in two experiments at the LCLS. Sperling et
al. have measured XRTS spectra [3] in the seeded beam
mode using a 10 µm focal spot size. With a normaliza-
tion to the free electron density (Zf = 3) of the inelastic
scattering contribution the ion feature was determined,
see Fig. 3 in [4]. Neumayer et al. have measured XRTS
spectra [8] with a LCLS focal spot width of 50 µm in the
SASE beam mode. Measurements were taken for scatter-
ing angles from 5◦ to 80◦ (k = 0.35 Å−1 to k = 5.2 Å−1)
and at 150◦ (k = 7.8 Å−1) in back scattering geometry.
The calibration of the CCD camera was done by the free
electron density in the inelastic scattering signal.

Qualitative agreement between the measured Sii(k)
[3, 8] and the DFT-MD simulations is demonstrated in
Fig. 1. The intensity of the diffuse background between
the Laue diffraction peaks is sensitive to the ion temper-
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FIG. 1. Sii(k) of aluminum measured at LCLS by Sperling
et al. [3] (red squares) and Neumayer et al. [8] (blue circles)
within ultra-short 25-50 fs pulses in comparison with predic-
tions of DWD [1] and DFT-MD.

ature [4]. The long wavelength limit of Sii(k) in isochori-
cally heated aluminum is consistent with the bulk modu-
lus 75.18 GPa of solid aluminum (magenta box) [9]. The
lattice-like signatures (blue open circles [8]), consistent
with the data from Fig. 4 of Ref. [10] cannot be described
by the assumption of a liquid-like structure, see Fig. 1(b)
in [1]. As the Sii(k) used by DWD differs strongly from
the experiments, the quality of the conductivity accord-
ing to Eq. (1) is questionable.

(ii) Furthermore, DWD [2] claim, "The excellent ac-
cord between our XRTS calculation and that of Witte
et al. establishes that our S(k), electron charge distri-
butions, and potentials Uei(k) and Vii(k) are fully con-
sistent with the structure data and electronic properties
coming from DFT-MD simulations." This statement is
invalid as shown above. In addition to the missing diffrac-
tion peaks, the UFM calculations overestimate the ion
feature in forward direction. For instance, Sii(k) from
DWD at k = 1.5 Å−1 is more than a factor of two
larger than the expt. data and the DFT-MD calcula-
tions, see Fig. 1. Another example can be taken from
Fig. 3 of [4]. The ion feature at k = 1.27 Å−1 was mea-
sured to be |N(k)|2S(k) = 1.36 which is equivalent to
Sii(k = 1.27 Å−1) = 0.01 using N(k = 1.27 Å−1) = 11.5
from e.g. [11–13] or DFT-MD. Thus, the elastic scatter-
ing as obtained by DWD in UFM at k = 1.27 Å−1 is
off by more than a factor of three compared to the ex-
periments. We conclude that the UFM conductivity as
calculated in [1, 2] are not reliable in this regime because
the ion-ion structure factor is in disagreement with the
expt. data [3, 8].

For the Ziman formula which can be derived from
the autocorrelation function of stochastic forces, see [14],
questions regarding Z or the electron-electron interac-
tions [15] arise. With respect to the electron-ion inter-
action, the factorization in the formfactor and the ionic
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FIG. 2. (a): real part of σ in warm dense aluminum at
ρ=2.7 g/cm3. The UFM-NPA model [1] does not capture
non-Drude behavior in contrast to DFT-MD [4] or AA [20, 21].
(b): absorption coefficient shows non-Drude behavior in the
dielectric function (compare Birken et al. [22], Gullikson et
al. [17], Scott et al. [23]) appearing slightly above the plasma
frequency, ωpl = 15.8 eV (Fig. taken from [7]).

structure factor (1) is exact only in Born approximation.
For stronger interactions, DWD used the approximation
of strong but isolated scatterers where the electron-ion
formfactor is replaced by the differential scattering cross
section, see Eq. (1). This factorization is not strictly
valid, and one has to take into account the scattering of
electrons by the whole ion subsystem as expressed by the
corresponding multiple-scattering T matrix. It is obvi-
ous from Fig. 1, that Eq. (1) for the Ziman formula as
used by DWD [1, 2] is not applicable for Sii(k) showing
Laue diffraction peaks. Instead, the appropriate choice of
single-particle states is inherent in the Kubo-Greenwood
approach, which allows for the calculation of the conduc-
tivity without assuming ionization degrees, independent
scattering centers, and avoiding perturbation approaches
which are not justified in the limit of strong interactions.
The conclusion of Ref. [1] that "the NPA phase-shift ap-
proach seems to be practically the only method currently
available for including strong electron-ion collision effects
in a reliable way" is certainly exaggerated.

(iii) To describe the XRTS spectra in isochorically
heated aluminum DWD calculate the dynamic conduc-
tivity without considering its well-known non-Drude be-
havior which is reflected in the imaginary part of the
dielectric function ε(ω), in the real part of the absorp-
tion coefficient α(ω), or in the real part of the dynamic
conductivity σ(ω). Clear expt. evidence for this behavior
is available [16, 17] which manifests in the appearance of
a Cooper minimum [18, 19].

The plasmon shape of isochorically heated aluminum
was measured at the LCLS [3, 4]. The maximum position



3

of the plasmon in the XRTS spectrum (see Fig. 4 in [1])
is located at frequency shifts of ∼ 20 eV. In Fig. 2(a) we
show that σ(ω) of the UFM model [1, 2] deviates at this
frequency shift by a factor of about 5-10 from DFT or the
average atom (AA) model [21]. This discrepancy is due
to the lack of a non-Drude behavior in the UFM model.
Thus, we have strong concerns that the interpretation of
XRTS spectra for isochorically heated aluminum as done
by DWD [1, 2] is correct. In Fig. 2(b) the expt. evidence
for a non-Drude behavior is shown from the absorption
coefficient (taken from [7]). We recognize, that DWD
calculates the conductivity in a system with "cold" ions
(2T), but we do not find any discussion why the non-
Drude character should disappear in an even more struc-
tured system. Obviously, the NPA method is not capable
of calculating this feature, even in equilibrium.

(iv) Notice that DWD misread the conductivity pub-
lished by Sperling et al. [3], compare the real part of
σ(ω) in Fig. 5 of [1] to the original data in [3] (inset of
Fig. 3(b)). In Fig. 5 of [1] the conductivity ratio for fre-
quencies at 0.5 ωpl and 2 ωpl is obviously

σ(0.5ωpl)
σ(2.0ωpl)

> 103

while the original data in [3] clearly yield σ(0.5ωpl)
σ(2.0ωpl)

< 102.
Consequently, the corresponding discussion of σ(ω) by
DWD is flawed.

(v) In Fig. 3(a) we show that the NPA [2] differs
strongly from the DFT-MD simulations [7] and the AA
models [24, 25]: it does not reproduce the non-Drude
behavior for σ(ω) in aluminum caused by the shape of
the orbitals within the partially free states around the
Fermi energy, while AA models and DFT capture this
important feature [7]; thus we also reject the criticism
on AA in subsection 3 of the appendix of Ref. [2]. Ad-
ditionally, the strong deviations from other calculations
and an experiment [26] for temperatures of T ≥ 10 eV,
where a local maximum instead of a minimum at about
25 eV occurs, might be caused by an overestimated ion-
ization degree with increased temperature entering the
NPA. Therefore, we consider the dc conductivities of the
NPA method as questionable.

(vi) It is important to point out a misinterpretation of
the conductivities measured by Gathers [5] for liquid alu-
minum in Ref. [2], where it reads: "Gathers’ tabulation
and the several resistivities given are indeed a bit con-
fusing". In Fig. 3(b) we plot the data of column 4 and
column 5 of table II from Gathers [5]. DWD interprets
column 4 as the expt. measurement of isobarically heated
aluminum. We give two reasons why only column 5 rep-
resents the isobaric measurement and why the numbers
given in column 4 are rather crude estimates towards the
isochoric liquid aluminum conductivity.

First, we compare with the review paper of Desai et
al. [28] who reviewed 191 conductivity data sets avail-
able at that time (1984). In the liquid metal regime,
they report only the isobaric conductivity as shown in
Fig. 3(b). This data is consistent with column 5 of ta-
ble II in Gathers [5] and deviates from NPA [2].

Second, it is straightforward to understand the scaling
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FIG. 3. (a): dc conductivity from DFT-MD simulations [7],
the AA model [24, 25] and a mean field calculation [27] com-
pared to the NPA of DWD [2] and expt. results of Milchberg et
al. [26]. (b): Comparison of dc conductivities in isobaric alu-
minum from the NPA model [2] to expt. data. DWD claim
good agreement with the Gathers points (red), although NPA
predicts more than 20% higher conductivities compared to the
isobaric measurements of Gathers [5] (green), Desai et al. [28]
(brown) or Grigoriev et al. [29] (purple), cf. text.

of columns 4 and 5 by investigating the ratio between
the two data sets. For instance, at T = 1500 K, col-
umn 5 reads R = 0.331× 10−6 Ωm and thus, σ = 1/R =
3.02×106 S/m. Notice, that the mass density of isobaric
aluminum at T = 1500 K is ρib = 2.29 g/cm3; DWD
and Witte et al. agree on this. Column 4 reads R =
0.281× 10−6 Ωm and, thus, σ = 1/R = 3.56× 106 S/m.
The isochoric conductivity values (ρic = 2.70 g/cm3) un-
corrected from isobaric values as done by Gathers [5]
can now be understood by a scaling according to the
density: σic ≈ ρic

ρib
σib and we get for this example

σic ≈ 2.70
2.29 × 3.02 × 106 S/m=3.56 × 106 S/m. This is

fully consistent with column 4 of Gathers which repre-
sents the uncorrected values of the measured data to the
isochoric (initial) density. It can easily be checked that
the applied expansion scaling was done for all tempera-
tures in table II, i.e., the green and red data in Fig. 3(b).
We agree that this extrapolation to σic made by Gath-
ers might be crude and it takes careful reading to follow
the description in [5, 30]. However, the isobaric measure-
ments are given both by Desai et al. [28] and column 5
in table II of Gathers [5]; consistent with the data in [31]
which are not in excellent agreement with the NPA. A
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statement of Pottlacher et al. [32] on how to understand
the meaning of the density uncorrected values is help-
ful in this context: "The thermal uncorrected electrical
resistivity is the resistivity calculated for a wire volume
at room temperature and not for the actual volume." We
strictly followed this direction when comparing with the
data of Gathers [5] in our paper [4].

Furthermore, also Knyazev et al. [33] found that cal-
culations with the PBE XC functional overestimate the
dc conductivity in liquid aluminum by comparing to an
isobaric data set [29], see Fig. 3(b). The deviation at
T ≈ 1500 K from PBE (comparable to NPA at that
specific point) to the isobaric measurements is indicated
with a green arrow. In [7] we have shown that the use of
the HSE XC functional reduces the dc conductivity and
results in better agreement with isobaric measurements
compared to PBE or NPA.

(vii) Electronic conductivities from the DFT-MD
method are calculated from the frequency-dependent
Kubo-Greenwood formula [34–36]:

lim
k→0

σ(ω) =
2πe2

3Ωω

∑
kνµ

(fkν − fkµ) |〈kν| v̂ |kµ〉|2

× δ (Ekµ − Ekν − ~ω) .

(2)

Extracting precise dc conductivities from Eq. (2) requires
careful convergence tests with respect to, e.g., parti-
cle number N , k-point grids, energy cutoff Ec, and a
proper adjustment of the delta function broadening pa-
rameter [37] in order to perform the extrapolation to the
dc value. Such tests were carefully made in all calcula-
tions presented in [4, 7, 38].

DWD finds larger dc conductivities from NPA-Ziman
calculations compared to DFT and attributes this partly
to the "inability of the DFT-MD-KG approach to ac-
cess small-k scattering contributions unless the number
of atoms N in the simulation is sufficiently large." The
criticism on Refs. [4, 38], however, is not valid. Note that
several earlier studies reported well-converged conductiv-
ity calculations for aluminum and lithium with similar
particle numbers [37, 39–41].

We show convergence tests in Fig. 4; in (a) σ(ω) as a
function of Ec. Convergence is achieved with Ec=500 eV
for the used GW-labeled 11-electron PAW potential.
For Ec=300 eV σ(ωpl) is underestimated by 15%; see
panel (b), where the relative difference to a calculation
with Ec=1000 eV is plotted. In Ref. [2] an energy cut-
off of 12 Ha (327 eV) was used in DFT. We also find
that the dc limit of σ(ω) is up to 5% too high if Ec is too
small. In panel (c) we display tests with respect to N and
k-point sampling. We obtain convergence for dc conduc-
tivities with N=64 at the Baldereschi-Mean-Value-Point
(BMVP) when comparing to a calculation with N=216
and with 4×4×4 Monkhorst-Pack (M444) k-point sam-
pling. In panel (d) we show our calculations of Sii(k)
for 32 ≤ N ≤ 216. The calculation using N=32 already
results in a converged Sii(k), but smaller wavenumbers
are accessible with N=216.
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FIG. 4. Convergence test for DFT-MD simulations of liquid
aluminum at solid density. (a): dynamic conductivity for dif-
ferent Ec and (b) relative deviation to the calculation with
Ec=1000 eV. (c): dc conductivity convergence test for par-
ticle number and k-point sampling. (d): convergence test of
particle numbers for Sii(k).

We emphasize that it is generally not possible to
transfer simulation parameters from one system to an-
other. They depend strongly on the electronic and ionic
structure, i.e. element, density, temperature, phase etc.;
see [42–45]. The result of Pozzo et al. [43], who had to
consider over 1000 atoms in order to get converged con-
ductivities for liquid sodium, is an exception due to the
proximity to the melt line (T=400 K) and by no means
"a case in point" as DWD state. Several of the above ref-
erences contain well-converged conductivities with 100 or
less atoms.

(viii) DWD [2] criticize the choice of the exchange-
correlation (XC) functional in Ref. [4]: "Witte et al.
strongly argue for the HSE functional even for aluminum,
a simple metal proven to work well with more standard
approaches, and propose that there are strong electron-
electron interactions in Al". The HSE functional can
remedy the band gap problem of the PBE functional
and has proven useful for the calculation of electronic
band gaps for semiconductors [46]. Although aluminum
is a metallic system with no fundamental band gap, the
imagination of it being a simple metal has limitations. As
shown in Ref. [4, 7] and in this comment (Fig. 2(a)), σ(ω)
shows a non-Drude behavior above ωpl. This indicates
that correlations between the conduction electrons are
not negligible, cf. [7]. The simple approach of NPA [1, 2]
is neither capable to reproduce a solid-like Sii(k) (see Fig.
1) nor a non-Drude conductivity as proven in [16, 17] of
aluminum under ambient conditions. It therefore lacks
the basis to give a reasonable description of aluminum in
the regime of isochoric heating.

We conclude that some of the results given in Refs. [1,
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2] are questionable. The calculation of XRTS spectra and
conductivities for UFM are based on an unrealistic Sii(k)
which does not correctly describe isochorically heated
aluminum as prepared at the LCLS experiments. A non-
Drude behavior in the σ(ω) of aluminum is not considered
which indicates a lack of important physics in the NPA
model or unsuited input parameters. Further, it was
shown in Ref. [7] and in Fig. 3 that the difference in con-
ductivity of liquid aluminum between the PBE and HSE
functionals is significant. The better agreement of the
HSE conductivities with the expt. results supports the
usefulness of the HSE functional also in Kubo-Greenwood
calculations for metallic systems. Other misconceptions

and errors in Ref. [2] and in Ref. [1] are clarified as well.
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