
Memory & Cognition
1983,1l (6),621-630

Common and modality-specific processes
in the mental lexicon
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Eight experiments were conducted to resolve: (1) empirical inconsistencies in repetition ef
fects under intermodality conditions in word identification and lexical decision, and (2) an asso
ciated theoretical conflict concerning lexical organization. The results demonstrated that al
though more facilitation occurs under visual-prime!visual-test (VV) conditions than under
auditory-prime/visual-test (AVI conditions, significant repetition facilitation also occurs under
AV conditions. The results also indicated that: repetition effects observed for the VV and AV
conditions apply to high- as well as to low-frequency words; they are insensitive to a variety
of encoding tasks designed to emphasize different properties of words; and they are unaffected
by differences in the ease of encoding of isolated auditory and visual words. The results are con
sistent with the existence of both modality-specific and common or modality-free processes in
word recognition, in which word-frequency effects are restricted to the second and, by implica
tion, lexical stage.

Research into modality differences has focused on a

variety of empirical issues over the last 2 decades. For

much of this time, interest has focused on episodic

questions concerning, for example, the distinctions

among sensory, short-term, and long-term memory

systems. At the heart of this problem, however, is the
modal specificity of the system responsible for the

transition from sensory to categorical representation. If

categorical information emanates from a single lexicon,

albeit via distinct access routines, it follows that equiva

lent item information will be available following audi

tory and visual presentation. In this case, then, modality

information must be stored dependently, as an associate

of the item information. But if distinct lexical systems

are involved in reading and in speech recognition, the

item information available following auditory and

visual presentation may not be equivalent. In this case,
modality information may be provided automatically

by the item information.

Research into the modal specificity of lexical pro

cesses has not yielded a definitive answer. One approach

to the question involves observation of repetition effects

in word-processing tasks. When equivalent repetition

effects are observed under inter- and intramodality

conditions, it is assumed that a common system is

involved. But when the repetition effects are restricted

to intramodality conditions, it is assumed that separate

mechanisms are involved in text and speech recognition.

Three positions, representing zero, partial, and complete

transfer under intermodality conditions, may be identi

fied in the literature. The zero-transfer position is repre-

The authors' mailing address: Department of Psychology,
University of Western Australia. Nedlands, Western Australia
6009. Australia.

sented in Morton's (1979) results and is reflected in his

model. Using word recognition, with threshold-estima

tion procedures in vision and audition, he found no

evidence of transfer under intermodality conditions.

The model that he subsequently developed includes

modality-specific word recognition units, or "logogens."

According to Morton, these units are not connected

except through a separate cognitive system, so inter

modality transfer is absent in tasks that tap only word

identification processes. Any task that taps semantic

information, however, may yield intermodality transfer

because the coordinating cognitive system is also in

volved. The lexical decision task is an obvious candidate

for intermodality transfer because of its presumed de

pendence on semantic processes (James, 1975).

Kirsner and Smith (1974) reported an intermediate

repetition effect under intermodality conditions. Using
auditory and visual presentation of isolated words in a

lexical decision task, they found reaction time (RT)

facilitation relative to new words for visual-prime/

visual-test (VV) and auditory-prime/visual-test (AV)

conditions. This result can be accommodated by

Morton's (1979) model if it is assumed that the lex

ical decision task reflects activation in the cognitive,
as well as in the word recognition, system. The result is

also consistent with Forster's (1976) account of lexical

access. He assumes that there are both modality-specific

and common components in word recognition. The

modality-specific components in his model consist of

peripheral access files that are coded in terms of orthog

raphy or phonology. The content of the entries in these

files is assumed to be the address of semantic and other

defmitional information in a modality-free master me.

Clearly, if it is assumed that entries in the peripheral

and master files can be primed (regardless of the mech-
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anism or mechanisms concerned), it follows that, al

though there will be more facilitation under intra

than under intermodality conditions, some facilitation

will also be observed under intermodality conditions.

The third position, involving complete transfer, does

not enjoy empirical support, but has its adherents.

Scarborough, Cortese, and Scarborough (1977) criti

cized Kirsner and Smith (1974) for using presentation

conditions likely to enhance modality-specific encoding.

The implication of their argument is that a common

lexical system is invoked during identification of audi

tory and visual stimuli, and that intermodality transfer

should be equal to intramodality transfer when less

demanding viewing and listening conditions are used.

The first group of three experiments was designed to

assess the hypothesis introduced above, namely, that

relative to the control and intramodality conditions,

the magnitude of intermodality transfer depends on

depth of processing. The depth-of-processing argument

has been invoked by Jacoby and Dallas (1981) and

Morton (Note 1) in regard to retrieval rather than encod

ing, but both aspects are considered in the first group of

experiments.

The retrieval argument is that intermodality transfer

is observed in a lexical decision task because such

task samples information stored in a modality-free

semantic system, as well as in modality-specific systems.

The sensitivity of this task to semantic variables has been

documented (James, 1975). In contrast, it is claimed

that the word identification task does not involve se

mantic information (Jacoby & Dallas, 1981), and that

intermodality transfer should not, therefore, be observed

when it is used.

The first two experiments examined the effect of
depth of processing as manifested in lexical decision and

word recognition. However, these tasks also involve a

contrast in stimulus presentation conditions: In word

recognition, the information available to the subject is

limited by stimulus conditions such as duration or

amount of masking, whereas in lexical decision informa
tion is available until a response is made. Here, these

conditions are termed stimulus limited and response

limited. Because this contrast represents a source of

potential confounding in the interpretation of depth-of

processing effects, a third experiment involvinga stimulus

limited lexical decision task was included. Thus, Experi

ments 1, 2, and 3 involved word identification, lexical

decisionSL (SL = stimulus limited), and lexical deci

sionRL (RL = response limited), respectively. Given the

relationship between task and representation level

summarized above, it was anticipated that intermodality

transfer would be observed in Experiment 3 and, de

pending on the effect of stimulus limitation on semantic

access, in Experiment 2.

Because the extent of intermodality transfer may also

reflect the depth or type of processing invoked at encod

ing, an appropriate manipulation was included in the

design of each experiment in the first group. Given the

notion of a supramodal semantic system, a plausible

contingency is that intermodality facilitation depends

on the conjunction of: (1) semantic processing at encod

ing, and (2) a semantically sensitive task, such as lexical

decision, at retrieval. The selected encoding variable

involved the contrast between labial and semantic judg

ments. In the labial conditions, the subjects were re

quired to decide whether or not each word (seen or

heard) normally contained sounds that required fully

closing the lips. The subjects were not given direction to

particular sounds, but, in practice, full closure of the

lips is restricted to the letters p, b, and m. The labial

task was chosen because, intuitively at least, it provided

a "shallow" judgment that did not depend directly on

input modality. In the semantic conditions, the subjects

were required to decide whether or not each word

involved an "animate" or an "inanimate" concept.

Recognition memory judgments were collected in a

separate block of trials at the end of the experiment in

order to evaluate the success of the depth-of-processing

treatment.

Experiments 1, 2, and 3 were also designed to meet

Scarborough et a1.'s (I977) objection to tasks that

emphasize modality-specific encoding. Thus, visual

stimuli were presented under conditions that could not

be construed as degraded, as Scarborough et al. claimed

of Kirsner and Smith's (1974) use of a television moni

tor. Scarborough et al. also criticized the use of ortho

graphically and phonologically illegal nonwords, which

may have enabled lexical decisions to be made without

recourse to semantic information. In the following

experiments, all nonwords were legal in this sense.

Finally, the following experiments were designed to

examine another criticism of Kirsner and Smith's (I 974)
results, that recognition of words encoded auditorily

is inferior because isolated words in that modality are

more difficult to recognize. One way to remove the

effect of this difference is to look at results condition

alized on correct recognition of the priming stimuli.

EXPERIMENTS 1, 2, AND 3

There were three blocks of trials for all subjects in

the first three experiments. The first, or encoding, block

involved either labial classification (lips-open vs. lips

closed words) or semantic classification (living vs.

man-made words). The second block of trials defined

the experiment and consisted of either a word identifi

cationSL (Experiment 1), a lexical decisionSL (Experi

ment 2), or a lexical decisionRL (Experiment 3) task.

The third block of trials involved a recognition memory
judgment (old vs. new) for all subjects.

Independent groups of subjects were used in the six

conditions resulting from the factorial combination of

experiment (3) and encoding treatment (2). Repeated

measures were used to evaluate three repetition con-



ditions: W, AV, and CV (control condition involv

ing new visual items) in the second and third trial

blocks.

Method
Stimuli. Thirty-six words were chosen from the four cate

gories resulting from the combination of the living/man-made
and the labial/nonlabial classifications. The items were chosen
with the following constraints: (1) Thorndike-Lorge (1944)
frequency values were between 1 and 26 (inclusive); (2) the
number of letters ranged from four to nine (inclusive); and
(3) homophones and homographs were excluded. Sixty-four
false words were constructed from a similar set of words by
changing one or two letters while observing the phonological
and orthographic constraints of English.

Ninety-six words (24 from each of the four subsets defined
by the combination of the semantic and labial criteria) were
presented in the first block of trials. Twelve words from each
subset of 24 were presented in each modality, which provided
the basis for the VV and AV comparisons that were made on
the data from the second and third trial blocks. Words from the
auditory and visual subsets were selected and presented randomly.

The same words were used for the labial and the semantic
classification conditions: only the instructions determining
which of these was diagnostic for each subject. Apart from the
constraints imposed by the labial and semantic classifications,
the words were allocated randomly to the VV, AV, and CV
conditions and, within each of these, to repetition in the second
or third block.

The second block consisted of 96 words: 8 from each com
bination of the semantic, labial, and repetition (VV, AV, and
CV) variables, together with 48 false words in the case of the
lexical decision experiments. These stimuli were all presented
visually.

The third block of trials involved a recognition memory task
with 32 old words and 16 new words. There were 8 old words,
4 per repetition condition (VV and AV), from each of four
word subsets. These stimuli were also presented visually.

Procedure. In the visual condition, the words were pre
sented on a BWD 594 cathode ray oscilloscope (P31 phosphor)
in the center of the visual field. Each visually presented word
was presented in lowercase letters, subtended 2-3 deg on the hori
zontal axis, and remained on display for 500 msec. In the audi
tory condition, the words were presented via an intercom from
the experimenter, who read each word as it was presented on a
video monitor in a separate room. The two levels of modality
(auditory and visual) and orienting task (living and nonliving, or
labial and nonlabiaJ) were sampled in random order.

In the second block of trials, all of the stimuli were pre
sented visually. In the word identificationSL and lexical
decisionSL experiments, each word was presented for 40 msec
and was followed by a pattern mask consisting of letter frag
ments for 100 msec. The words were presented in uppercase
letters to preclude physical matches. The mask occupied a fixed

region covering 0.6 and 3.0 deg on the vertical and horizontal
axes, respectively, and completely "covered" nine-letter words.
The mask for Experiments 1-3 consisted of 52 20-point letter
fragments (one per lower- and uppercase letter) drawn from a
Horatio Light character set in which each character occupied
between 30 and 165 points.

The display conditions in the lexical decisionRL experiment
and in the third, recognition memory block of trials followed
those described above, except that each word was presented for
2 sec (3 sec in recognition memory) and no mask was presented
at all. The subjects were instructed to press one of two desig
nated buttons for the labial and nonlabial (or living and non
living) conditions. Depending on the task, different response
rules were used in the second block of trials. In the word
recognition experiment (Experiment 1), the subjects were in
structed to name the stimulus, if possible, or to say "don't
know" if they could not recognize it. The experimenter, who
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was located in a separate room, checked each response as correct
or incorrect. In the lexical decision experiments (Experiments 2
and 3), the subjects pressed a designated button whenever a
genuine English word was presented. They were instructed not
to respond whenever a false word was presented. In the third
block of trials, the subjects in all three experiments were asked
to indicate whether or not each word was old (had been pre
sented in Block 1) or new (had not been presented in Block 1)

by pressing designated buttons. Independent subsets of the
words used in Block 1 were repeated in the second and third
blocks of trials.

Stimulus selection, stimulus presentation (apart from the
auditory condition in Block 1), and data acquisition were con
trolled by a PDP-II/I 0 computer.

Subjects. Fourteen undergraduate students at the University
of Western Australia volunteered to participate in each of the
six conditions. Their ages ranged between 19 and 40 years. In
the stimulus-limited experiments, any subject with an accuracy
score outside the expected range (for alpha = .05, p = .5, and
24 trials) in the control condition was replaced.

Results

Block 1: Priming. The results from the first block of

trials were analyzed in terms of experimental group (a

dummy variable in Block 1), task (labial or semantic

classification), and modality (visual or auditory). Ac

curacy in the labial condition (84.5%) was significantly

less than in the semantic condition (94.6%) [F(1,78) =

25.9, MSe = 167.7, p < .01], and the same disadvantage

was evident in the RT data as well (2,293 msec vs.

1,583 msec). However, the main effect of modality

(F < 1 in the accuracy data) and the interaction between

modality and the between-subjects variables were not

significant. The actual accuracy values for the auditory

and visual conditions were 89.6% and 89.5% correct,
respectively.

The auditory RT values included the experimenter's

reading time (RT was calculated from visual onset),

but this variable was orthogonal to task in Block 1 and

was of no relevance to the rest of the study.

Block 2: Word identification and lexical decision. The
results from the three experiments are summarized in

Table 1. Because the three sets are qualitatively compar

able, they are described in one section.

The results for the labial and semantic groups are

identified separately in Table 1, but when consideration

is restricted to the facilitation effects of the Wand AV

conditions relative to the CV condition, it is apparent

that the encoding manipulation had no consistent effects

on performance. In the statistical analyses on the data

from each experiment, the crucial term, the interaction

between repetition status and encoding treatment, was

not significant in any instance [F(2,52) = 1.65, MSe =

69.3, p > .05, in the word identificationSL experi

ment; F(2,52) = 2.09, MSe = 24.9, p > .05, in the

lexical decisionSL experiment; and p > .05 in the lexical

decisionf L experiment]. The assumption that the

effects of repetition modality are independent of encod

ing treatment cannot be rejected in anyone of the

experiments. Encoding treatment was associated with a

significant main effect in the word identification experi

ment [F(1,26) = 4.18, MSe = 959, p < .05], but be-
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Table 1

Experiments 1,2, and 3: Mean Accuracy (Percent Correct) and Reaction Time (in Milliseconds) Values

as a Function of Task, Type of Limitation, Priming Condition, and Repetition Condition

Type of Encoding
Repetition Condition

Task Limitation Treatment CV AV VV

Experiment 1

Labial 49.0 61.2 (61.1) 67.9 (68.1)
Word Identification Stimulus Semantic 67.4 73.2 (74.3) 78.8 (79.4)

Mean 58.2 67.2 (67.7) 73.3 (73.7)

Experiment 2

Labial 59.1 65.8 (66.6) 70.5 (70.8)
Lexical Decision Stimulus Semantic 58.7 70.8 (71.3) 73.7 (73.4)

Mean 58.9 68.3 (68.9) 72.1 (72.1)

Experiment 3

Labial 707 678 (677) 622 (624)
Lexical Decision Response Semantic 666 645 (637) 625 (612)

Mean 687 662 (657) 623 (618)

Note-The accuracy and RT values for conditionalized data (correct in Block 1) are shown in parentheses. The repetition condition
was visual in Blocks 1 and 2 (VV), auditory in Block 1 and visual in Block 2 (A V), or a control with only a visual presentation (eV)

in Block 2.

cause the biggest advantage for the semantic pnmmg

condition occurred in the new-word condition, it must

be attributed to subject rather than to priming differ

ences.

The repetition effect was consistent: The VV, AV,

and CV conditions ranged in that order from efficient

(fast or accurate) to inefficient in all three experiments.

Comparisons using the Newman-Keuls procedure indi

cated that the differences between the Wand the AV

conditions, as well as those between the AV and CV

conditions, were statistically reliable in each experiment.

The statistical analyses presented above are based on

data that are not conditionalized on Block 1 accuracy.
However, as shown in Table 1, the above summary does

not depend on this. The results are quantitatively, as

well as qualitatively, similar when the calculations for

each subject are conditionalized on correct judgments

in the first block of trials.

The RT analyses in the lexical decisionR L experi

ment were conducted on means calculated from correct

observations for each condition. The accuracy values

for the W, AV, and CV conditions in this experiment

were 97.3%, 94.2%, and 93.5%, respectively, and an

analysis of variance showed that the main effect of

repetition was significant [F(2,52) = 8.23, MSe = 14.6,

p < .05].

Block 3: Recognition memory. The results from the

third block of trials showed a consistent accuracy and

speed advantage for the semantic condition. The ac

curacy (RT) values after labial processing were 60.9%

(1,061 msec), 61.8% (1,069 msec), and 78.9%

(1,195 msec) correct for the W, AV, and CV condi

tions, respectively. The corresponding values after

semantic processing were 78.4% (1,008 msec), 77.1%

(999 msec), and 81.7% (1,162 msec) correct, respec

tively. The overall accuracy difference between the

groups was significant [F(1,78) = 34.5, MSe = 259.2,

P < .01] , but the RT difference was not (F < 1).

Discussion

The results of Experiments 1-3 are readily summa

rized. The depth-of-processing treatment had a clear

effect on the orienting tasks. The semantic classification

task was completed more rapidly and more accurately

than the labial classification task, and both speed and

accuracy were superior in the recognition memory test

following semantic classification. However, the depth

of-processing manipulation had no consistent effect on

the relative positions of the W, AV, and CV conditions

in the word identification and lexical decision experi

ments. In all cases, the W > AV > CV order was

maintained, and the differences were statistically sig
nificant.

The results are consistent with the claim that there is

a visual word recognition system (Morton, 1979), the

units of which are primed selectively by visual experi

ence of the appropriate items. However, a stronger

claim, that word presentation primes only modality

specific representation, was not supported. The presence

of intermodality facilitation (cf. Kirsner & Smith,

1974) suggests either that some intersystem transfer

occurs or that there is also a common, modality-free

system (F orster, 1976).

The results do not support Scarborough et a1.'s

(1977) imputation that when appropriate caution is

observed in regard to the equivalence of the initial

perceptual conditions for isolated auditory and visual

words, equivalent inter- and intramodality facilitation

effects will be observed. Classification accuracy in the

encoding block of trials was equal for auditory and

visual stimuli, and the overall outcome was qualitatively

unchanged by restricting consideration to items that

were classified correctly in the first block of trials.

Finally, the results do not support the view that the

word identification and lexical decision tasks sample

qualitatively different levels of representation. Assuming

that the lexical decision task sampled information in a



semantic system (James, 1975), whereas the word

identification task depended on processes in modality

specific word recognition systems, it was expected that

intermodality transfer would be greater, or complete,

under lexical decision conditions. No such contingency

between task and transfer was observed.

EXPERIMENTS 4,5, AND 6

The experiments in the second group were designed

to explore the generality of our conclusions about the

pattern of facilitation effects in word identification in

regard to three additional variables: word frequency,

mask type, and the form of the subjects' responses in

the priming phase.

Previous studies involving the repetition effect have

shown that it is smaller for high-frequency words than

for low-frequency words. But interpretation of this

contingency is qualified by the different performance

levels observed for the two word classes in both word

identification (Jacoby & Dallas, 1981) and lexical

decisions L (Scarborough et al., 1977). That is, the larger

facilitation effects observed for low-frequency words

may simply reflect the fact that there is more room for

improvement in speed and accuracy for this word class.

This problem can be overcome for accuracy, at least

if word presentation is controlled so that the level of

performance is equated for unprimed low- and high

frequency words. Experiments 4, 5, and 6 included

high- and low-frequency conditions and, by using an

interactive psychophysical procedure, PEST (Pentland,

1980), to obtain separate thresholds for high- and low

frequency words for each subject, ensured comparable

performance levels for each word type.

Marcel (1980) demonstrated that mask type can be

an important determinant of priming effects when

semantically related words are presented in the second

temporal position in a three-item series. Specifically,

he found semantic facilitation when a pattern mask was

used to restrict processing in the second item, but not

when an energy mask was used. Our experimental

procedure does not provide for priming in this sense,

but it could be claimed that the pattern mask does not

completely terminate processing and that reference to

a supramodal lexical system accounts for the transfer

that was observed in the AV conditions in Experi

ments 1 and 2. To evaluate this account, Experiments 4

and 5 used energy and pattern masking, respectively"

Experiments 4, 5, and 6 involved a different approach

to the priming phase of the experiment. The subjects

in Experiments 4 and 5 were simply asked whether or

not they were familiar with each auditory and visual

word as it was presented. Their manual (familiar/un

familiar) responses were recorded to provide a further

check against the possibility that the lesser magnitude of

facilitation in the AV condition reflects peripheral

difficulties in identifying isolated spoken words. In

Experiment 6, a further check on comprehension was
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provided by asking subjects to repeat familiar words

(whether heard or seen) and to respond "don't know"

to unfamiliar words. The experimenter then recorded

a familiar response if the subject's response matched the

stimulus word. This naming procedure also permitted

confirmation of Morton's (1979) claim that, even when

subjects name the target stimuli in the AV condition,

less transfer is observed than in the VV condition.

Method
Design. There were three blocks of trials for each experiment

in this group. The first block involved an encoding task in which

subjects indicated by a manual response (Experiments 4 and 5)

or an oral response (Experiment 6) whether each word was

familiar or not. One hundred and twenty words were presented

in this block (30 in each condition resulting from the fac

torial combination of the two modalities and the two frequency

levels). In the second and third blocks, only visual presentation

was used, and the trials in the two blocks were contiguous. The

second block, of between 20 and 55 trials per frequency condi

tion, was used to establish threshold values for new high- and

low-frequency words. The third block was designed to assess
repetition effects. There were three repetition conditions: VV,

AV, and CV, with 30 words per frequency level in each of these

conditions.

Stimuli. One hundred and fifty-five words were chosen from

each of two frequency bands in the list described by Gilhooly
and Logie (1980). The frequency counts for the high- and low

frequency items were 50 or more per million and between

1 and 26 per million (inclusive), respectively. All of the items

were chosen from moderate concreteness (C) levels (2.91 > C

> 4.31), with four to nine letters (inclusive). Homophones and

homographs were excluded.
Sixty-five words from each set were randomly chosen for use

in the second block 0 f trials (PEST). This set was used to es
tablish high- and low-frequency threshold values for all subjects.

These words were never used in the first and final blocks. The

remaining 90 words in each frequency set were divided into
three 30-item subsets. Each subset was subsequently used in the

VV, AV, and CV conditions for four subjects in each experi
ment. Thus, over all subjects in each experiment, a common
word set was used in each of the three repetition conditions.

Items were selected in random order from the repetition and
and frequency conditions in each block.

Procedure. The display procedures used for auditory and
visual presentation in the first block followed the procedures
used for the first block in Experiments 1-3. The subjects were
instructed to classify, using designated buttons, each item as
either familiar ("known") or unfamiliar ("unknown").

From the point of view of the subject, the second and third
blocks of trials were contiguous, and consisted of between 248
and 328 word identification trials. Each trial involved a brief
presentation of a word followed by either a pattern mask (Ex
periments 4 and 6) or an energy mask (Experiment 5). The
subjects were instructed to name each word, if they could, or
to respond "don't know," if they could not. The stimuli were

presented in uppercase letters on a Burwood 594 cathode ray

oscilloscope (P31 phosphor) under computer control, and the

experimenter entered the responses via a terminal in a separate
room.

From the point of view of the experimenter, the first 20

trials in the second block were conducted to provide the subjects

with practice at comparatively long stimulus onset asynchronies
(SOAs), and to establish upper SOA boundaries for high- and

low-frequency words for the subsequent psychophysical analysis.

The next 48-120 trials (24-60 at each frequency level) were
conducted to estimate the 50% threshold SOAs for high- and
low-frequency words for each subject. The threshold-estimation
procedure was Similar to that used by Pentland (1980), in which,



626 KIRSNER, MILECH, AND STANDEN

on every trial, a maximum-likelihood estimate of the threshold
was calculated and then used as a test value for the next trial.
In the high-frequency case, for example, the subjects were
tested at each of 12 SOA values calculated by PEST to converge
on the best solution. A lower boundary of 3 msec was used in all
cases. The upper boundary for PEST was typically reduced from
100 to about 40 msec during the practice trials. In practice,
between two and five trials were given at each SOA before a
threshold estimate was made in order to minimize the impact
of item and subject variability on threshold estimation. Follow
ing the practice and threshold-estimation trials, another 180
trials (2 frequency levels x 3 repetition conditions x 30 words
per condition) were then presented at the SOAs established for
low- and high-frequency words.

The pattern mask was constructed in the same way as that
used in Experiments 2 and 3. The energy mask consisted of
1,040 points randomly distributed in the area (0.6 x 3.0 deg of
visual angle at about 40 ern) used for the pattern.

Subjects. The subject selection procedure was identical to
that used in Experiments 1, 2, and 3. Twelve undergraduates
subjects were run in each experiment. The same criteria for
acceptable performance in the control condition of the word
recognition task were applied as in the previous experiments.

Results

Because the pattern of results was qualitatively similar

for Experiments 4, 5, and 6, and because there were no

significant main effects or interactions in an analysis of

variance that included experiment as a factor, the results

of the three studies are considered together.

Block 1: Encoding. The mean familiarity scores for

the high-frequency/visual, high-frequency/auditory, low

frequency/visual, and low-frequency/auditory conditions

were 98.3%, 97.1%, 83.2%, and 83.5% familiar, respec

tively. An analysis of variance indicated that the effect

of frequency was significant [F(1,33) = 105.1, MSe =

70.5, P < .01], but that the effect of modality and the

interaction between frequency and modality were not
significant.

Block 2: Thresholds. The means of the PEST-derived

threshold values were 11.3 and 20.3 msec for the high
and low-frequency word sets, respectively. As suggested

by the correct identification values for new (CV) words

in the third block, this manipulation was effective (the

means approached 50% correct in each condition).

However, 15 subjects were rejected, and replaced, be

cause one or both of their CV values were outside the

range given by the binomial test for p = .5, n = 30,

and alpha = .05.

Block 3: Word identification. As shown in Table 2,

the results of Experiments 4, 5, and 6 are qualitatively

similar to those observed in the first three experiments.

The percentage of words correctly identified followed

the VV > AV > CV order for both word frequency

conditions in all three cases.

The statistical analysis was conducted in two stages.

The first stage was designed to establish whether or not

significant facilitation was occurring in each of the four

repetition conditions. This comparison was conducted

on unconditionalized data because it involved compari

sons with the CV condition, for which conditional

ization on Block 1 performance was not possible. A

three-way analysis of variance (3 experiments x 3 repe

tition conditions x 2 word frequency levels) indicated

that the main effects of repetition [F(2,66) = 88.92,

MSe = 86.1, p < .01] and frequency [F(1,33) = 3.46,

MSe = 293.9, p < .05), and the interaction between

these variables [F(2,66) = 5.77, MSe = 74.3, P < .05],

were significant. Newman-Keuls tests indicated that:

(1) the differences between the VV and AV conditions

were significant in the high and low word frequency

conditions, (2) the differences between the AV and CV

conditions were significant in the high and low frequency

conditions, and (3) the differences between the high

and low frequency conditions were significant in the VV
and AV conditions, but not in the CV condition. This
final outcome is, of course, expected under PEST.

The second stage of the statistical analysis was con
ducted to evaluate the repetition effects in the con

ditionalized data. For this purpose, an item was included

vv

70.6 (70.4)
73.9 (78.0)

65.4 (66.0)
77.1 (82.5)

69.4 (69.5)
75.2 (82.1)

72.2 (72.1)

74.6 (85.9)

58.7 (59.4)
67.0 (71.3)

AV

60.3 (61.2)
72.1 (77.1)

60.6 (61.1)
61.9 (65.5)

55.3 (55.9)
67.1 (71.2)

Response Mask Word
Mode Type Frequency CV

Experiment 4

Manual Pattern
High 51.1
Low 49.7

Experiment 5

Manual Energy
High 50.9
Low 47.6

Experiment 6

Oral Pattern
High 54.7
Low 56.1

Experiments 4, 5, and 6

High 52.2
Low 51.1

Table 2
Experiments 4,5, and 6: Word Identification (percent Correct) as a Function

of Response Mode, MaskType, Word Frequency, and Repetition Status
-----------

Repetition Condition

Note-Accuracy values for conditionalized data ("familiar" in Block 1) are shown in parentheses. The repetition conditions are
described in Table 1.
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AV WCV

Experiment 7

High 53.6 64.7 (65.2)
Low 46.1 68.6 (71.8)

Experiment 8

High (48.2) (57.7)

Low (50.1) (60.4)

Table 3
Experiments 7 and 8: Word Identification (percent Correct)

as a Function of Word Frequency and Repetition

Repetition Condition
Word

Frequency
---- -----------------

Method
The design, stimulus, procedure, and subject selection condi

tions were identical to those used in Experiment 4, except that:
(1) there were 80 visual words (40 per frequency condition)
and 210 auditory words (105 per frequency condition) in
Block 1, (2) the words used in PEST in Block 2 were all old and
"familiar" auditory words from Block I, and (3) only the AV
and W conditions were tested in Block 3. Two subsets of words
were selected randomly; six subjects used one subset for Wand
the other for AV, and the remaining subjects used the subsets

EXPERIMENT 8

Note-Accuracy values for conditionalized data ("[amilitlr" in
Block I) are shown in parentheses.

The data summarized in Table 2 show that low

frequency words are more sensitive to priming than are

high-frequency words (see Scarborough et al., 1977),

and they suggest that most, if not all, of this benefit

is achieved under intermodal repetition conditions.

Intramodal repetition yields additional facilitation, but

the magnitude of this increment is actually smaller for

low-frequency words (8.2%) than for high-frequency

words (10.7%). Because the proposition that frequency

effects influence the intermodal, rather than the intra

modal, component runs directly counter to Forster's

(1976) two-stage characterization of word recognition

processes, Experiment 8 was conducted to reevaluate

this aspect of the relationship between modality and

frequency.

If consideration is restricted to the AV and VV

levels of the repetition factor, the claim that the fre

quency effect influences only the intermodal com

ponent yields a hypothesis that the relationship between

modality and frequency is additive. If anything, the

relationship observed in Experiments 4-6 was under
additive, but both this and an overadditive relationship

observed under the same conditions are or would be

suspect because of the nature of the percentage scale.

Experiment 8 overcame this problem by applying

PEST to the AV, rather than to the CV, condition. With

recognition values equated at or near 50% correct under

AV conditions, a significant interaction between mo

dality and frequency would demonstrate that frequency

is affecting the intramodality, as well as the inter

modality, component.

Method
The design, stimulus, procedure, and subject selection condi

tions were identical to those used in Experiment 4, except that:
(1) no visual words were presented in Block 1, and (2) only
120 words (2 repetition conditions x 2 word frequency condi
tions x 30 items per condition) were presented in Block 3.

Results

In Block 1, 97.8% and 87.8% of the words in the

high- and low-frequency word conditions, respectively,

were classifed as "familiar." In Block 2, mean threshold

values of 12.8 and 21.9 msec were obtained for high

and low-frequency words, respectively. The accuracy

values for the critical conditions in the third block of

trials are summarized in Table 3, in which it is apparent

that facilitation is present in the AV conditions. An
analysis of variance conducted on the unconditional

data confirmed this, with a significant main effect of

repetition [F(1,Il) = 46.78, MSe = 72.4, p < .01] and

a significant interaction between repetition and fre

quency [F(1,Il) =7.59, MSe =51.2, p < .05]. Planned

comparisons indicated that significant facilitation
occurred in the AV conditions for high-frequency, as

well as for low-frequency, words.

EXPERIMENT 7

In all of the experiments described above, the audi

tory and visual words were presented together in a

mixed sequence during the encoding phase. This situa

tion is very different from everyday conditions in which

attention is not rapidly switched between modalities. It

is possible that the intermodal priming observed there

reflects the operation of attentional or other task

specific processes invoked in response to mixed-modality

presentation. Experiment 7 overcame this limitation by

restricting priming to auditory words.

in the calculation of individual accuracy scores in Block 3

repetition conditions only if the item had been classified

as "familiar" in Block 1. A three-way analysis of vari

ance (3 experiments x 2 repetition conditions x 2 word

frequency levels) indicated that the main effects of both

repetition [F(1,33) =33.2, MSe = 118.5, P < .01] and

frequency [F(1,33) = 20.4, MSe = 163.6, p < .01]

were significant, but that the interaction between these

variables was not (F < 1.0).

Before the implications of these data are discussed,

two further experiments are reported. The first, involv

ing AV priming only, was conducted to examine the

outstanding factor separating our experimental pro

cedures from those reported by Morton (1979). The

second, involving only the AV and VV conditions, was

conducted to ascertain whether or not low-frequency

words receive any additional benefit in the intramodality

condition that cannot be accounted for by reference to

a common source of variance in the intermodal condi

tion.



628 KIRSNER, MILECH, AND STANDEN

in the alternative way. The same subsets of high- and low
frequency words were allocated to PEST (auditory in Block 1,
PEST in Block 2, not presented in Block 3) for all subjects.

Results

In the first block of trials, 99.6% and 99.2% of the

visual and auditory high-frequency words were classified

as familiar. The equivalent values for the low-frequency

words were 95.4% and 92.6%. In the second block of

trials, threshold values of 12.0 and 15.6 msec were

obtained for the high- and low-frequency words, respec

tively.

The accuracy values for the critical conditions in the

third block of trials are summarized in Table 3, in which

it is apparent that the magnitude of facilitation under

VV is virtually the same for the high- and low-frequency

word conditions. Because the CV condition was omitted,

the analysis of variance (2 modalities x 2 frequencies)

was conducted on conditionalized data. In this analysis,

the main effect of repetition was significant [F(1, 11) =
10.6, MSe = 110.7, P < .01], but the main effect of

word frequency and the interaction between repetition

and word frequency were not significant (F < 1.0 in

each case).

DISCUSSION

The results of the eight experiments demonstrated

that: (1) Significant facilitation occurs under AVas well

as under VV conditions, (2) more facilitation occurs

under VV than under AV conditions, and (3) the addi

tional facilitation effect generally observed for low

frequency words exerts its influence equally under

inter- and intramodal conditions. The results also indi

cate that repetition effects observed for the VV and AV

conditions are insensitive to: (1) a variety of encoding

tasks designed to emphasize different properties of

words and (2) differences in the ease of encoding of

isolated auditory and visual words.

The results are inconsistent with Morton's (1979)

claim that repetition effects are restricted to intra

modality conditions. However, they do not disconfirm

his theory that modality-specific recognition units are

involved in word identification, and in the repetition

effect in particular. Perhaps the most obvious reconcili

ation of the AV data and Morton's theory is to assume

that repetition effects are determined at two levels. The

first of these is modality-specific, and accounts for the

difference between the VV and AV conditions. The

second is modality-free, and accounts for the facilita

tion effects observed in the AV condition. The results

are also consistent with the further hypothesis that

frequency effects are restricted to the second, modality

free system. The results also suggest that the facilita

tion difference between the high-frequency and low

frequency word conditions is entirely revealed in the AV

modality combination, indicating that the word fre
quency effect is determined in a common process.

The two-stage account summarized above is broadly

consistent with Forster's (1976) claim that word recog

nition involves: (1) provision of an address in a modality

free master file directory by peripheral orthographic and

phonological access files and (2) access to the appropri

ate entry in the master file directory. In one critical

respect, however, our account must differ from Forster's.

Whereas he proposes that the peripheral access files

involve bins of frequency-organized items with a com

mon stem or feature, our data suggest that word fre

quency has its effect in the subsequent, modality-free

stage.

Two problems are raised in attempting to modify

Forster's (1976) and Morton's (1979) models to account

for the present findings. One is that identifying fre

quency effects with a modality-independent system is

contrary to the spirit of both models, in which these

effects are central to the nature of the logogen or

peripheral file system and thus to the model itself.

Related to this is the second problem of identifying

the nature of the modality-free system presently pro

posed. Hypotheses concerning this can be grouped into

two classes involving one- and two-level structures,

respectively.

A single-level account can be invoked to explain

intermodal transfer in terms of either auditory-to-visual

translation during encoding or the use of a common

phonological code during the encoding and test phases.

There is little evidence of auditory stimuli's being

translated into a visually based format, although Jacoby

and Witherspoon (1982) showed that requiring subjects

to spell a visually presented word results in substantial

transfer to a visual test condition. There is, however,

no evidence that this occurs in the absence of appro

priate task demands. The alternative account, that

intermodal transfer effects reflect access to a phono

logically based code during the priming and test phases,

is difficult to evaluate, given the discrepant findings in

the literature on phonological recoding (see McCusker,

Hillinger, & Bias, 1981, for a recent review). In neither

translation explanation, however, is there any mech

anism to account for the evident contingency between

frequency and modality. On the contrary, assuming that

auditory and visual frequency accounts are highly
correlated, it follows that translation and frequency

effects will be independent. The translation accounts

may therefore be rejected.

The second explanatory class involves two-level

models in which the frequency-sensitive mechanism is

located in the second, modality-independent stage. This

general characterization raises several issues about the

type of information represented at each level.

With respect to access, information-gathering devices

of the type proposed by Morton (1969) appear to offer

a simpler, and therefore preferable, solution than the

solutions offered by search models. The general problem

for serial-search models of the lexicon is that if their

structurally determined organization (e.g., into bins in



Forster's, 1976, model) and serial-search principles

(based on frequency) cannot be confined to the modality

specific level, the economies provided by these fea

tures are lost. The modality-specific peripheral files
cannot simply provide the address of lexical entry, but,

rather, a serial search would be required through the

master me as well, and unique organizational principles

would need to be specified for each level. Furthermore,

a preliminary review of the possible organizing principles

suggests that there may be too many of them, since it

is not only necessary to account for frequency effects

but also for a variety of semantic, morphological, gram

matical, and concreteness effects. Different organiza

tions would be appropriate for different tasks, and a

set of presumably parallel or substitutable search options

would have to be specified.

Assuming, then, that information-gathering devices

or logogens are located at two levels, reflecting modality

specific and modality-independent effects, respectively,

what information is represented at each level? For

convenience, we will draw on the characterization

provided by Rumelhart and McClelland(1981). Ignoring

preliminary stages of analysis, it is proposed that the

modality-specific level consists of lists of perceptual

features that are: (1) sufficiently general to handle

variations in position, orientation, color, and case (see

Scarborough et al., 1977) and (2) insufficiently general

to handle variations across modality (speech and test,

or text and objects). These units do not reflect fre

quency effects as specified by Morton (1979), although

frequency effects might still be obtained at this level

when letter cluster or phoneme frequency are not

controlled.

Although the nature of the information represented

at the modality-independent level is less clear, three

points can be made. First, any representation of seman

tic information must be restricted to word-specific

features. There is no evidence of transfer across syno
nyms or translations (Kirsner, Brown, Abrol, Chaddha,

& Sharma, 1980; Kirsner, Smith, Lockhart, King, &

Jain, in press), and it appears that the facilitation of

semantically related words such as DOCTOR and NURSE

(Meyer & Schvaneve1dt, 1971) does not persist over the

duration of the effects described here (Dannen bring &

Briand, 1982). Second, to account for frequency effects

related to the summed frequencies of all members of a

family of morphophonemically related words (Bradley,

1979), and for priming effects between members of such

families (Murrell & Morton, 1974; Stanners, Neiser,

Hernon, & Hall, 1979; Downie, Milech, & Kirsner,

Note 2), it is proposed that units at this level repre

sent word stems rather than whole words. Finally, the

present data indicate that units at this level must be

frequency sensitive.

When compared with similar experiments involving

languages (Harvey, 1981; Kirsner et al., 1980; Kirsner

et al., in press), the present results suggest that insofar

as lexical organization is concerned, modality is a weaker
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variable, providing only a secondary basis for organiza

tion. In all of the above studies involving bilinguals

(English-Hindi, English-French, and English-Italian,

respectively), no repetition effects were observed in
lexical decision tasks and other response-limited tasks

unless subjects were specifically instructed to consider

translations during encoding. In terms of the two-stage

description, then, these data presumably reflect access

to language-specific units, in the general lexicon, or to a

master me directory, in Forster's (1976) terminology.

They do not, of course, demand the stronger conclu

sion that language-specific lexical systems are involved.

The implications of these data for models of visual

word recognition may be briefly summarized. First,

the proposition that there is a visual, modality-specific

mechanism receives general support, confirming previous

statements (Kirsner & Smith, 1974; Morton, 1979).

Second, contrary to what Morton (1979) found, the

results indicate that visual word recognition efficiency is

sensitive to prior auditory exposure, indicating that

recognition inludes reference to a common or modality

free system. Third, the frequency results suggest that

"lexical" status should be assigned to the modality

free, rather than to the modality-specific, visual com

ponent, an inference in conflict with both Forster

(1976) and Morton (1979).
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