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Communication Infrastructures for Distributed
Control of Power Distribution Networks
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Abstract—Power distribution networks with distributed gen-
erators (DGs) can exhibit complex operational regimes which
makes conventional management approaches no longer adequate.
This paper looks into key communication infrastructure design
aspects, and analyzes two representative evolution cases of Active
Network Management (ANM) for distributed control. Relevant
standard initiatives, communication protocols and technologies
are introduced and underlying engineering challenges are high-
lighted. By analyzing two representative case networks (meshed
and radial topologies) at different voltage levels (33kV and
11kV), this paper discusses the design considerations and presents
performance results based on numerical simulations. This study
focuses on the key role of the telecommunications provision when
upgrading and deploying distributed control solutions, as part of
future ANM systems.

Index Terms—Power distribution networks, Active Network
Management, Distributed Generators, SCADA, communication
system, distributed control

I. INTRODUCTION

Today’s electric power networks were built with an inte-
grated and vertical structure in mind. The power energy is
mostly generated in centralized power plants and transported
over a long distance transmission network to a distribution
network before reaching the end users. In this context the
distribution network is regarded as a passive system used to
deliver reliable unidirectional power flows to end users. At
present most Distribution Network Operators (DNOs) manage
their networks via single (backed up) control center relying on
Supervisory Control and Data Acquisition (SCADA) systems
which were designed for simple and centralized operations.

In recent years, medium voltage (MV) distribution networks
have been faced with a continuity of modifications as renew-
able energy generation resources in the form of small-scale
DGs (e.g. wind turbines, Combined Heat and Power (CHP)
and solar energy) are being connected to the utility grid.
This trend has mainly been driven by advances in Distributed
Energy Resources (DER) technology and the desire to achieve
low-carbon energy provision targets. Amongst other character-
istics of DGs is that they can be deployed closer to the loads
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and the surplus energy could be absorbed by the grid with the
added benefit that demand during peak times could be better
managed. The UK Government expects the renewable sources
to provide 10% of the total national electricity supply by 2010,
which implies about 14 GW of generation from current MV
distribution networks.

With DGs, the distribution grid is no longer a passive
system, but an active system interconnecting generators (e.g.
wind power) which allows coexistence of bi-directional power
flows. Moreover, the energy supplied by these generators is
often intermittent and hence more difficult to predict and con-
trol. This brings about new operations and control challenges
to cope with, e.g. voltage raise effect, increased fault level,
protection degradation and altered transient stability [17]. We
envisaged that a great number of DGs will be integrated into
future power grids across a large geographical span. Moreover,
at present many power utilities are being faced with the reality
of conventional centralized control systems limitations, as they
can greatly degrade due to the complexity of dealing with
network events that would require enormous amount of data
to properly manage them. To meet this emerging challenge,
Active Network Management (ANM) solutions need to be
incorporated in the network when DGs are part of the system.

IntelliGrid [16] and SmartGrids [30] are two research ini-
tiatives that investigate the realization of future “smart” or
“intelligent” energy networks. Another notable effort is the
Advanced Metering Infrastructure (AMI) (e.g. see [10]) which
is designed to measure, collect and analyze energy usage
through interacting with smart meters via various commu-
nication media. AMI allows distribution of information to
customers, utilities and service providers enabling them to
participate in or provide demand response solutions, often
with a requirement of significant communication infrastructure
reinforcement. The AuRA-NMS (autonomous regional active
network management system) project [4] has also investigated
a cost-effective ANM solution by implementing distributed
and intelligent active network control to enhance energy secu-
rity and quality of supply. The key idea behind this approach
is to devolve the management authority from DNO’s control
center to networked regional controllers deployed locally to
carry out management tasks in either autonomous or cooper-
ative operational regimes. The AuRA-NMS identified many
requirements on the underlying communication system which
current SCADA systems can barely meet and that needs to
be well understood. This paper investigates communications
infrastructure design aspects, and analyzes two representative
evolution cases of Active Network Management (ANM) for
distributed control. We envisage that a plausible transition to
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a fully automated ANM solution will be incremental due to
the nature of the current installed facilities, and hence, we
take the view that gradual upgrades of the communications
infrastructure will be the most likely roadmap. In this sense
we also constrain our analysis to established technologies
and standards so that ANM solutions would not depend on
customized solutions and/or proprietary communications pro-
tocols. To obtain the results reported in this paper we develop
a simulation environment that is flexible enough to assess
various scenarios in which different technologies and protocols
could co-exist 1. The simulation environment includes all the
major features of legacy communication technologies so that
the selected solutions could also be assessed in terms of its
backward compatibility. In this paper we present:

1) A generic and flexible methodology for modeling and
assessing different types of data traffic and its associ-
ated communications system, to support distributed con-
trol using ANM systems. Communications requirements
from distributed sensors, control commands and agent
communications, can be easily specified.

2) Two case studies: the communication system designs
are analyzed through two representative medium voltage
networks (33kV and 11kV) based on aforementioned
modeling approach and assessment framework.

Even though, the proposed methodology is flexible enough
to analyze a variety of heterogeneous end-to-end communi-
cations infrastructures performance, when different communi-
cations technologies inter-operate, this paper presents only a
subset of results due to space limitations.

The remainder of the paper is organized as follows: Section
II presents an overview of current communication provision
in DNOs. Section III explains the regional active network
management approach and its key features, followed by a
discussion of related communication standards, protocols and
technologies in Section IV. The major communication system
engineering challenges are discussed in Section V. Section VI
presents in details the approach of communication system and
traffic modeling. Section VII and VIII discusses the design
considerations of two case networks and provides numerical
results obtained from simulation experiments, respectively.
Finally, some concluding remarks are given in Section IX.

II. BACKGROUND: CURRENT DISTRIBUTION NETWORK
MANAGEMENT

Current power distribution network operations rely mostly
on simple extension of SCADA systems which were mostly
designed with a centralized architecture in mind interconnect-
ing a master terminal (at control center) and a large number
of Remote Telemetry Units (RTUs) located at geographically
dispersed sites, as shown in Figure 1. The underlying feature of
these systems is their heterogeneity in terms of communication
medium (e.g. leased digital fibre, private wire, telephone lines,
satellite and mobile radio) and channel capacity (from a few
hundred to a few thousand bits per second). These char-
acteristics mean frequent communication media conversions

1The simulation environment source code can be obtained from the corre-
sponding author.

with the undesirable impact on its end-to-end availability and
average Bit Error Rate (BER). Furthermore, SCADA protocols
are mostly proprietary and designed specifically with error
detection and message retry mechanisms to guarantee data
delivery under most circumstances.

Fig. 1: Current control schemes: central control (a) and local
control (b)

RTUs act as relays to collect network operational states from
sensors (analogue and/or binary) and route control signals to
actuating devices. Data acquisition is often carried out through
polling in a non-continuous fashion, e.g. every 10-20 seconds
at higher voltage sites (e.g. 33kV) and hours or even days
at lower voltage sites (e.g. 11kV). In addition, RTUs may
also be able to send event driven data, e.g. field alarms. At
the control center, state data is analyzed to detect anomalous
conditions (e.g. under voltage) that may require corrective
actions (e.g. operating an on load tap changer) which will
include the sending of relevant control signals to remote
network elements. In this way, DNOs use periodic polling
and event-driven messages to ascertain the state of network
operation. At present most SCADA systems lack of sensing
and control capabilities at low voltage levels, e.g. 11kV, which
makes their service largely depend on manual operation.

In addition to the central control approach, some tasks, e.g.
protection, could be performed through local control loops
with controllers equipped in the field, as shown in Figure
1. These controllers merely monitor and control the devices
connected to them without taking into account the impact
of their control decisions on peer areas and the decisions
are generally made following pre-defined logic designed for
specific operation conditions. Thus, the control actions are
restricted in scope and not flexible, and hence only sub-optimal
network operation would be achieved.

III. REGIONAL ACTIVE NETWORK MANAGEMENT

The key concept of regional active network management
approach is to delegate network management tasks to a set
of loosely-coupled autonomous regional controllers that can
manage their geographical sub-network whilst cooperate with
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peer controllers when necessary to achieve global optimal
operation. Figure 2 illustrates the principle by using a section
of an 11kV network as an example which is divided into
three regions (I, II and III) with each region covering a single
33/11kV substation area. Hardware controllers are installed in
individual regions which are able to access sensing and actuat-
ing devices of power network elements (e.g. DG, transformer)
in their area of influence via regional communication channels
(dotted-dash lines). The controllers are inter-connected with
their peers via inter-regional peer-to-peer channels (dashed
lines). While the operation of regional controllers (“C”) are
no longer dictated by the DNO’s control center (“C/C”),
the latter can still instruct the former when necessary via
communication channels between them (solid lines) to adapt
the overall network operation to meet certain goals. With such
an approach, the overall centralized management system is
transformed into a number of autonomous and coordinated
control subsystems:

1) Regional autonomy: the network monitoring and control
actions are taken locally by the regional controller in
its designated region. If the impact of the anomalous
condition does not exceed the regional boundary, the
controller will carry out control actions autonomously
without consulting its peers.

2) Inter-regional coordination: in the case that the detected
anomalous conditions could impact adjacent regions, the
controllers in adjacent regions will cooperate to find
control decisions which should minimize the spread of
the anomaly.

Fig. 2: Regional active network management approach (C/C:
control center; C: regional controller)

Such a management paradigm will work only if it is
underpinned by an efficient communication system, which
might be able to use deployed SCADA system. Otherwise,
new communication infrastructures will need to be provided.

Three ANM control functions are investigated in AuRA-
NMS project, namely voltage control, automated supply
restoration and power flow management [7] and they can po-
tentially run in each one of the regional controllers. Intelligent
approaches, e.g. Case-Based Reasoning (CBR), are explored

to find voltage control solutions to efficiently maintain the
voltage profile within the regulated limits under various con-
ditions, e.g. load variation, intermittent DG outputs, by using
various control measures, e.g. on-load tap changer (OLTCs)
control, DG power factor control, DG real power curtailment
control, or a combination of them (e.g. moving taps in a
transformer and reducing real power of a certain DG). This
approach works based on up-to-date network measurements,
including voltage (V), current (I) and real power (P) measure-
ments on all feeders, transformer states (V, I, tap position),
V, P and reactive power (Q) on all DGs. Fault management
is another key aspect of ANM to improve the power supply
quality by restoring power supply to as many customers
and quickly as possible after a fault whilst meeting some
certain operational criteria, e.g. within feeder/switch ratings or
minimum switching operations. The function requires network
load and controllable switch status information to derive con-
trol solutions. The power flow management can be modeled
as a Constraint Satisfaction Problem (CSP) and solved by
various algorithmic solutions to find suitable control instruc-
tions, e.g. charging/discharging Energy Storage System (ESS),
tripping/trimming DG or load shedding, to meet load flow
constraint (i.e. for a given level of DG generation, network
operates within thermal limits) and contractual constraint (i.e.
higher priority DGs are not tripped or trimmed before lower
priority DGs). The function requires P and Q information on
all system loads and DGs. Although these ANM algorithms
have shown to enhance distribution network operation, the
underlying assumption is that the network information can be
timely and reliably delivered to the regional controllers.

In AuRA-NMS, agent-based technology, which has been
widely accepted in industry (e.g. [31]), is considered a more
suitable underpinning tool than other alternatives (e.g. data
exchange via peer-to-peer protocols like IEC61850 or web-
based services) to support inter-regional coordination due to
the inherent agent characteristics (e.g. pro-activeness, auton-
omy and sociability) and the distributed nature of multi-agent
system (MAS). It represents a decentralized approach with
parallelism that distributes computational resources or tasks to
agents across a set of interconnected hardware controllers, and
hence could avoid performance degradation due to resource
limitations and critical failures if the control functionalities
are sufficiently shared among agents. The modularity of MAS
leads to efficient software integration and upgrade and simple
interoperation with legacy systems. In summary, MAS can
enhance overall system performance, specifically in terms
of computational efficiency, reliability, extensibility, maintain-
ability and software reuse. In AuRA-NMS, rather than using
agents to represent physical network elements, e.g. DGs and
feeders, MAS is applied in a distinct way as an efficient and
flexible tool of building the software architecture across the
networked controllers by encapsulating the ANM functionali-
ties as agents to achieve “plug and play” management [7].

In this ANM solution, another two questions remain open:
(1) where the regional controllers are going to be physically
located in the network; and (2) how to define the boundaries
of the controlled regions. In principle, the controllers can be
allocated across the distribution network with great flexibility
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and the decision may be determined by the communication
availability and DNO’s specific requirements. The partition of
distribution network into a set of control regions can be com-
plex, particularly when networks are with a meshed structure,
and sophisticated techniques may need to be involved to tackle
this problem. These issues are out of the scope of this paper
and left out for future investigation.

IV. STANDARDS, PROTOCOLS AND TECHNOLOGIES

This section presents relevant standards, protocols, and
communication technologies in the context of AuRA-NMS.

A. Standards

To enable communication interoperability, it is essential to
adopt a unified approach for data modeling across the distribu-
tion networks. Two IEC standards (61970-301 [11] and 61968-
11 [12]) are collectively known as the Common Information
Model (CIM) which is able to provide extendable object-
oriented semantics with a hierarchical architecture to describe
different network elements and their inter-relationships. The
IEC 61850 standard [13] has been adopted for substation
automation for years which models substation equipments
and functions as abstract objects to improve the interoper-
ability among Intelligent Electronic Devices (IEDs). Recent
efforts are being made to expand the scope of IEC 61850 to
the whole power networks [5] and harmonize it with CIM
towards a comprehensive standard data definition to enable
monitoring, control or protection applications developed on
different platforms to represent and exchange information
in a consistent format, and in turn, enable seamless data
communication throughout various voltage levels across the
overall distribution networks. Therefore, CIM and IEC 61850
are suggested to build standard data model in AuRA-NMS
solution and they could be further extended if needed to meet
certain requirements [7].

Foundation for Intelligent Physical Agents (FIPA) is cur-
rently the most accepted standardization effort for MAS [31]
and hence is adopted in AuRA-NMS solution. The FIPA
specification provides the normative framework for agents to
be deployed and operate. It specifies the necessary interface
to support interoperability in MAS and offers the logical
reference model for the creation, registration, location, com-
munication, migration and retirement of software agents.

B. Protocols

Current proprietary communication is a major obstacle for
DNOs to adopt advanced automation and intelligent network
applications. Some recent proposals have suggested migrating
to the IP based monitoring and control paradigm for indus-
trial automation (e.g. [20], [32]). Current DNOs face severe
communication inadequacy due to the presence of analogue
circuits and low speed modems in their SCADA systems
and interoperability problem due to proprietary protocols.
Present TCP/IP based communication systems are generally
provided with sufficient bandwidth and high availability, and
hence more comprehensive operational data can be obtained

to achieve timely network awareness and more sophisticated
management tools can be applied to optimize network opera-
tion with greatly improved interoperability.

However, apart from the reinforcement costs of communica-
tion infrastructure, there are still two major concerns over such
migration. Firstly, TCP protocol can be problematic due to its
“slow-start” nature and unpredictable performance. Authors
in [21] argued that TCP is not quite suitable for system
monitoring due to its non-deterministic latency and proposed
a UDP-based protocol instead. Another concern is that such
open technologies are more vulnerable to malicious attacks,
and hence with high security risk, compared to isolated private
circuits with proprietary protocols as data may traverse through
public communication infrastructures in a standard format.
Lots of research efforts (e.g. [6], [32]) have been conducted
to remove these concerns. In addition, some alternatives are
developed with more efficient polling mechanisms (e.g. [2]) or
smarter protocols (e.g. retransmission strategies, see [9]) for
enhancing the reliability and flexibility of data acquisition and
transportation in various communication conditions. In this pa-
per we restrict the view in assessing the TCP/IP based systems
for the AuRA-NMS operation by using standard TCP/IP and
UDP/IP transport protocols with round-robin polling scheme
to carry different types of data traffic.

C. Technologies

One key aspect of ANM communication design is to deploy
suitable and future-proof wired/wireless or hybrid technolo-
gies. Previous work (e.g. [3], [8], [34]) have comprehensively
addressed this issue, and the following merely highlights a
number of promising ones.

In general, the wired technologies, e.g. Digital Subscriber
Lines (DSL) and optical fibre, provide more capacity, relia-
bility and security but are costly for large-scale deployment.
For example, optical fibre can support data rate up to several
Giga bits per second with BER as low as 10−15. The major
limitation is its high renting and installation costs, and hence it
should only be considered when high bandwidth and stringent
performance guarantees are required. Recent technological
advances enables power Line Carrier (PLC) to transmit data
over existing medium (15/50 kV) and low (110/220 V) voltage
power lines with an improved data rate (maximum capacity
of 45 Mbps with a prototype modem [34]). However, many
technical problems are still unresolved, e.g. large BER due to
high noise sources over power lines and signal attenuation and
distortion, and lack of security and regulation.

The wireless technology could save installation costs with
fast deployment and flexible configuration, but with con-
strained bandwidth and security. For example, Ultra High
Frequency (UHF) radio (300MHz-1GHz) can provide point-to-
point or point-to-multipoint communication with typical data
rates of 9600 b/s (full-duplex) or 19.2 kb/s (half-duplex) at
the range of 30-50 km and typical BER of (10−6, 10−3).
Low Earth Orbit (LEO) networks are promising to power
utilities due to its ubiquitous coverage, flexible configura-
tion and affordable cost. Existing constellations (e.g. Iridium,
Globalstar) can deliver low bit-rate voice and data services
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(e.g. 4.8 or 9.6 kb/s) and Teledesic system is designed as
“Internet-in-the-Sky” to offer high quality broadband services
(16 kb/s to 2048 kb/s). In a LEO constellation, a single hop
generally contributes about 20 ms to the propagation delay and
additional satellite hops could add to the latency depending
on the distances between satellites, resulting an end to end
propagation time of 20-200 ms. In addition, the delay can vary
over time due to the relative satellite motion, handover process
and routing path changes. The well-known limitation of LEO
network is signal shadowing due to environmental blockage
and diffraction effects (e.g. urban buildings and mountains
in rural areas) which results in high BER and temporary
channel outage. Fortunately, LEO constellations have dynamic,
yet deterministic topology [35], and its performance in terms
of channel quality and availability can be greatly enhanced
from many aspects, e.g. fade margins and advanced transmis-
sion techniques to compensate multipath fading, and use of
visible satellites and path or satellite diversity to minimize
blockage impairments (e.g. [29]). Therefore, this work uses
BER (10−8, 10−5) to characterize the channel error behavior
assuming that the bit errors are random and the burst errors
due to convolution encoding schemes are not considered. As an
alternative to the wired technologies, microwave radio operates
at frequencies above 1GHz offering high transmission data
rates (few Mb/s to 155 Mb/s) which can be used for long
distance communication. However, it requires line of sight
between the two ends of the connection, and hence high mast
installation is required which can be costly. Finally, WiMax
offers a standardized point-to-multipoint high speed communi-
cation with a large geographical coverage (i.e. IEEE 802.16)
which greatly improves the communication performance of
power utilities suffering from environmental obstacles.

As current MV distribution networks are often geographi-
cally large (including rural, urban, sub-urban and some very re-
mote sites), it will be more cost-effective to adopt a mixture of
technologies. Also, DNOs could build their “utility-Intranet”
to obtain full control on communication with increased flex-
ibility, security and reliability. The candidate technologies at
given voltage levels need to be carefully evaluated prior to
deployment against various criteria, e.g. availability, reliability,
security, expected traffic pattern and cost.

V. COMMUNICATION SYSTEM ENGINEERING CHALLENGES

The operation of regional ANM system brings many chal-
lenges on engineering underlying communication infrastruc-
ture. Some key requirements are highlighted as follows and a
more detailed discussion can be found in [26].

A. Data Availability, QoS and Security

The efficient operation of ANM strongly relies on high
data availability (i.e. data is accessible when needed, at the
right locations, and in the expected formats). When DGs are
connected to the distribution network, the network can exhibit
dynamic behavior in the scale of milliseconds. The advances
in substation automation permits fast data sampling, and hence
enhances the capability of obtaining detailed operational states
in substations. Unfortunately, existing SCADA can hardly

make these data available to the regional controllers in a
timely manner due to constrained bandwidth. Furthermore,
very little information may be available from some parts of the
network due to limited number of sensing and control devices.
The enhancement of data availability needs to be taken into
account in the process of communication system design. In
ANM system, different algorithms need to act in their designed
time scales to fulfil their functions. For example, under-voltage
load shedding control action needs to be operated in several
seconds, while on-load tap changers act in the time-scale of
tens of seconds, and thermal phenomena (e.g. transformer
overheating) may allow several minutes before a control action
is taken. Therefore, the underlying communication system
needs to be carefully designed with quality of service (QoS),
e.g. service prioritization and resource management ( [19],
[25], [33]), to meet diverse latency requirements. Also, as the
data security is extremely vital for power utilities, advanced
mechanisms (e.g. [6]) need to be adopted in the communica-
tion system for secure information storage and transportation.

B. System Extensibility, Robustness and Reliability

Since the number of network elements in distribution net-
works is steadily growing, the underlying communication
system and software architecture need to be scalable to accom-
modate such growth, e.g. easily incorporating and managing
the newly-added network devices with minor configuration
efforts (e.g. [28]). In addition, as the ANM functions may
operate across several distributed controllers, this requires the
system to have a certain level of redundancy (e.g. backup
channels, devices and software components) to cope with
potential failures (e.g. channel failure and device outage) and
varied computation requirements. For highly critical sites, it
is not uncommon that multiple communication channels with
different medium coexist to ensure high reliability.

C. Communication Interpretability and Compatibility

The information exchange in ANM system is expected to
be based on a standard data model, e.g. IEC61850. However,
at present, both IEC61850-compliant devices and devices
running proprietary protocols co-exist in substations. Properly
interfacing with the legacy system is crucial to provide system
backward compatibility and transparent communication. One
viable solution is to integrate a protocol converter through a
gateway into the substation SCADA system. Such conversion
can be implemented through IEC61850 and Object Linking
and Embedding (OLE) for Process Control (OPC) technology
by defining the mapping between IEC61850 and the legacy
protocols. The IEC61850-compliant devices can be directly
connected to the substation local area network (LAN). As
a result, regional controllers executing ANM algorithms can
communicate with all substation monitoring, protection and
control devices with minimum reinforcement cost.

VI. COMMUNICATION SYSTEM AND TRAFFIC MODELING

A. Communication System Modeling

For the sake of clarity, the following notations are used:
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ca Communication channel capacity
dp Propagation delay
dt Transmission delay
dr Processing delay
dq Queuing delay
er Channel bit error rate (BER)
lc Congestion loss
le Corruption loss
pe Packet error rate (PER)
σ Message size in bits
bs Buffer size in messages

Consider a heterogeneous communication infrastructure
consisting of a variety of communication media, as shown in
Figure 3(a). Data may be transported traversing a number of
them before reaching their destinations, e.g. Internet and LEO
satellite (point A to B) or Internet and radio system (point
A to C). In the proposed framework, the communication path
between source (s) and destination (d) is modeled as a set of
communication nodes (representing routers, switches, or even
local area networks) interconnected with links (representing
communication channels), as shown in Figure 3(b).

(a)

Message

N-1 N1 2 3s d

1

sb
2

sb
3

sb
4

sb
5

sb

12 12 12( , , )a p rc d e 23 23 23( , , )a p rc d e 1, 1, 1,( , , )N N N N N N
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, , ,q t r cd d d l ,p ed l

(b)

Fig. 3: Communication infrastructure (a) and its modeling (b)

From the control actions perspective, the relevant param-
eters from the communication system are: channel capacity,
message latency and probability of message loss. Channel
capacity (ca) indicates the maximum data transmission rate in
a communication channel. Message latency is referred as the
amount of time for a message to be delivered from the sender
to the receiver along the communication path which comprises
of four components: (1) propagation delay (dp), refers to the
amount of time for data to propagate over a link, which is
generally constant and dependent on the distance and channel
medium; (2) transmission delay (dt), is determined by channel

capacity and message length; (3) processing delay (dr), is the
time takes by routers for routing and error checking which
is generally small enough (on order of microseconds or less)
to be neglected; and (4) queuing delay (dq), is a dynamic
part which refers to the message waiting time in the node
buffer before being processed when temporary communication
congestion occurs.

There are two types of data loss need to be considered: (1)
congestion loss (lc), which occurs when the communication
system is congested which causes intermediate communication
elements (i.e. routers) to drop messages; and (2) corruption
loss (le) due to transmission errors caused by a variety of en-
vironmental effects, e.g. signal interference, noise, and is often
dominate in wireless channels. Although primarily influenced
by the BER, the message corruption loss rate also depends
on message length and the effectiveness of error correction
mechanism. We approximate packet error rate (pe) assuming
that the bit errors are independent and identically distributed:

pe = 1− (1− er)
σ (1)

For the investigation of packet level performance, it is suf-
ficient to characterize the delay and error behavior without the
transmission channel details. Therefore, only a set of relevant
parameters are used to characterize the communication system,
including three channel parameters: capacity (ca), propagation
delay (dp) and BER (er) and one node parameter: buffer size
(bs) of 50 (in messages).

B. Communication Traffic Modeling

In IEEE SCADA standard [14], three generic data trans-
action modes are identified for communication between two
entities (sender and receiver) in power utility. These modes
are borrowed in this study to characterize different traffic in
ANM system which are described below.

1) Mode A: one or more messages are sent with no receipt
confirmation and retransmission upon loss. This is used
in applications where the data reception is not essential.

2) Mode B: one message is sent followed by a receipt
acknowledgement and message is retransmitted if lost.
This is suitable for applications where reliable data
delivery is required.

3) Mode C: characterized as “select-before-operation”. Fol-
lowing the first “select” message, a “confirm” message
is sent to verify that the device acts correctly to the
selection. Then a “control” command is transmitted upon
the confirmation and followed by an acknowledgement
indicating the message is properly received. This pro-
cedure effectively avoids operating wrong devices or
receiving bad control messages.

There are three types of data traffic identified to support the
regional ANM operation:

1) Sensing traffic (cyclic and acyclic): network measure-
ments (e.g. V, I, P) are cyclically sent to their assigned
regional controller with a pre-defined time interval;
urgent field events (e.g. alarms) are sent to controllers as
acyclic data once generated. Both cyclic and acyclic data
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are set with message size of 32 bytes, but with mode A
and mode B respectively.

2) Control traffic: control commands issued by regional
controllers are delivered to the actuating devices to take
certain actions using mode C. A command may consist
of several messages (assuming up to 10 messages) with
message size of 60 bytes.

3) Coordination traffic: the controllers coordinate with
peers in finding control solutions when needed through
exchanging a number of asynchronous Agent Commu-
nication Language (ACL) messages based on mode B.
The message size is set to 1000 bytes.

Due to the different nature of data transaction modes, the
mode A is modeled by using UDP protocol without mes-
sage acceptance confirmation and retransmission mechanism,
whereas, mode B and C are modeled by using reliable pro-
tocol, TCP, providing confirmation following message receipt
and data retransmission upon loss.

To evaluate the communication systems for supporting
regional ANM, extensive numerical simulation experiments
are conducted with ns2 [24]. Figure 4 schematically shows
the system model in simulations with three hierarchical levels:
sensor/actuator level representing the field sensing and actuat-
ing devices, SCADA level showing the existing communica-
tion provision in DNOs and an ANM level on above showing
the infrastructure that may potentially need to be deployed.
This effectively provides us with an efficient communication
assessment framework as the system model can be flexibly
configured with different topologies (e.g. additional routers
labeled as 3, 5, 8 and 9 at the SCADA level can be used
to produce larger or more complex topologies), channel and
node parameters to reflect a variety of system and traffic
scenarios and allows us to carry out a range of assessment, e.g.
to identify where existing SCADA system could be used or
new communication provisions have to be deployed to achieve
acceptable performance.
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Fig. 4: Communication infrastructure simulation model
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VII. COMMUNICATION SYSTEMS FOR TWO CASE
DISTRIBUTION NETWORKS

This section addresses the design of communication systems
for controlling two representative case networks, 33kV meshed
network and 11kV radial network, and evaluates the communi-
cation performance based on proposed assessment framework.

A. 33kV Meshed Network

Figure 5(a) illustrates the structure of SCADA system
in the 33kV meshed network covering three grid substa-
tion (132/33kV) areas. At 33kV level, primary substation
(33/11kV) RTUs (“R”) are organized in a multi-dropped
structure via leased analogue phone lines or private wires, and
RTUs are polled by the control center (“C/C”) in sequence
at fixed intervals to retrieve data to the control center via
data Concentration Points (“CP”) at grid substations (dashed
arrow). At 132kV level, grid substations are inter-connected in
a semi-meshed topology by channels (e.g. microwave or leased
digital circuits) with high reliability (through triangulation and
duplicated links) and bandwidth, from 512kb/s to a few Mb/s.
However, the multi-drop lines are often operated with a low
data rate, e.g. 1200b/s, as conventional SCADA data volume
are generally limited, e.g. a few to tens of bytes per substation.
Except for constrained bandwidth, the multi-drop lines have
some other limitations: (1) low degree of security as every
connected RTU may see every message, even those that are not
destined for it; (2) tedious process for line diagnosis and fault
isolation as the fault can be anywhere along the line; and (3)
becoming bottlenecks preventing immediate communication
access when data traffic are heavy.
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R

R

R
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R
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Fig. 5: 33kV meshed network: SCADA (a) and
communication system for ANM (b) (dashed arrow:

monitoring; solid arrow: control; double arrow: coordination)

In 33kV network, regional controllers (“C”) are located
at grid substations with each controller covering one grid
substation area (I, II and III). The substation automation makes
almost all of the required measurements for ANM available
at the 33/11kV substation RTUs. However, both the low data
rate and restricted structure become major obstacles to make
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these data timely available at the regional controllers. To solve
this problem, Figure 5(b) shows that a new regional commu-
nication system, e.g. based on DSL technology, is adopted
to replace the multi-drop lines in region II to connect the
controller and RTUs in the region for collecting network states
(dashed arrow) periodically and delivering control commands
(solid arrow) once issued. On the other hand, SCADA channels
providing the connectivity among grid substations may be
used to carry the data traffic for coordination (double arrows)
between peer controllers. If these channels cannot meet the
needs, additional channels have to be set up.

B. 11kV Radial Network

Figure 6(a) depicts the SCADA system in the 11kV radial
network comprising three primary substation (33/11kV) areas.
Topologically, the RTUs (“R”) at primary sites and secondary
units (11kV/LV) are directly connected with the control center
(“C/C”) separately for network monitoring (dashed arrow)
and control (solid arrow). To adopt AuRA-NMS solution,
the control region is determined as each substation area and
controllers (“C”) are installed at 33/11kV substations as the
substation operation has the dominating influences on all its
downstream feeders.

33kV
33/11kV

R

IEDs

R

11kV

C/C

I I II

R

(a)

Regional 
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33/11kV

11kV

C
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IEDs

II

IIII

C C

(b)

Fig. 6: 11kV radial network: SCADA (a) and communication
system for ANM (b) (dashed arrow: monitoring; solid arrow:

control; double arrow: coordination)

In this case, two issues need to be addressed. Firstly,
there are no existing connections between 11kV network units
and 33/11kV substations and among substations. Therefore,
additional communication infrastructure needs to be deployed
for communication among these sites for network monitoring
(dashed arrow) and control (solid arrow) in each control region
and message exchange for coordination among regions (double
arrow), as depicted in region II in Figure 6(b).

Another issue is that, the number of measurements required
by ANM algorithms to make reliable control solutions (e.g.
V and I measurements on all feeders) can be very high in
11kV network due to its large number of feeders and laterals.
However, the current situation is that very few operational

details can be obtained due to limited sensing and control
capability. This implies that additional IEDs coupling with
communication channels need to be installed in 11kV network
which is in practice not cost-effective. One viable solution is
to adopt Distribution State Estimation (DSE) technique which
predicts network operational state based on a set of pseudo
measurements and a small number of actual measurements
obtained from some key locations [1]. Taking voltage control
as an example, only a few measurements may be needed, e.g.
tap position, DG voltage level and power outputs. DNOs need
to make a tradeoff between adopting sophisticated DSE and
deploying more sensing devices to make the solution cost-
effective. In each control region, the locations where network
measurements need to be obtained could be very dispersed
and the 11kV network units communicate with the controller
following a point-to-multipoint pattern. This makes the wire-
less based systems particularly attractive to be adopted with
the desirable features of flexible configuration and affordable
costs. One of the key issues is to select suitable Medium
Access Control (MAC) protocol to coordinate transmission
among multiple devices sharing common wireless medium
with minimized collisions and access delay while maximizing
throughput. Due to the fact that the measurement data is
generated in 11kV units in a regular and stable pattern, and
needs to be timely delivered to the controller, the round-
robin polling based time-division multiple access (TDMA)
technique is considered suitable for wireless channel access to
enable the 11kV units to exclusively use the channel and take
turn in sending their measurement data in their assigned time
slots with enhanced reliability and reduced randomness [2].
In contrast, random access approach, e.g. Aloha and Carrier-
Sense Multiple Access (CSMA), needs devices to compete for
transmission with a random back-off process with no absolute
guarantees of channel access and collision avoidance. This
could make the 11kV units wait a non-deterministic long time
to access the channel for data transmission.

VIII. NUMERICAL RESULTS

This section evaluates the performance of communication
systems in the networks of the case studies. Some preliminary
results are presented in [27]. We are interested in evaluating
data delivery duration which is defined as the total communica-
tion time to complete a measurement cycle (including polling
events), a control command delivery or a coordination process.
DNOs require different traffic types to be delivered in different
time scales to fulfil their functions. The general requirements
are briefly described in [19] as “slow for post-event analysis,
near real-time for monitoring and as close to real-time as
possible for control or protection”. The delivery time of data
acquisition and control outside the substation is suggested to
be within 1 s [15]. In this paper we directly adopt this require-
ment in the assessment of 33kV network. At the lower voltage
level, the events in 11kV network are generally considered less
critical, and hence the requirement is set as 10 s. For the same
reason, the time requirement for coordination between peer-
controllers in 33kV and 11kV network are set as 10 s and 100
s, respectively. The communication infrastructure simulation
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model introduced in Figure 4 is configured (in terms of topol-
ogy, traffic demand, node and channel parameters) such that
a range of network and traffic scenarios of three AuRA-NMS
regions are obtained for the performance assessment of 33kV
and 11kV network (i.e. covering three grid substation areas
and three primary substation areas, respectively, as shown in
Figure 5 and Figure 6). All simulation experiments are carried
out with the simulation time of 10000 seconds (about 2.8
hours) to capture the steady-state performance measurements
(no significant difference in measurements was observed with
a longer simulation time).

In this section, we start with some analytical performance
analysis which will be further validated by simulation ex-
periments presented in the rest of this section. From [18],
without considering the negligible time of processing polling
message (only several bits) and state switching (e.g. from idle
to transmission), given the volume of the data to be delivered
from a field entity (e.g. RTU or 11kV unit) at each cycle, vd,
the duration of extracting data from N field entities (including
the propagation time of polling messages) based on a round-
robin polling mechanism via a single switch can be absolutely
bounded by Ds

min and Ds
max:

Ds
min =

N∑
i=1

(vd
ca

+ 2 · dp
)

(2)

Ds
max =

N∑
i=1

(vd
ca

+ bs ·
σs

ca
+ 2 · dp

)
where σs is the sensing message size (i.e. 32 bytes). Ds

min

only considers message propagation and transmission delay
assuming no temporary congestion occurs induced by other
traffic and Ds

max assumes the extreme case that the node buffer
is full (the term bs ·(σs/ca) gives the maximum queuing delay
experienced by a sensing message when buffer overflows).

In respect to the control performance, a simple approx-
imation formula of the upper bound on the average TCP
throughput, R, is given in [22], assuming that TCP is running
over a lossy path with a constant round trip time, RTT , and
random packet loss at a constant probability, p, as follows:

R <
MSS

RTT
· 1
√
p

(3)

where MSS is the system maximum segment size, and hence
with the the control message size, σc (i.e. 60 bytes), the lower
bound on average deliver duration of k control messages,
Dc

min, can be analytically estimated as

Dc
min =

k · σc

R
(4)

A. Sensing and Control in 33kV Network

The first set of experiments look into the 33kV network and
assess the feasibility of using existing SCADA multi-drop lines
(see Figure 5(a)) to carry the data traffic for ANM with the
channel configuration of (ca=1.2 kb/s, dp=5 ms, er=10−5). It is
assumed that each substation RTU is associated with 50 bytes
of data (i.e. vd) to be periodically delivered to its regional

controller with the polling interval of 100 s. The acyclic
data and control events in respect to each RTU are randomly
generated following a uniform distribution with the arrival
intensity of 0.02 s−1 and 0.005 s−1, respectively. Figure 7
shows the result of mean data delivery duration (errorbars
showing the variations and applied to all the rest of figures)
for sensing (line with circles) and control (line with squares)
events against the number of RTUs per region increasing from
1 to 20 (i.e. 3 to 60 RTUs in total in the simulated network)
with the theoretical bounds (dashed lines) from (2) and (4).
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Fig. 7: 33kV network sensing and control data delivery
duration using multi-drop lines (ca=1.2 kb/s, dp=5 ms,

er=10−5), polling interval:100 s

In principle, the sensing duration should be deterministic
and proportional to the number of polled RTUs. However,
some variations are observed in the experiments which is due
to the randomness induced by the presence of acknowledge-
ment messages of control commands and acyclic sensing data.
Thus, DNOs need to design their system to ensure that all field
information can be completely obtained with the pre-defined
polling interval. The analytical bounds are confirmed by the
simulation results, e.g. for the case of 12 RTUs per region,
Ds

min and Ds
max are about 4.12 s and 132.12 s, respectively.

In respect to network control, it is assumed that a control
command may consist of a random number of messages (up
to 10). Based on (4), the best-case average time duration to
deliver a control command consisting of 1 (k = 1) and 10
(k = 10) control messages can be approximated as 0.4 s and
4.0 s, respectively. In reality, the delivery duration could be
larger as it is also influenced by many unpredictable factors,
e.g. “slow-start” behavior, data retransmissions due to channel
errors and randomness introduced by RTU cyclic and acyclic
data. The simulation results can provide further insights on
the control performance. It is clearly indicated that current
low data rate SCADA legacy in 33kV network cannot meet
the time requirement of 1 s for network sensing and control.

With the recognition of 33kV SCADA limitation, we pro-
pose an ADSL based infrastructure in AuRA-NMS solution
with generous capacity (T1 link, 1.544Mb/s) and low BER of
10−7 to the 33kV network. With the same network scenario,
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we evaluate the data delivery performance with a high RTU
polling rate (every 1 s). Figure 8 shows that the high data
rate of T1 links can efficiently accommodate the impacts
of randomness even with a high polling rate and provides
required timeliness performance in 33kV network for all
experimented scenarios, i.e. the sensing (line with circles) and
control (line with squares) durations are within 1 second.
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Fig. 8: 33kV network sensing and control data delivery
duration using T1 channels (ca=1.544Mb/s, dp=5 ms,

er=10−7), polling interval:1 s

B. Sensing and Control in 11kV Network

Now, the performance assessment is conducted in the 11kV
network in which a wireless based communication infras-
tructure is the focus of the investigation. As the network
operation at 11kV level is generally less critical compared
with higher voltage sites, we assume that the 11kV units are
polled with a relative low rate of every 20 s. The control
events in each region and the acyclic data in respect to each
unit occur randomly with an intensity of 0.005 s−1 and 0.02
s−1, respectively. The wireless channel is characterized as
(ca=9.6kb/s, dp=10 ms, er=10−6) which could represent a
single hop LEO channel or other wireless media with similar
properties. We consider a range of scenarios with the number
of 11kV measurement points from 10 to 100 to represent
different trade-offs between the sensing device deployment
and sophistication of state estimator. Assuming each point is
associated with 5 sensors (each sensor has 32-byte data to
deliver), it results in the sensor population from 50 up to 500
per region (i.e. 150 to 1500 sensors in total in the simulated
network). Figure 9 shows the mean sensing (line with circles)
and control duration (line with squares) performance against
different sensor population. Again, formula (2) can be applied
to validate the bounds of sensing duration, e.g. when the
number of measurement points is 40 (i.e. 200 sensors), the
minimum sensing duration is about 6 s. The result suggests
that although almost all the control commands can be delivered
within about 1 s, the sensing duration violates the time
requirement (i.e. 10 s) when the sensor population exceeds
a certain number, i.e. 350 per region. The result indicates that

suitable state estimation algorithms need to be incorporated in
11kV network to reduce the number of required measurement
points (and hence the sensor data needs to be transported) to
meet the operational requirements.
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Fig. 9: 11kV network sensing and control data delivery
duration using wireless channels (ca=9.6kb/s, dp=10 ms,

er=10−6), polling interval: 20 s

It is well known that wireless channels often exhibit various
BER levels due to environmental effects resulting in data
corruption and ultimately discard if it cannot be recovered.
TCP deems this as an indication of congestion, and in turn
undergoes a number of unnecessary “slow-start” phases with
degraded throughput. Keeping other channel parameters fixed,
Figure 10 shows the mean sensing (line with circles) and
control (line with squares) performance against different PER
values from 0.01 to 0.1 (resulting in BER from 2.1 · 10−5 to
2.2 · 10−4 for control data based on Equation (1)), assuming
moderate sensor population (200 per region). The result is
as expected as the control data delivery duration increases
when PER becomes larger, which is mainly due to data
retransmissions upon message corruption drops (the errorbars
become dots due to the logarithmic scale). It also shows that
the average delivery duration of control data is well within
the time requirement in 11kV network (i.e. 10 s) for all
simulated PER scenarios. However, it must be aware that
even with the most advanced physical layer, MAC, and error
control technologies, channel errors cannot be fully eliminated.
Therefore, the adoption of additional mechanisms (e.g. [23])
still need to be considered to handling errors in practice.

C. Inter-regional Coordination

Finally, the performance of inter-regional coordination is
evaluated through simulation experiments for both 33kV and
11kV network. Under the circumstance that multiple con-
trollers need to cooperate in finding control solutions, inter-
regional coordination process will be initiated. Two scenar-
ios are considered: scenario (i) in 33kV network, SCADA
communication connections are available among 132/33kV
substations and their effectiveness of supporting inter-regional
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Fig. 10: 11kV network control duration against PER (0, 0.1),
sensor population per region: 200, polling interval: 20 s

coordination needs to be evaluated. We assume that two con-
trollers are connected via an existing SCADA path comprising
a microwave channel (ca=1024kb/s, dp=10 ms, er=10−6) and
an optical fibre link (ca=2048kb/s, dp=1 ms, er=10−15); and
scenario (ii) in 11kV network, the data traffic is assumed
to be carried by an underlying wired/wireless hybrid sys-
tem comprising a LEO network (ca=1024kb/s, dp=200 ms,
er=10−5) and terrestrial optical fibre (ca=2048kb/s, dp=1 ms,
er=10−15) with satellite propagation delay set to 200 ms to
represent multiple LEO constellation hops. For both scenarios,
the coordination events occur randomly following a uniform
distribution with an intensity of 0.005 s−1. These experimental
scenarios aim to identify and highlight the impacts of bottle-
neck technology on the end-to-end path.

Figure11 shows the mean coordination duration with the
number of exchanged messages per coordination session in-
creased from 50 to 1000 and the theoretical lower bound of
average delivery duration which can be derived from formula
(4) in the similar way as the control duration, e.g. 0.78 s and
3.12 s for exchanging 200 and 800 messages. The different
numbers are used to indicate a range of degrees of complexity
in coordination, i.e. a more complex decision-making process
could result in more message exchanges, and hence a longer
time to derive control solutions. The simulation result shows
that the coordination data delivery duration increases with the
growth of the number of exchanged agent messages and meets
the time requirements in both scenarios (10 s in 33kV, 100 s in
11kV). Compared with the result of 33kV network (scenario
i), the slow communication in 11kV network (scenario ii) is
mainly due to the large propagation time of LEO network
which is identified as the bottleneck on the communication
path. Therefore, LEO channels would need to be replaced
by high-performance terrestrial systems with low propagation
latency if enhanced performance is required. In addition,
the result of both scenarios highlights the fact that in order
to speed up the coordination process, the distributed power
network control algorithms operated in regional controllers

could be designed in such a way that message exchanges
are minimized. Alternatively, the underlying communication
channels might need to be upgraded.
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IX. FINAL REMARKS

This paper investigates communications infrastructure de-
sign aspects, and analyzes two representative evolution cases
of Active Network Management (ANM) system for distributed
control of a Power distribution network. To obtain the results
reported in this paper we develop a simulation environment
that is flexile enough to assess various scenarios in which
different technologies and protocols could co-exist. The simu-
lation environment includes all the major features of legacy
communication technologies so that the assessed solutions
could also be assessed in terms of its backward compatibility.

We highlight the fact that current DNOs’ communication
infrastructures need fundamental change and significant rein-
forcements from a variety of aspects to support future ANM
solutions in distribution networks with DGs. Even though
DNOs have accepted the need to evolve into a distributed
control management paradigm they envisage their system
upgrade to be a gradual process following a cost-effective
roadmap which implies that the backwards compatibility of
future solutions, and the impact of co-existence with legacy
technology should be evaluated and understood before the
communication infrastructure upgrading are deployed. In view
of this, when an end-to-end heterogeneous communication
system is part of the solution, e.g. concatenation of wired
and wireless systems, the identification and assessment of
the impact of the bottleneck technology should be carefully
evaluated. We also highlights the relevance and impact on the
communication infrastructure if state estimator algorithms are
available. The requirements in terms of volume of sensor data
that need to be transported could be greatly reduced if state
estimator are deployed in the network.

In summary we can say that current SCADA systems can
hardly meet the communication needs for advanced ANM due
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to the constraints in both capacity and structure. Communica-
tion enhancement is required to facilitate network monitoring
and control with desired performance. The ANM system needs
to adopt a unified data modeling standard to enable trans-
parent communication across the overall distribution network
where interface with legacy network elements running propri-
etary protocols needs to be provided. Finally the migration
from DNO’s proprietary communication via closed circuits to
TCP/IP based monitoring and control systems is suggested
for building future “utility-Intranet” which is becoming more
acceptable by industry.

Two research aspects are worth further investigation. The
first one is to further quantify the impacts of communication
performance, e.g. latency, data corruption, on ANM control
algorithms, e.g. voltage control and power flow management,
in a computer based test-bed. The other aspect is to analyze
the communication system with enhanced features for future
ANM systems, e.g. the adoption of standard data models (i.e.
IEC61970-310 and IEC61968-11) and security mechanisms.
Both these aspects will be able to further reassure DNOs and
make more expedite their decision on the specific roadmap to
upgrading communications infrastructures for next-generation
smart energy ANM systems.

ACKNOWLEDGMENT

This research work was supported in part by the UK’s EPSRC
(grant number EP/E003583/1), Scottish Power Energy Networks,
EDF Energy and ABB under the AuRA-NMS partnership. The
authors gratefully thank all the anonymous referees and Editor for
their valuable remarks.

REFERENCES

[1] A. Shafiu, N. Jenkins, and G. Strbac, “Measurement location for state
estimation of distribution networks with generation,” IET. Generation,
Transmission and Distribution, vol. 152, no. 2, pp. 240-246, March 2005.

[2] A. Willig, “Polling-based MAC protocols for improving realtime perfor-
mance in a wireless PROFIBUS,” IEEE Trans. Ind. Electron., vol. 50,
no. 4, pp. 806-817, Aug. 2003.

[3] A. Willig, K. Matheus, and A. Wolisz, “Wireless technology in industrial
networks,” Proc. IEEE, vol. 93, no. 6, pp. 1130-1151, Jun. 2005.

[4] AuRA-NMS, “Autonomous regional active net-
work management system” [Online]. Available:
http://gow.epsrc.ac.uk/ViewGrant.aspx?GrantRef=EP/E003583/1

[5] C. Brunner, “IEC 61850 for power system communication,” IEEE/PES
T&D Conf. & Expo., vol.2, pp.1-6, April. 2008.

[6] D. Dzung, M. Naedele, T. P. von Hoff, and M. Crevatin, “Security for
industrial communication systems,” Proc. IEEE, vol. 93, no. 6, pp.1152-
1177, Jun. 2005.

[7] E. Davidson, et al. “AuRA-NMS: Towards the delivery of smarter
distribution networks through the application of multi-agent systems
technology,” in Proc. IEEE Power Eng. Soc. General Meeting, pp. 1-6,
Pittsburgh, USA, July 2008.

[8] G. Cena, A. Valenzano, and S. Vitturi, “Hybrid wired/wireless networks
for real-time industrial communications,” IEEE Ind. Electron. Mag., vol.
2, no. 1, pp. 8-20, Mar. 2008.

[9] G. Gamba, F. Tramarin, and A. Willig, “Retransmission strategies for
cyclic polling over wireless channels in the presence of interference,”
IEEE Trans. Ind. Informat., vol. 6, no. 3, pp. 405-415, Aug. 2010.

[10] H. Sui, H. Wang, M. Lu, and W. Lee, “An AMI system for the
deregulated electricity markets,” IEEE Trans. Ind. Appl., vol. 45, no. 6,
pp. 2104 - 2108, Nov. 2009.

[11] IEC 61970 Energy management system application program interface
(EMS-API) - Part 301:CIM Base, November 2003.

[12] IEC 61968 Application integration at electric utilities-system interfaces
for distribution management-Part 11: CIM.

[13] IEC Communications networks and systems in substations, 2005, doc-
ument IEC 61850.

[14] IEEE recommended practice for master/remote supervisory control and
data acquisition (SCADA) communications, IEEE Power Engineering
Society (IEEE Std. 999-1992) Feb. 1993.

[15] IEEE TR P152522003, Draft IEEE Technical Report on Substation
Integrated Protection, Control and Data Acquisition Communication
Requirements, 2003.

[16] IntelliGrid, “Smart power for the 21st century” [Online]. Available:
http://intelligrid.epri.com/

[17] J. A. Pecas Lopes, et al.,“Integrating distributed generation into electric
power systems: A review of drivers, challenges and opportunities,” Elec.
Power Syst. Res., vol. 77, no. 9, pp. 1189-1203, July 2007.

[18] J. Luque, I. Gomez, and J. Escudero, “Determining the channel capacity
in SCADA systems using polling protocols,” IEEE Trans. Power Syst.,
vol. 11, no. 2, pp. 917-922, May 1996.

[19] K. H. Gjermundr∅d, D. E. Bakken, C. H. Hauser, and A. Bose,
“GridStat: A flexible QoS-managed data dissemination framework for
the power grid,” IEEE Trans. Power Del., vol. 24, no. 1, pp. 136-143,
Jan. 2009.

[20] K-H Mak and B.L. Holland, “Migrating electrical power network
SCADA systems to TCP/IP and Ethernet networking,” Power Eng J.,
vol. 16, no. 6, pp.305-311, Dec. 2002.

[21] K.P.Birman, et al. “Overcoming communications challenges in software
for monitoring and controlling power systems,” Proc. IEEE, vol. 9, no.
5, pp. 1028-1041, May 2005.

[22] M. Mathis, J. Semke, and J. Mahdavi, “The macroscopic behavior of
the TCP congestion avoidance algorithm,” Comput. Comm. Rev., vol. 27,
no. 3, pp. 67-82, July 1997.

[23] M. Jonsonn and K. Kunert, “Towards reliable wireless industrial com-
munication with real-time guarantees,” IEEE Trans. Ind. Informat., vol.
5, no. 4, pp. 429-442, Nov. 2009.

[24] Network simulator [Online]. Available: http:// www.isi.edu/nsnam/ns
[25] P. Pedreiras, P. Gai, L. Almeida, and G.C. Buttazzo, “FTT-Ethernet:

A flexible real-Time communication protocol that supports dynamic QoS
management on Ethernet-based systems,” IEEE Trans. Ind. Informat., vol.
1, no. 3, pp. 162-172, 2005.

[26] Q. Yang, J. Barria, and C. Hernandez Aramburo, “A communication
system for regional control of power distribution networks,” in Proc. 7th
IEEE Int’l Conf. on Ind. Informat., pp. 372-377, Cardiff, UK, June, 2009.

[27] Q. Yang and J. Barria, “ICT system for managing medium voltage
distribution grids,” in Proc. 35th Annual Conf. of the IEEE Ind. Electron.
Soc., pp. 3581-3586, Porto, Portugal, Nov. 2009.

[28] Q. Zhu, Y. Yang, M. Natale, E. Scholte, and A. Sangiovanni-Vincentelli,
“Optimizing the software architecture for extensibility in hard real-time
distributed systems,” IEEE Trans. Ind. Informat., vol. 6, no. 4, pp. 621 -
636, Nov. 2010.

[29] R. De Gaudenzi and F. Giannetti, “DS-CDMA satellite diversity re-
ception for personal satellite communication: satellite-to-mobile link
performance analysis,” IEEE Trans. Veh. Tech., vol. 47, no. 2, pp. 658-
672, 1998.

[30] SmartGrids, “Vision and strategy for Europe’s electricity networks of
the future” [Online]. Available: http://www.smartgrids.eu/

[31] S. Theiss, V. Vasyutynskyy, and K. Kabitzsch, “Software agents in
industry: A customized framework in theory and praxis,” IEEE Trans.
Ind. Informat., vol. 5, no. 2, pp. 147-156, May 2009.

[32] T. Skeie, S. Johannessen, and O. Holmeide, “Timeliness of real-time IP
communication in switched industrial Ethernet networks,” IEEE Trans.
Ind. Informat., vol. 2, no. 1, pp. 25-39, Feb. 2006.

[33] T. Cucinotta, L. Palopoli, L. Abeni, D. Faggioli, and G. Lipari, “On the
integration of application level and resource level QoS control for real-
time applications,” IEEE Trans. Ind. Informat., vol. 6, no. 4, pp. 479-491,
Nov. 2010.

[34] V. Gungor and F. Lambert, “A survey on communication networks for
electric system automation,“ Comput. Networks, vol. 50, no. 7, pp. 877-
897, May 2006.

[35] W. Usaha and J. A. Barria, “Reinforcement learning for resource
allocation in LEO satellite networks,” IEEE Trans. Syst., Man, Cybern.
B, Cybern., vol. 37, no. 3, pp. 515-527, June 2007.



13

 

Qiang Yang received the MSc (with distinction)
and Ph.D. degree both in Telecommunications from
Queen Mary, University of London, UK in 2003
and 2007, respectively. Afterwards, he worked as
a Postdoctorial Research Associate at the Dept.
of Electrical and Electronic Engineering, Imperial
College London, UK from 2007 to 2010. He has
been involved in a number of high-profile UK and
European research projects during his stay in the
UK. Since Sept. 2010, he is an Assistant Professor
of the College of Electrical Engineering, Zhejiang

University, PRC. His research interests over the years include communication
networks, smart energy systems, and large-scale complex network modeling,
optimization and simulation.

 

Javier A. Barria (M’02) is a Reader in the Intelli-
gent Systems and Networks Group, Department of
Electrical and Electronic Engineering, Imperial Col-
lege London. His research interests include monitor-
ing strategies for communication and transportation
networks, sensor fusion systems and network traffic
modeling and forecasting using signal processing
techniques, and distributed resource allocation in
dynamic topology networks. He has been a joint
holder of several FP5 and FP6 European Union
project contracts and EPSRC UK all concerned with

aspects of communication systems design and management.
Dr. Barria is a Fellow of the Institution of Engineering and Technology and
a Chartered Engineer in the UK. He was a British Telecom Research Fellow
from 2001 to 2002.

 

Tim C. Green (M’89-SM’03) received a B.Sc.
(Eng) (first class honours) from Imperial College,
London, UK in 1986 and a Ph.D. from Heriot-Watt
University, Edinburgh, UK in 1990. Both degrees
were in electrical engineering. He was a Lecturer
at Heriot Watt University until 1994 and is now a
Professor of Electrical Power Engineering at Im-
perial College London and Deputy Head of the
Electrical and Electronic Engineering Department.
His research interest is in formulating the future
form the electricity network to support low-carbon

futures. A particular theme is how the flexibility of power electronics and
control can be used to accommodate inflexibility elsewhere in the system and
the part this plays in a smart grid. He leads the FlexNet consortium of 10
UK universities researching future networks. He is a Chartered Engineer in
the UK.


