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This report presents the results of work on communications systems modeling and covers three different areas of modeling. The first of these deals with the modeling of signals in communication systems in the frequency domain and the calculation of spectra for various modulations. These techniques are applied in determining the frequency spectra produced by a unified carrier system, the down-link portion of the Command and Communications System (CCS).

The second modeling area covers the modeling of portions of a communication system on a block basis. A detailed analysis and modeling effort based on control theory is presented along with its application to modeling of the automatic frequency control system of an FM transmitter. Both linear and nonlinear models for the system are developed.

A third topic discussed is a method for approximate modeling of stiff systems using state variable techniques. Such systems are characterized by having one or more very fast time constants along with much slower time constants. A technique for removing "fast" roots associated with fast time constants from the state equations characterizing a linear system is described, and an example presented.

A number of the computer routines developed and used in the above efforts are listed in the report Appendices.
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## I. INTRODUCTION

This report presents the results of a portion of the technical program conducted under Contract NAS8-20054, and covers three different areas of communication system modeling. These are: (1) the modeling of signals in communication systems in the frequency domain and the calculation of spectra for various modulations, (2) the modeling of portions of a communication system on a block basis using control theory techniques, and (3) a technique for approximate modeling of a "stiff" linear system that can reduce the solution time significantly and still produce acceptable estimates of the system response.

Section II presents results of work in signal modeling and calculation of spectra, in particular, determination of frequency spectra, produced by a unified carrier system, the down-link portion of the Command and Communications System (CCS). Both calculated spectra and experimentally measured spectra are presented for comparison. Also discussed is a technique for modeling the transfer function of filters.

Section III describes a detailed analysis and modeling effort based on control theory and its application to modeling of the automatic frequency control system of an FM transmitter. The modeling was done on a block basis and both linear and nonlinear models for the system are developed. The linear model was verified with an analytic solution; nonlinear effects were introduced one at a time by remodeling a single block. The models were used to investigate various AFC characteristics, such as stability, transient time, and frequency sensitivity. Results of these investigations are presented.

Section IV discusses the method for approximate modeling of stiff systems using state variable techniques. Such systems are characterized by having one or more very fast time constants along with much slower time constants. Straightforward digital simulation of such systems is generally unsatisfactory in that excessive
round-off errors occur. A technique for removing "fast" roots associated with fast time constants from the state equations is described, and an example presented.

Since the three sections deal with three different topics which are not closely related, the conclusions applicable to each effort are included in each individual section.

A number of the computer routines developed and used in the above efforts are listed in the Appendices. All of the programs are written in FORTRAN-V for use on a UNIVAC-1108 computer.

# II. SOME SPECIAL CONSIDERATIONS IN MODELING UNIFIED CARRIER SYSTEMS 

## A. Introduction

An investigation was made of the spectra of both baseband and RF signals in the CCS transponder when the modulating signals are a PCM data stream, a biphase modulated telemetry subcarrier, or both. The specific objective of the investigation was to develop techniques applicable to unified carrier systems which would permit ready determination of the effects on radiated spectra of such factors as number and types of modulating signals, modulation indices, and baseband filtering of signals. The work included modeling of various signals, modeling of filter transfer functions, and automating procedures for calculating and plotting spectra. During the course of the work one particular application was made; evaluation of the effect on the operation of the CCS transponder of replacing the PN range code on the down-link with a wide band data signal. This task was performed on a quick-response basis and has been previously reported [1]. This report covers the particular areas investigated and the techniques developed on a more general basis. Recommendations are included on additional tasks that need to be carried out.

Particular aspects of the CCS have been investigated in two previous studies. The work reported here makes use of techniques developed on these programs. These include mathematical derivation of expressions for certain baseband and RF spectra, development of computer programs for computing the spectra, automated plot routines for constructing graphs of spectra and of time waveforms from computed results, and an efficient mechanization of the fast Fourier transform (FFT). For detailed discussions of these developments, reference should be made to the reports of these studies $[2,3]$. Some of the more pertinent points applicable to this study are reviewed briefly in the following sections.

## B. The CCS Down-Link Configuration of Interest

The CCS is a unified carrier system which combines the functions of command, communication, and ranging on a single s-band carrier for each direction of transmission [4]. The up-link portion of the system usually carries both command and ranging signals and was the subject of an earlier study [2]. The modulation applied to the down-link is more complex. The transponder aboard the spacecraft demodulates the up-link signal and re-modulates it onto the down-link. In addition, a biphase modulated 1024 kHz telemetry subcarrier is also modulated onto the down-link. The down-link portion of the system was also investigated in a previous study [3]. More detailed discussions of the system and its characteristics are given in the reports on these earlier efforts [2,3].

In the CCS transponder, the telemetry subcarrier is normally biphase modulated by data at a rate of 72 kilobits per second. In the study reported here a data rate of 27.5 kilobits per second was assumed to correspond to a proposed use of the transponder. Also this study does not consider an actual turned-around up-link signal, but substitutes a PCM signal having approximately the same clock rate as the range code in lieu thereof. Thus for purposes of this study, the signals applied to the S -band modulator of the down link consisted of (1) a PCM signal replacing the turned-around up-link signal, and (2) a 1024 kHz subcarrier which was biphase modulated with a data rate of 27.5 kilobits per second. Of special interest in this study were the time waveforms and spectra of the original baseband signals, the transfer function of various filters, time waveforms and spectra of the filtered baseband signals, and the $S$-band spectra produced by these signals.

The techniques developed here should be useful in the general area of communication system modeling and evaluation.

## C. Theoretical Considerations and Computer Programs

This section presents a brief discussion of the theoretical basis for calculating frequency spectra and time waveforms. In addition, the calculation of selected filter transfer functions is discussed. Computer programs developed for the calculations are also discussed, and listings of these programs are included in the Appendix. For more detailed discussion of the spectral calculation techniques, see Technical Reports Nos. 3 and 7 [2,3].

## 1. Baseband Spectral Calculations

The input signal considered was a time waveform representing the PCM signal, the modulated telemetry subcarrier, or their sum. The input signal is evaluated at equally spaced time intervals which gives the sampled version of the signal as a real-time function. The baseband frequency spectrum of the time waveform for the continuous signal case is given by

$$
\begin{equation*}
x(f)=\int_{-\infty}^{\infty} x(t) e^{-2 \pi j f t} d t \tag{1}
\end{equation*}
$$

where $x(f)$ is the frequency domain representation, and $x(t)$ is the time domain representation. For a sampled signal the discrete Fourier transform (DFT) must be used. An efficient means of computing the discrete Fourier transform (DFT) is provided by the FFT. The mechanization of the FFT used in these investigations is described in Appendix $C$ of Technical Report No. 7 [3]. The frequency domain representation, $A_{r}$, of the samples, $X_{k}$, of the time waveform is given by

$$
\begin{align*}
A_{r} & =\frac{1}{N} \sum_{k=0}^{n-1} x_{k} e^{-\frac{2 \pi j r k}{N}}  \tag{2}\\
& =\frac{1}{N} \sum_{k=0}^{n-1} x_{k} W^{-r k}, r=0,1, \ldots ., n-1, \text { and } \tag{3}
\end{align*}
$$

$W^{-r k}=\left[e \frac{2 \pi j}{N}\right]^{-r k}$ is the phase function of the DFT. Index " $r$ " is referred to as the frequency of the transform component. The transform provides the spectral components, $A_{r}$, corresponding to the series of time samples, $X_{k}$. The inverse transform is obtained in a similar manner with the elimination of the $1 / \mathrm{N}$ term in front of the summation and by use of a positive sign in the exponential.

The continuous signal representation of a filter transfer function is given by

$$
\begin{equation*}
H(j \omega)=A(\omega) e^{j \theta(\omega)}=a+j b \tag{4}
\end{equation*}
$$

where $A(\omega)$ is the amplitude response of the filter and $\theta(\omega)$ is the phase function. The latter is given by

$$
\begin{equation*}
\theta(\omega)=\tan ^{-1}\left[\frac{b}{a}\right] \tag{5}
\end{equation*}
$$

where $a$ and $b$ are the real and imaginary parts of $H(j \omega)$. For the continuous case the filtered time function, $g(t)$, may be obtained from the inverse transform of the product of $H(j \omega)$ and $F(j \omega)$ as

$$
\begin{equation*}
g(t)=\int_{-\infty}^{\infty} H(j \omega) \cdot F(j \omega) e^{j \omega t} d \omega \tag{6}
\end{equation*}
$$

For the discrete case, the filtered time function is given by

$$
\begin{equation*}
C(k)=\sum_{i=0}^{n-1}[G(i) \cdot H(i)] W^{i k} \tag{7}
\end{equation*}
$$

where $C(k)$ is the sampled output time function, $G(i)$ is the transform of the sampled input time function, and $H(i)$ is the transform of the filter impulse response. $\mathrm{W}^{\mathrm{ik}}$ is the Fourier transform phase function.

This procedure is easily mechanized for computation. The filtered time function can be generated by transforming the sampled time function to the frequency domain, evaluating the filter transfer function at these transform frequencies, producing the product of the transform frequency component with the value of the transfer function (in general both complex numbers), and retransforming the result to the time domain.

## 2. Radio Frequency Spectral Calculations

The time waveform representing a phase modulated carrier such as that present in the CCS can be expressed as

$$
\begin{equation*}
e_{p m}(t)=\frac{A}{2}\left[e^{j \omega_{c} t} e^{j \beta \psi(t)}+e^{-j \omega_{c} t} e^{-j \beta \psi(t)}\right] \tag{8}
\end{equation*}
$$

where

$$
\begin{aligned}
A & =\text { the carrier peak amplitude }, \\
\omega_{c} & =\text { the carrier radian frequency }, \\
\beta & =\text { the phase modulation index, and } \\
\psi(t) & =\text { the modulation time function. }
\end{aligned}
$$

The two terms in brackets in Equation (8) represent the positive and negative frequency components of the modulated carrier, respectively. The carrier frequency in the CCS is high enough so that only the positive frequency terms need to be considered. Also, since only relative magnitudes are of interest in the spectral calculations, the time function representing the modulated carrier can be considered to be

$$
\begin{equation*}
e_{p m}^{\prime}(t)=e^{j \omega_{c} t} e^{j \beta \psi(t)} . \tag{9}
\end{equation*}
$$

The Fourier transform of the modulated carrier signal is

$$
\begin{equation*}
E^{\prime}(\omega)=\delta\left(\omega-\omega_{c}\right) * F(\omega) \tag{10}
\end{equation*}
$$

where $\delta\left(\omega-\omega_{c}\right)$ represents a delta function at the carrier frequency, the symbol " $*^{\prime \prime}$ denotes convolution, and $F(\omega)=\mathscr{F}\left(e^{j \beta \psi(t)}\right)$. The Fourier transform, $F(\omega)$, of the modulating signal can be obtained by evaluating the exponential function by knowing the modulation indices and the values of the time function. Evaluating this exponentialfunction and taking the FFT of the result yields the radio frequency spectrum. (Subroutine FOFT which evaluates $e^{j \beta \psi(t)}$ is given in Appendix A.)

## 3. Filter Transfer Functions

Several filter transfer functions were modeled for the wideband PCM data down-link studies. Two representations of filter transfer functions were used. One of these expresses the filter transfer characteristics as a function of the ratio of the frequency at which the transfer function is to be evaluated to the filter cutoff frequency ( 3 dB point). For this representation, component values of the filter are not required to evaluate the transfer function -- only the cutoff frequency of the filter need be considered. This method of generating the transfer function was used in modeling a RC low-pass filter and is discussed in Technical Report No. 7 [3].

The other representation of a transfer function considers the actual component values of the filter. The loop equation of the filters are written and solved in determinate form. Examples of the application of this technique to several filters are also discussed in Technical Report No. 7 [3]. The application of this technique to the 1024 kHz bandpass telemetry filter in the Generalized Concept Receiver will be discussed here. This filter has a transformer coupled stage and presents a good example for demonstrating computer modeling of a representative filter.

The schematic diagram of the telemetry bandpass filter is shown in Figure 1. The equivalent circuit of the filter in which the input transformer is replaced by a " $T$ " network is shown in

Figure 1. CCS telemetry bandpass filter.

Figure 2a. The equivalent network of Figure 2 b is used for writing the loop equations. Each impedance shown in Figure $2 b$ was represented by its appropriate combination of circuit elements as shown in Figure 2a. The various impedances are

$$
\begin{align*}
& Z_{11}=R_{11}+j \omega L_{11}, \\
& Z_{12}=j \omega L_{12}, \\
& Z_{13}=R_{13}+j \omega L_{13} \text {, } \\
& Z_{2}=\frac{R_{2}}{1+j \omega R_{2} C_{22}}, \\
& z_{3}=-\frac{j}{\omega C_{1}}, \\
& z_{4}=R_{4}+j\left(\omega I_{2}-\frac{1}{U C_{2}}\right), \\
& Z_{5}=\frac{R_{5}+j \omega L_{3}}{1-\omega^{2} L_{3} C_{33}+j \omega R_{5} C_{33}}-\frac{1}{\omega C_{3}}, \\
& Z_{6}=\frac{R_{6}+j \omega L_{4}}{1-\omega^{2} L_{4} C_{5}+j \omega R_{6} C_{5}}-j \frac{1}{\omega C_{4}}, \\
& z_{7}=\frac{R_{7}+j \omega L_{5}}{1-\omega^{2} L_{5} C_{55}+j \omega R_{7} C_{55}} \text {, } \\
& Z_{3}=R_{3}, \\
& z_{9}=-\frac{j}{\omega C_{6}} \text {, and } \\
& Z_{10}=\frac{R_{L}}{1+j \omega R_{L} C_{7}} . \tag{11}
\end{align*}
$$



Writing the loop equations and solving for the transfer function gives

$$
\begin{equation*}
\mathrm{H}=\frac{\mathrm{Z}_{\mathrm{N}}}{\mathrm{Z}_{\mathrm{DD}}} \text {, } \tag{12}
\end{equation*}
$$

where

$$
\begin{aligned}
z_{N}= & Z_{12} Z_{2} Z_{4} Z_{6} Z_{8} z_{10}, \\
Z_{D D}= & z_{F}\left(-z_{D 1}-z_{D 2}+Z_{D 3}+z_{D 4}-z_{D 5}\right) \\
& +z_{D 6}\left(-z_{D 7}+z_{D 8}+z_{D 9}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathrm{Z}_{\mathrm{A} 1}=\mathrm{Z}_{11}+\mathrm{z}_{12}, \\
& \mathrm{Z}_{\mathrm{A} 2}=\mathrm{Z}_{12}+\mathrm{Z}_{13}+\mathrm{z}_{2}
\end{aligned}
$$

$$
z_{B}=z_{2}+z_{3}+z_{4},
$$

$$
z_{c}=z_{4}+z_{5}+z_{6},
$$

$$
z_{D}=z_{6}+z_{7}+z_{8}
$$

$$
z_{E}=z_{8}+z_{9}+z_{10}
$$

$$
Z_{F}=Z_{A 1} Z_{A 2}-z_{12}^{2}
$$

$$
z_{D 1}=z_{D} z_{E} z_{4}^{2}
$$

$$
z_{D 2}=z_{B} z_{E} z_{6}^{2}
$$

$$
z_{D 3}=z_{4}^{2} z_{8}^{2}
$$

$$
z_{D 4}=z_{B} z_{C} z_{D} z_{E}
$$

$$
Z_{D 5}=Z_{B} z_{C} Z_{8}^{2}
$$

$$
z_{D 6}=z_{A 1} Z_{2}^{2}
$$

$$
z_{D 7}=z_{C} z_{D} z_{E}
$$

$$
z_{D 8}=z_{c} z_{8}^{2} \quad, \text { and }
$$

$$
\begin{equation*}
z_{D 9}=z_{E} Z_{6}^{2} \tag{13}
\end{equation*}
$$

The expressions (11) relating the impedances with numbered subscripts to circuit parameters include resistances (e.g., R11, R13, etc.) which determine the $Q$ of the inductances. The $Q$ used for all inductances had a value of 100 . Also included is the self capacitance of the larger inductances. These appear in (11) as the C values with the double subscripts. The self capacitance of the coils was experimentally obtained using the relationship

$$
c_{S}=\frac{c_{1}-4 c_{2}}{3}
$$

where

$$
\begin{aligned}
C_{S}= & \text { self capacitance of the coil, } \\
C_{1}= & \text { capacitance required to resonate the coil at a } \\
& \text { frequency } f_{1}, \text { and }
\end{aligned} \quad \begin{aligned}
C_{2}= & \text { capacitance required to resonate the coil at a } \\
& \text { frequency } f_{2}=2 f_{1} .
\end{aligned}
$$

The self capacitance of the coils was determined experimentally from the filter inductances to be

$$
\begin{aligned}
C_{11} & =20.7 \mathrm{pf}, \\
\mathrm{C}_{22} & =4.27 \mathrm{pf}, \\
\mathrm{C}_{33} & =16.07 \mathrm{pf}, \\
\mathrm{C}_{44} & =4.1 \mathrm{pf}, \text { and } \\
\mathrm{C}_{55} & =16.93 \mathrm{pf} .
\end{aligned}
$$

The self capacitance was included in the circuit only for coils with large inductances for which the self capacitance produced self resonance in the 5 MHz region. The self resonance of the smaller coils was in the region of 20 MHz , well removed from the filter passband.

The telemetry filter transfer function was evaluated using subroutine TLMFLT included in Appendix B. The results of the computations are shown in Figure 3 which displays the normalized amplitude response as well as the phase response. The amplitude


Figure 3. Amplitude and phase response of CCS telemetry bandpass filter.
response of the filter obtained in the laboratory is shown in Figure 4. This display of the amplitude response of the filter was obtained using a spectrum analyzer and a constant amplitude signal generator whose frequency was swept very slowly. The response at zero frequency in Figure 4 is the "zero beat" of the spectrum analyzer and does not represent the value of the transfer function of the filter which is zero at this frequency. The calculated response shows good agreement with the experimentally obtained value.

The effect of the telemetry bandpass filter transfer function on the square wave modulated telemetry subcarrier is shown in Figures 5 through 7. Figure 5 shows the computed biphase modulated telemetry subcarrier modulated at the nominal CCS data rate of 72 kilobits per second. Figure 6 shows the frequency spectrum of the signal. The telemetry filter transfer function was then applied to this spectrum and the results retransferred to the time domain. Figure 7 shows the time waveform at the output of the filter.
D. Discussion of Binary PCM Baseband Systems.

Binary PCM data waveforms can take several forms depending on the method used to indicate a one or a zero. The IRIG telemetry standards specify seven different methods of bit coding. Two common methods of bit coding were considered in this analysis. These are specified in the standards as NRZ-Level, in which a one is represented by one level and a zero by the other, and BiphaseLevel, in which a one is represented by a one-zero transition during a bit time and a zero is represented by a zero-one transition during a bit time. NRZ-Level will be referred to here simply as non-return-to-zero (NRZ) and Biphase-Level as return-to-zero (RZ).

For NRZ data having a bit time of one microsecond the bit rate is one megabit per second and the fundamental clock rate is 500 kHz . For RZ data with the same time for each state of the

( a) HORIZONTAL CALIBRATION 200 kHz PER DIVISION. VERTICAL CALIBRATION 10 dB PER DIVISION.

(b) HORIZONTAL CALIBRATION 0.5 MHz PER DIVISION STARTING AT 1 MHz.

VERTICAL CALIBRATION 10 dB PER DIVISION.

Figure 4. Experimentally determined amplitude response of the CCS bandpass telemetry filter.




signal one bit time would occupy two microseconds and the bit rate would be one half that of the NRZ mode. NRZ data with an alternating string of ones and zeros would have a fundamental frequency of 500 kHz . Similarly, a string of ones or zeros with RZ data would also produce a square wave at 500 kHz . If the data were a perfect square wave passed through a linear filter, harmonic components of the data would exist only at odd harmonics of the data fundamental frequency. For an alternating bit pattern for RZ data the fundamental frequency would be one-half of that for NRZ data and again harmonics would exist at odd harmonics of the fundamental. For strings of ones or zeros in RZ data it would appear as NRZ data with an alternating bit pattern since a transition is forced to occur in each time slot assigned to a bit. Data such as those just discussed would have no detrimental effect on the telemetry system operating in a bandwidth of approximately 150 kHz centered at 1024 kHz . Although NRZ data would provide a higher data rate, RZ data is often preferred because of the additional signal transitions forced into the data leading to better performance of tape recorders and bit synchronizers.

## E. Examples of Some Calculations and Experimental Measurements

 for a Proposed use of a Unified Carrier SystemThe techniques developed for the time waveform and frequency spectrum modeling of communication systems, such as the CCS downlink, were used for the analysis of the signals involved in a projected use of a unified carrier system such as the CCS. Parts of the results of this investigation were reported earlier in a special technical memorandum which provided, on a quick-look basis, data relative to the problem [1]. Some additions to the data available at that time have been made. This intended use of a unified carrier system provides a good example of the modeling of systems using frequency domain techniques.

The investigation of the spectral content of baseband and radio frequency signals in the CCS transponder down-link for specific baseband signals was of interest.

These signals were a biphase modulated 1024 kHz telemetry subcarrier signal and a 500 kilobit per second split phase modulated PCM data signal. For the case of interest the modulation on the telemetry subcarrier was nominally a 13.75 kHz square wave simulating NRZ data at a rate of 27.5 kilobits per second. The split phase modulated PCM signal was simulated by a 500 kHz square wave. This simulation represents a continuous string of ones or zeros in the split phase modulated data stream. A bit time in this signal occupies two microseconds. For a split phase signal, a one in the input data stream is represented by a one-to-minus-one transition at the midpoint of the bit interval, while a zero is represented by a minus-one-to-one transition at the midpoint of the bit interval. Thus, a continuous stream of ones or zeros results in a square wave having a period of two microseconds or a frequency of 500 kHz .

Calculation of the spectra of the various signals involved was accomplished using programs developed earlier for CCS spectral studies. To adapt the input signals to the FFT, slight adjustments were made in the frequencies of some of the signals: The biphase modulating signal frequency was adjusted to be 13.65333 kHz and the wideband PCM signal frequency adjusted to 498.3467 kHz . This made all signals periodic on a period of two cycles of the biphase subcarrier modulating signal (146.484375 $\mu \mathrm{sec}$ ) with 73 cycles of the PCM signal and 150 cycles of the 1024 kHz subcarrier frequency present during this period. These adjustments were made to avoid some unknowns about the discrete transform when the transform coefficients do not match the frequencies present in the input signal.

Measured spectra were obtained from laboratory measurements for comparison with computed spectra. The modulation indices were set experimentally by determining the peak-to-peak input voltage to the phase modulator of a sine wave signal at either 500 kHz or 1024 kHz required to give the desired index. The
phase modulation index for the two modulating signals was then set by matching the peak-to-peak amplitude of each of the signals to the amplitude of the appropriate sine wave.

The experimental test setup is shown in Figure 8. The telemetry subcarrier portion of the baseband signal was generated by applying the biphase modulating signal and the telemetry subcarrier signal to the proper inputs of a balanced modulator. The output signal of the balanced modulator is the desired biphase modulated telemetry subcarrier signal. The 500 kilobit per second data signal was obtained from a pulse generator adjusted to give a 500 kHz square wave signal. These two signals were added in an oscilloscope and the vertical output of the oscilloscope was used as the input to the CCS transponder phase modulator. The amplitudes of the two signals could be adjusted independently by use of the controls on the two channel vertical amplifier of the oscilloscope.

Modulation indices used in the calculated and experimental data were 0.7 radian for the wideband $P C M$ signal ( $\beta_{P C M}$ ) and 1.0 radian for the telemetry subcarrier signal ( $\beta_{s c}$ ). Figure 9 shows the time waveform of such a modulating signal, and Figure 10 shows its frequency spectrum. Figure 11 shows the same time waveform after filtering through two ideal RC low pass filters having a cutoff frequency of 1 MHz each. The spectrum of the output of the two low-pass sections is shown in Figure 12. This signal serves as the input to the down-link phase modulator.

Experimentally obtained baseband spectra are shown in Figure 13. Figure 13a shows the biphase modulated subcarrier spectrum for the above example; Figure $13 b$ is that of the wideband PCM signal; and Figure 13 c shows the sum of the two spectra.

An example of the time waveform for a random selection of the 73 bits possible in the PCM signal is shown in Figure 14. The selection of the bit pattern was made using a pseudo-random number generator in a Univac 1108 computer. That is, each of the 73 bits of the PCM signal present in the time waveform was
1024 kHz

Figure 8. Block diagram of the test set-up.
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(a) BIPHASE MODULATED (SQUARE WAVE MODULATION) 1024 kHz TELEMETRY SUBCARRIER.

VERTICAL $10 \mathrm{~dB} / \mathrm{DIV}$.
HORIZONTAL 200 kHz/DIV.

(b) $500 \mathrm{KILOBIT} / \mathrm{SEC}$ SPLIT PHASE SIGNAL CONSISTING OF ALL ONES OR ZEROS.
(SIMULATED BY A 500 kHz SQUARE WAVE.)

NOTE: Sidebands around square wave fundamental and 3rd harmonic frequencies were found to be produced by the square wave signal generator.

(c) BOTH SIGNALS PRESENT.

$\begin{array}{ll}\text { Figure 13. } & \begin{array}{l}\text { Baseband spectra of modulating signals. Amplitude } \\ \text { relationships for modulation indices of } \beta_{\mathrm{sc}}=1.0\end{array} \\ \text { and } \beta_{\mathrm{pcm}}=0.7 .\end{array}$

selected in a random fashion with a probability of 0.5 . Figure 15 shows the baseband spectra of the signal shown in Figure 14. Note the disappearance of the single line in the spectrum at 500 kHz , and the spreading of the spectrum around this frequency. Note also the null in the spectrum of the PCM data signal near the telemetry subcarrier frequency.

Next the S -band spectra of some of these signals were investigated. Figure 16 shows the calculated $S$-band spectrum for the biphase modulated telemetry subcarrier signal only. The calculated S-band spectrum for both modulating signals present is shown in Figure 17. Experimentally obtained S-band spectra for each modulation present separately and both at the same time are shown in Figure 18.

Ideally, the effect of phase demodulation should be evaluated to complete the study, but time did not permit developing modeling techniques for the phase demodulator. For the particular application investigated, experimental assessment of the demodulator action was made, and the results are shown in Figure 19. This figure shows the output of the telemetry bandpass filter in the subcarrier phase demodulator in the Generalized Concept Receiver [5] for the case of each signal presented individually and both at the same time. Note that when both signals are present the second harmonic component of the 500 kilobit per second signal (imperfect square wave) is some 10 dB below the amplitude of the first sideband pair of the biphase modulated telemetry subcarrier signal.

## F. Conclusions

Modeling studies have been carried out which were aimed at developing techniques and procedures applicable to unified carrier systems which would permit analytical determination of the effect of changing modulation types, modulating indices, etc. Techniques have been developed for modeling biphase modulated subcarrier signals and PCM data streams. Automated procedures were developed


( a ) MODULATED (SQUARE WAVE) 1024 kHz TELEMETRY SUBCARRIER'

VERTICAL $10 \mathrm{~dB} /$ DIV. HORIZONTAL 360 kHz/DIV.
(b) 500 KILOBIT SPLIT PHASE PCM SIGNAL.

(c) BOTH SIGNALS PRESENT.


Figure 18. S-band spectra, $\beta_{\mathrm{Sc}}=1.0, \beta_{\mathrm{pcm}}=0.7$.
(a) MODULATED 1024 kHz TELEMETRY SUBCARRIER ONLY.

VERTICAL $10 \mathrm{~dB} / \mathrm{DIV}$. HORIZONTAL 200 kHz/DIV.

(b) $500 \mathrm{KILOBIT} / \mathrm{SEC}$ SPLIT PHASE MODULATED SIGNAL ONLY.

(c) BOTH SIGNALS PRESENT.


Figure 19. Baseband signal spectra at output of 1024 kHz Generalized Concept Receiver telemetry bandpass filter, $\beta_{s c}=1.0$, and $\beta_{p c m}=0.7$.
for plotting the time waveform of baseband signals; for computing both baseband and RF spectra; and for plotting the spectra. These procedures permit easy determination of the spectral content of a phase modulated carrier when both biphase modulated subcarriers and PCM data streams are used as modulating signals.

A need exists for extending this work to modeling of a phase demodulator, so that the time waveform and spectral content of the recovered baseband signal can be predicted. Time available for this program did not permit modeling of the demodulator.

During the course of the work a specific application of the techniques was made in examining the effects of replacing the $P N$ range code on the CCS down-link with a wideband PCM signal. It was found that the effects of the PCM signal on the recovered telemetry waveform were small.

## III. AUTOMATIC FREQUENCY CONTROL SYSTEM ANALYSIS AND SIMULATION

## A. Introduction

An Automatic Frequency Control (AFC) loop for a typical direct Frequency Modulation (FM) transmitter is considered in this section. A digital simulation (nonlinear) of the AFC system is developed and, together with a linear analysis, is used to determine the relationships between system behavior and the parameters and other characteristics of the subsystems. Using such a simulation, the design engineer can evaluate and improve his preliminary system design without setting up the associated hardware and test equipment. Two methods of frequency sampling are considered.

After a brief description of a direct FM transmitter and its AFC system, math models are described for the subsystems of the AFC loop. Using linearized models, important AFC system features such as stability, transient time, and frequency sensitivity are estimated analytically. These linear system results provide insight into the significance of subsystem parameters and serve as a test case for verifying the programming of the simulation.

After the linear version of the simulation has been verified, certain linear blocks or subsystems in the simulation are replaced by nonlinear models. The Voltage Controlled Oscillator (VCO) in-put-output characteristic is modeled by a nonlinear curve-fit, and a limiter is included in the feedback path to simulate saturation in the error-processing electronics.

The results of the analysis and simulation show how such parameters as the system gains, sampling period and duration, and the RC time constant of the sampling network influence the AFC system behavior. A numerical example is included.

## 1. Direct FM Transmitters

A typical direct FM transmitter with its associated Automatic Frequency Control (AFC) loop is shown in block diagram form in Figure 20 and again in more detail in Figure 21. In direct frequency modulation, the modulating voltage (input signal) varies the natural frequency of an LC oscillator whose nominal unmodulated frequency is the carrier frequency or some submultiple of it. The variation in natural frequency of the oscillator (ideally, proportional to the input signal) results when a change in the input voltage varies the capacitance of a voltage-dependent capacitor in the oscillator resonant circuit.

This technique can produce large-index frequency modulation directly (i.e., without requiring large frequency multiplication ratios to produce the desired modulation index at the carrier frequency as in the Armstrong indirect frequency modulation technique), but since it uses an LC Voltage Controlled Oscillator (VCO) which tends to have drift in its nominal frequency, some method of stabilizing the carrier frequency to meet its stability requirements is required. (A typical stability requirement may be $0.005 \%$ at $S$-band.) To obtain such stabilities, the frequency of the LC oscillator is "slaved" to the frequency of a crystal reference oscillator through comparison and control circuitry (AFC loop). To accomplish this, a sample of the output signal can be heterodyned against a reference signal generated by multiplication of the frequency of a crystal oscillator. The differencefrequency between the transmitter carrier signal and the multiplied reference signal is applied to a discriminator (usually operating in the 1 MHz region) to produce an error signal for correction of the VOC nominal frequency. A low-pass filter (or sample and hold circuit) prevents the tracking-out of useful modulation components while providing for the correction of the long term frequency of the VCO. Frequency stabilization techniques


Figure 20. Block diagram of FM transmitter.

Figure 21. Block diagram showing AFC details.
for direct frequency modulation may operate to hold the mean frequency of the transmitted signal within a specified tolerance or they may sample the modulating signal at some repetitive position of the time waveform which is then held to some specific frequency (Figure 21). An example of the latter system would be a sampled automatic frequency control system used with a television modulating signal.
2. AFC Loop

In the analysis and simulation of the AFC system, the variable of interest is the frequency of the output signal rather than the output voltage waveform. Thus any RF block in Figures 20 or 21 which does not influence the fundamental frequency of the waveform can be ignored in this study, regardless of any voltage gain or waveform distortion the block (subsystem) might introduce. In the following, only that portion of the direct FM transmitter in the AFC loop will be discussed, and the discussion will treat frequency, rather than voltage, as the variable of interest.

The heart of a direct FM transmitter is the voltage controlled oscillator (VCO). Ideally, the VCO output frequency would be proportional to the modulating voltage; in reality it is a nonlinear function of the applied voltage. The VCO output (modulated signal) is amplified and perhaps frequency multiplied by succeeding stages in the transmitter. Although some of these stages included in the AFC loop may introduce phase shift and distortion in the modulated signal, it is assumed that no change in the fundamental frequency is introduced (other than intentional frequency multiplication). Thus for simulation and analysis of the AFC system these stages may be modeled as constant gains.

It is assumed that periodically in the input modulating signal there is a reference level in the time waveform such as one level of a frequency shift keyed signal or the signal level during the sync pulse interval of a standard television video signal.

During the time of occurrence of this reference level, the out put frequency of the transmitter is measured and compared with the desired nominal frequency. The difference frequency is then used as an error signal to adjust the bias voltage on the VCO so as to reduce the error in its output frequency. By sampling the error signal pulse during the center of its duration, the effects of the dynamics of the error detection system upon the AFC loop are minimized. Since the error signal is available only as a sampled signal and since a continuous bias for the VCO is required, there must be a sample-and-hold device between the error frequency signal and the VCO bias input. Note that if the feedback (including sample and hold) contains no integration, the steady state error of the AFC system will be non-zero for a constant disturbance and will be inversely proportional to the AFC loop gain. The inclusion of an integrator would convert the AFC system to a control system which would reduce the steady-state error in the output frequency to zero for a constant disturbance caused by a frequency shift internal to the VCO.

In the next section of this report, math models will be established for each block of the AFC loop. These models are used for both analysis and digital simulation of an automatic frequency control system of a typical direct FM transmitter.

## C. Math Models

In the following, math models for the individual blocks of the AFC loop shown in Figure 21 are described. Linearized models will be used in both the analysis and digital simulation of the AFC system, while the more complete nonlinear models will be used in the simulation only.

1. Subsystem Models

The Voltage Controlled Oscillator (VCO) produces a sinusoidal voltage signal whose frequency is dependent upon the input voltage, $V$, in a nonlinear manner as shown in Figure 22.


Figure 22. Typical VCO characteristics.

Since the VCO frequency is the variable of interest, it is not necessary to model the VCO with circuit details. The change in VCO frequency for a change in input voltage is assumed to occur "rapidly" with respect to other time-constants in the AFC loop so that the dynamics of the VCO may be ignored.

The nonlinear model sketched in Figure 22 can be used in the simulation either by (1) finding an analytic expression which approximates $f_{c}(V)$ sufficiently close, or (2) by interpolating between data points from a measured $\mathrm{f}_{\mathrm{c}}-\mathrm{V}$ curve.

Alternately, as indicated in Figure 22 , the VCO characteristics can be approximated for "small" deviations in V from its nominal value by the following linear expression:

$$
f_{o}=f_{c}+k_{V}\left(V-V_{c}\right)
$$

The associated block diagram for a linearized VCO model is as given in Figure 23.

Although the Amplifier (see Figure 21) following the VCO definitely influences the waveshape of the signal (amplitude and phase), it is assumed not to influence the frequency of the signal.


Figure 23. Linearized VCO model.

Since the AFC loop analysis and simulation is concerned with only the frequency of the transmitted signal, the amplifier will be modeled here by a unity transfer function. Also, the output signal Frequency Multiplication and Power Amplification blocks can be ignored for the purpose here since they are outside the AFC loop.

The low-power, fixed-frequency Reference Oscillator, whose frequency is a sub-harmonic of the desired nominal transmitter frequency, is modeled as a constant-frequency source. The reference signal is fed into a Frequency Multiplier circuit with a multiplication factor $n$ where the desired nominal transmitter frequency is ( $n+1$ ) $f_{R}$. The frequency multiplier is modeled as a gain factor, $n$. The VCO signal, after amplification, and the frequency multiplied reference signal are fed into a Mixer whose output signal has frequency equal to the difference frequency, ( $f_{o}-n f_{R}$ ). The deviation of this frequency from $f_{R}$ represents the "error" in the nominal VCO output signal frequency.

The Limiter-Discriminator in Figure 21 is time-shared in the AFC loop to develop a voltage which represents alternately the frequencies ( $f_{o}-n f_{R}$ ) and $f_{R}$. Since the two signals may not have the same amplitude, any "amplitude dependence" of the limiterdiscriminator produces outputs as if the two input signals were processed by separate discriminators with different gains. This amplitude dependence will be modeled by using two discriminators whose gains are not necessarily the same. Nonlinear models for the discriminators could be used, but linear models with nonidentical gains should be sufficient here. The (linearized) discriminator output voltage, $V_{1}$, can be expressed in terms of the frequency of the input signal (f), the nominal discriminator frequency ( $\mathrm{f}_{\mathrm{o}}$ ), and the nominal slope of the limiter-discriminator characteristic curve as follows:

$$
\begin{equation*}
v_{1}=k_{01}\left(f-f_{o}\right) \tag{14}
\end{equation*}
$$

The linearized block diagram for the discriminator (modeled as a pair) is shown in Figure 24.


Figure 24. Discriminator Model

The difference between the two discriminator output voltages (or between the single discriminator's output voltages at the two different times) is proportional to the "frequency error" of the VCO. After amplification, the difference voltage is combined with the "set" voltage, $V_{b i a s}$, to form the feedback error signal. The voltage $V_{\text {bias }}$ is set initially such that the output frequency, $f_{o}$, is at or near the desired nominal frequency for the reference value of the input voltage, $V_{m}$ (see Figure 21). Provision is made in the model to limit the signal at this point for modeling saturation throughout the feedback loop.

Since the error signal is assumed available only on a sampled basis, and since the input voltage to the VCO must be continuously present, some Sample and Hold device must be used to buffer the feedback error signal. Depending upon how the time-sharing disa.. criminator is implemented, the frequency error sample may be either a flat-topped pulse whose amplitude represents the error at the time the pulse began, or it may be a time-varying pulse whose amplitude follows the frequency error during the duration of the pulse. The former case, which allows a "deadbeat response," will be assumed here, and the other case discussed later.

For the constant amplitude pulse, the error feedback can be modeled as two electronic switches, a zero-order sample-and-hold, and a simple RC charging circuit (Figure 25).

The initial value of the sampled waveform is held as a constant input to the $R C$ circuit. The switch $S_{2}$ is assumed to close for $t_{0}$ seconds once each $T$ seconds.

This sample-and-hold circuit is piecewise linear and has a continuous output voltage, $e_{o}$. However, the output is used in such a way in the AFC system that it is its new value, after $S_{2}$ has reopened, that is of interest. Accordingly, the sample-andhold circuit can be modeled by the linear, first order, difference equation derived in the following.

Consider one cycle or period for the sample-and-hold circuit.

SAMPLE-AND-HOLD


Figure 25. Error feedback sampling model.

Let the switch close at $t=0$ and reopen at $t=t_{0}$ and then stay open until $t=T$. Transient analysis shows that, while the switch is closed, the output voltage is given by

$$
\begin{equation*}
e_{o}(t)=e_{o}(0)+\left[e_{i n}(0)-e_{o}(0)\right]\left[1-e^{-t / R C}\right], \quad 0 \leq t \leq t_{0} \tag{15}
\end{equation*}
$$

and after the switch opens, the output voltage remains fixed at

$$
\begin{equation*}
e_{0}(t)=e_{0}(0)+\left[e_{i n}(0)-e_{0}(0)\right]\left[1-e^{-t_{0} / R C}\right], t_{o} \leq t<T \tag{16}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
e_{o}(T)=e_{o}(0)+C_{1}\left[e_{i n}(0)-e_{o}(0)\right] \tag{17}
\end{equation*}
$$

where $\quad C_{1}=1-e^{-t_{0} / R C}$.
This is generalized to the $\mathrm{n}^{\text {th }}$ sampling period as
$e_{0}[(N+1) T]=e_{0}(N T)+C_{1}\left[e_{i n}(N T)-e_{o}(N T)\right]$,
which can be expressed as a difference equation without the factor T as follows:

$$
\begin{equation*}
e_{0}(N+1)=e_{0}(N)+C_{1}\left[e_{i n}(N)-e_{0}(N)\right] \tag{18}
\end{equation*}
$$

Thus the updated sampler output will be equal to the current value plus a term proportional to the difference between the present input and output voltages. Note that this acts like a zero-order, or box-car, sample-and-hold device only if $R C \ll t_{0} \ll T$; that is, if $C_{1} \approx 1$. However, even for $t_{o}<R C$, the AFC system closed loop response can be made similar to that of a box-car hold circuit by using a large AFC feedback loop gain. This is shown in the analysis section of the report.

## 2. AFC Loop Mode1

Using the math models just described for the blocks of Figure 21, the block diagram is redrawn as shown in Figure 26.

A digital simulation program can be written directly from the block diagram, allowing a programming block for each diagram block. The program can of course use either the linearized models as shown in Figure 26 or the more complete nonlinear models described earlier. However, in order to verify a simulation, a reasonable test case is required; since the linear model response can be predicted analytically, it will be used as the test case. Individual blocks of the simulation will be replaced with nonlinear models after the simulation program has been verified. The analysis of the linearized system (Figure 26) is given in the following section.

## D. Linear System Analysis

The linearized model (Figure 26) of the AFC loop is analyzed in this section to (1) provide insight into the relationships between system parameters and the effectiveness of the frequency

** THE DIFFERENCE EQUATION IS $\mathrm{V}_{4}(N+1)=\mathrm{V}_{4}(N)+\mathrm{C}_{1}\left[\mathrm{~V}_{3}(\mathbb{N})-\mathrm{V}_{4}(N)\right]$.

* NOTE: $\mathrm{V}_{\mathrm{BIAS}} \doteq \mathrm{V}_{\mathrm{C}}-\left(\mathrm{V}_{\mathrm{M}}\right)_{\text {REF }}$

Figure 26. AFC loop model.
control system and to (2) provide data for verifying or de-bugging the digital simulation program to be developed. The simulation will be developed initially using the linearized model, will be de-bugged, and will then have some of its (linear) blocks replaced by more complete models for further system evaluation.

Since this system is a sampled-data system, the Laplace transform technique is not applicable for systems analysis. A similar technique using the Z -transform is normally used for sampled-data system analysis, but its use requires that the order of the denominator of the closed loop transfer function exceed that of the numerator by at least two [6]. Thus the Z-transform is not applicable here.

Fortunately, the system is sufficiently simple that one can learn a lot about the system from its closed loop difference equation. From this equation, such items of interest as stability of the closed loop system, sensitivity of the output frequency to variations in system parameters, and the time constant of the transient response can be determined.

## 1. Closed-Loop Difference Equation

Referring to the linearized model of the AFC system (Figure 26) the only subsystem which contains dynamics is the sampler block; all other subsystems are modeled simply as combinations of gains and summations. Thus, with the exception of the difference equation ${ }^{*}$ modeling the sampler, the system math model is algebraic. Using the sampler difference equation and the algebraic relationships given by the linearized AFC block diagram, the closed-loop difference equation can be derived as follows.

[^0]Let $V_{4}(N)$ refer to the value of the "sample and hold" output after the sampler switch has closed and reopened for the $N^{\text {th }}$ time. Similarly, let $V_{m}(N)$ be the reference value of the modulating voltage just before the switch is closed and reopened for the $(N+1)^{\text {th }}$ time.

The algebraic equation for the VCO is as follows:

$$
\begin{equation*}
f_{0}(N+1)=f_{c}+k_{v}\left[v(N+1)-v_{c}\right] . \tag{19}
\end{equation*}
$$

But,

$$
V(N+1)=V_{m}(N+1)-V_{4}(N+1),
$$

so that

$$
\begin{equation*}
f_{0}(N+1)=f_{c}-k_{v} V_{c}+k_{v}\left[v_{m}(N+1)-V_{4}(N+1)\right] . \tag{20}
\end{equation*}
$$

The difference equation for the sample and hold device is

$$
\begin{equation*}
\mathrm{V}_{4}(\mathrm{~N}+1)=\left[1-\mathrm{C}_{1}\right] \mathrm{V}_{4}(\mathrm{~N})+\mathrm{C}_{1} \mathrm{~V}_{3}(\mathrm{~N}) \tag{21}
\end{equation*}
$$

Substituting,

$$
\begin{equation*}
f_{o}(N+1)=f_{c}-k_{v} V_{c}+k_{v} V_{m}(N+1)-k_{v}\left[\left(1-C_{1}\right) V_{4}(N)+C_{1} V_{3}(N)\right] . \tag{22}
\end{equation*}
$$

Now, writing $V_{4}(N)$ in terms of $V_{m}(N)$ and $f_{0}(N)$, writing $V_{3}(N)$ in terms of $f_{o}(N)$, and substituting into Equation (22) will complete the development of the closed loop difference equation.

Rewrite Equation (19) for N rather than ( $\mathrm{N}+1$ ):

$$
\begin{equation*}
f_{o}(N)=f_{c}-k_{v} V_{c}+k_{v} V_{m}(N)-k_{v} V_{4}(N), \tag{23}
\end{equation*}
$$

from which

$$
\begin{equation*}
\mathrm{k}_{\mathrm{v}} \mathrm{~V}_{4}(\mathrm{~N})=-\mathrm{f}_{\mathrm{o}}(\mathrm{~N})+\mathrm{f}_{\mathrm{c}}-\mathrm{k}_{\mathrm{v}} \mathrm{~V}_{\mathrm{c}}+\mathrm{k}_{\mathrm{v}} \mathrm{~V}_{\mathrm{m}}(\mathrm{~N}) \tag{24}
\end{equation*}
$$

From the block diagram,

$$
\begin{aligned}
V_{3}(N) & =V_{\text {bias }}+k_{A} V_{5}, \\
& =V_{\text {bias }}+k_{A}\left[V_{1}-V_{2}\right], \\
& =V_{\text {bias }}+k_{A}\left[k_{D 1}\left(f_{o}(N)-n f_{R}-f_{D}\right)-k_{D 2}\left(f_{R}-f_{D}\right)\right] ;
\end{aligned}
$$

or
$V_{3}(N)=\left(k_{A} k_{D 1}\right) f_{o}(N)+V_{b i a s}-f_{R} k_{A}\left(n k_{D 1}+k_{D 2}\right)-k_{A} f_{D}\left(k_{D 1}-k_{D 2}\right) \quad$.

The loop is closed by substituting Equations (24) and (25) into Equation (22) to obtain

$$
\begin{align*}
& f_{o}(N+1)+\left[C_{1} k_{v} k_{A} k_{D 1}-1+C_{1}\right] f_{o}(N)=k_{v} V_{m}(N+1) \\
& +\left(\left[C_{1}-1\right] k_{v}\right) v_{m}(N)+E, \tag{26}
\end{align*}
$$

where

$$
\begin{align*}
& E \triangleq C_{1} f_{c}-C_{1} k_{v} V_{c}-C_{1} k_{v} V_{b i a s}+C_{1} k_{v} k_{A}\left(n k_{D 1}+k_{D 2}\right) f_{R} \\
& +C_{1} k_{v} k_{A}\left(k_{D 1}-k_{D 2}\right) f_{D} . \tag{27}
\end{align*}
$$

Equation (26) with the constant E as defined in Equation (27) is the first-order difference equation which describes the behavior of the Automatic Frequency Control System. Although an analytic expression (a finite sum series) exists for the solution to such a difference equation [7], the form of the expression is such that it is difficult to use in other than numerical examples. A better understanding of the significance of the parameters of the system
can be had by examining the difference equation directly for stability, sensitivity, and transient time.

## 2. Stability Regions

From the closed loop difference equation, Equation (26), much information about the response of the linearized model of the AFC system can be determined without actually solving the difference equation. For example, one can determine the set of gains for which the closed loop system is stable, the "speed" of response of the system, the steady state response, and the system sensitivities (i.e., how the steady state output frequency varies with perturbations in the system elements).

To determine the transient response characteristics of a linear system, the driving functions may be set to zero and the resulting homogeneous differential equations or difference equations analyzed. The homogeneous portion of Equation (26) is

$$
\begin{equation*}
f_{0}(N+1)+\left[C_{1}(k+1)-1\right] f_{0}(N)=0, \tag{28}
\end{equation*}
$$

where

$$
\mathrm{k} \triangleq \mathrm{k}_{\mathrm{v}} \mathrm{k}_{\mathrm{D} 1} \mathrm{k}_{\mathrm{A}}
$$

Regardless of the initial condition, $f(N=0)$, the system described by Equation (28) can be seen to be stable for

$$
\begin{equation*}
\left|\left[C_{1}(k+1)-1\right]\right|<1 \tag{29}
\end{equation*}
$$

since

$$
\begin{equation*}
f_{0}(N+1)=-\left[C_{1}(k+1)-1\right] f_{0}(N) ; \tag{30}
\end{equation*}
$$

i.e., the magnitude of $f_{o}(N)$ will be decreasing with each increment in N. Furthermore, the response is stable and non-oscillatory if $-1<\left[C_{1}(k+1)-1\right]<0$, since $f_{o}(N+1)$ would have the same sign as $\mathrm{f}_{\mathrm{o}}(\mathrm{N})$. Similarly,

$$
\begin{equation*}
0<\left[C_{1}(k+1)-1\right]<1 \tag{31}
\end{equation*}
$$

corresponds to a stable but oscillatory response with $f_{o}$ decreasing in magnitude but reversing signs at each increment. Note the special form of response (called dead beat) which results when

$$
\begin{equation*}
\left[C_{1}(k+1)-1\right]=0 \tag{32}
\end{equation*}
$$

Under this condition, the AFC loop reaches its "steady state" response within one sampling period of the occurrence of a step disturbance.

The gain conditions for each type response are given in Table I.

TABLE I
TRANS IENT RESPONSES OF LINEAR AFC SYSTEM

| Loop Gain | Factor | Transient Response |
| :---: | :---: | :---: |
| (k) | $\left[1-C_{1}(k+1)\right]$ |  |
| $k>\left[\frac{2}{C_{1}}-1\right]$ | Less than -1 | unstable, alternating sign |
| $\mathrm{k}=\left[\frac{2}{\mathrm{C}_{1}}-1\right]$ | -1 | square wave |
| $\left(\frac{1}{\mathrm{C}_{1}}-1\right)<\mathrm{k}<\left(\frac{2}{\mathrm{C}_{1}}-1\right)$ | -1 to 0 | stable, alternating sign |
| $\mathrm{k}=\left(\frac{1}{\mathrm{c}_{1}}-1\right)$ | 0 | deadbeat |
| $-1<k<\left(\frac{1}{\mathrm{C}_{1}}-1\right)$ | 0 to +1 | stable, monotonic |
| $\mathrm{k}=-1$ | +1 | constant |
| $\mathrm{k}<-1$ | Greater than +1 | unstable, monotonic |
| Note: $\quad C_{1}=1-e^{-t_{0} / R C}$ |  |  |

Consider a numerical example for which

$$
\begin{aligned}
\mathrm{R} & =20 \times 10^{3} \text { ohms } \\
\mathrm{C} & =0.1 \times 10^{-6} \text { farads, and } \\
\mathrm{t}_{\mathrm{o}} & =1.5 \times 10^{-6} \text { seconds }
\end{aligned}
$$

Then

$$
\begin{aligned}
& \left(\frac{1}{\mathrm{C}_{1}}-1\right)=1333, \text { and } \\
& \left(\frac{2}{\mathrm{C}_{1}}-1\right)=2667 .
\end{aligned}
$$

Figures 27 shows the previously described stability regions.
Typical AFC systems operate in the monotonically stable region with loop gain, $k$, well below the deadbeat value. The use of a deadbeat system, which gives the "best" frequency regulation as far as response time is concerned, requires a high loop gain which can make the system very susceptible to noise. Deadbeat control also requires more stages of error signal amplification; large perturbations can produce saturation in the loop.

The stable-but-alternating portion of Figure 27 requires larger loop gain than deadbeat; it has no advantages over the stable and monotonic operation.

As to the applicability of this linear model, it should be noted that the linearization of the VCO required the assumption that frequency perturbations were small. Thus the model is not applicable when the frequency deviation, $\Delta f$, gets "large." The linear model does nontheless provide a basis for choosing the loop gain. Figure 28 shows the transient response in frequency error for a step change in VCO nominal frequency for various values of AFC loop gain.



## 3. Transient Response Parameters

The linear model can also be used to predict an approximate time constant, $\tau$, for the closed-loop AFC system response when $k$ is in the stable, monotonic region. Since the approximate time constant is associated with the envelope of the steps in $\Delta \mathrm{f}$, it is significant only if several ( $>10$ ) sampling intervals are required for $90 \%$ of the frequency error to be removed, i.e., only for relatively small loop gains.

Recall that the homogeneous closed-loop difference equation is

$$
\begin{equation*}
f_{0}(N+1)=\gamma_{1} f_{0}(N) \tag{33}
\end{equation*}
$$

where

$$
\gamma_{1} \triangleq 1-C_{1}(k+1)=1-(k+1)\left(1-e^{-t_{o} / R C}\right)
$$

For the stable monotonic response,

$$
0<\gamma_{1}<1
$$

By looking at the progression

$$
\begin{aligned}
& f_{o}(T)=\gamma_{1} f_{o}(0) \\
& f_{o}(2 T)=\gamma_{1} f_{o}(T)=\gamma_{1}^{2} f_{o}(0), \\
& f_{0}(3 T)=\gamma_{1} f_{o}(2 T)=\gamma_{1}^{3} f_{o}(0),
\end{aligned}
$$

etcos
one can see that the general homogeneous response is given by

$$
f_{0}(N T)=\gamma^{N} f_{o}(0)
$$

or

$$
f_{o}(t)=(\gamma)^{(t / T)} f_{o}(0), \text { where } t=N T
$$

But the approximate time constant, $\tau$, is defined such that*

$$
f_{0}(\tau)=\left(e^{-1}\right) f_{0}(0)
$$

Since

$$
\begin{align*}
& \text { ce } \begin{aligned}
f_{0}(\tau) & =(\gamma)^{(\tau / T)} f_{0}(0)=\left(e^{-1}\right) f_{0}(0), \\
\gamma^{(\tau / T)} & =e^{-1}, \text { and } \\
\tau & =\frac{-T}{\ln (\gamma)}, \\
\tau & =\frac{-T}{\ln \left[1-(k+1)\left(1-e^{-t_{0} / R C}\right)\right]}
\end{aligned}
\end{align*}
$$

Also, if $t_{0} \ll R C$,

$$
\begin{equation*}
\tau \approx \frac{-T}{\ln \left[1-(k+1) t_{0} / R C\right]} \tag{35}
\end{equation*}
$$

if further $\left[(k+1) t_{0} / R C\right] \approx 1$, then

$$
\begin{equation*}
\tau \approx \frac{T}{(k+1)\left(t_{0} / R C\right)} \tag{36}
\end{equation*}
$$

Thus by using either Equation (34) or Equations (35) or (36), one can choose the AFC system open-loop gain to obtain the desired transient response time constant.

For higher gain (if ever desirable) and stable but alternating response, the overshoot is found from the homogeneous closed loop difference equation to be $-\gamma_{1}$.

[^1]
## 4. Sensitivity Analysis

In the analysis up to this point, the homogeneous difference equation has been used to investigate the system transient response. Now that it has been shown that for a wide range of system parameters the closed-loop AFC system is stable, it is reasonable to ask how well the AFC system does its job. That is, how much will the VCO frequency deviate from nominal for a given parameter change in the AFC loop. Although the term "frequency stability" is commonly used to describe the sensitivity of the VCO frequency to system changes, one must be careful not to confuse this with stability in the transient sense; i.e., stable versus unstable.

The system frequency stability or sensitivity can be determined from the AFC closed-loop difference equation without actually solving the difference equation. Assume that step-changes in all system parameters occur at $t=0$ (changes are assumed small enough that the linear model remains applicable). It is known that the system will converge eventually to a steady-state or constant frequency if the loop gain has been chosen to satisfy the inequality

$$
-1<k<\left(\frac{2}{\mathrm{C}_{1}}-1\right) .
$$

The steady-state frequency is determined from the AFC closed-1oop difference equation by equating $f_{o}(N)$ and $f_{0}(N+1)$. (Note that this can only be done after one is assured that the closed-loop system is not unstable.) The closed-loop difference equation is repeated here.

$$
\begin{align*}
& f_{o}(N+1)+\left[C_{1}(k+1)-1\right] f_{o}(N)=k_{v} V_{m}(N+1) \\
& \quad+\left(k_{v}\left[C_{1}-1\right] v_{m}(N)+E\right. \tag{37}
\end{align*}
$$

where $E$ is a function of the AFC system parameters, assumed constant at their new values:

$$
\begin{align*}
E= & C_{1}\left\{f_{c}-k_{v}\left(V_{c}+V_{b i a s}\right)+k_{v} k_{A}\left[\left(n k_{D 1}+k_{D 2}\right) f_{R}\right.\right. \\
& \left.\left.+\left(k_{D 1}-k_{D 2}\right) f_{D}\right]\right\} . \tag{38}
\end{align*}
$$

For steady-state analysis, one has

$$
f_{0}(N)=f_{0}(N+1)=f_{0}
$$

and

$$
V_{m}(N)=V_{m}(N+1)=V_{m}
$$

The difference equation then reduces to the following algebraic equation:

$$
C_{1}(k+1) f_{o}=C_{1} k_{v} V_{m}+E
$$

or

$$
\begin{equation*}
f_{o}=\left(\frac{k v}{k+1}\right) v_{m}+\frac{E}{C_{1}(k+1)} \tag{39}
\end{equation*}
$$

This is the equation for the steady-state VCO frequency. Note that $C_{1}$ is a multiplying factor of $E$ and thus does not influence the steady-state VCO frequency. That is, the system sampling parameter

$$
c_{1}=1-e^{-t_{o} / R C}
$$

influences only the transient response of the AFC system. Substituting for $E$ from Equation (38), the steady-state frequency is written as follows.

$$
\begin{align*}
f_{0}= & \left(\frac{k_{v}}{k+1}\right)\left(V_{m}-V_{c}-V_{b i a s}\right)+\left(\frac{1}{k+1}\right) f_{c}+f_{R}\left[\frac{\mathrm{v}_{\mathrm{v}} k_{A}\left(n k_{D 1}+k_{D 2}\right)}{k+1}\right] \\
& +f_{D}\left[\frac{k_{v} k_{A}\left(k_{D 1}-k_{D 2}\right)}{k+1}\right] \tag{40}
\end{align*}
$$

Nominally, $\mathrm{V}_{\mathrm{bias}}$ is set (experimentally) such that when the reference input voltage is present, the output frequency has its desired value of

$$
\left(\mathrm{f}_{\mathrm{o}}\right)_{\mathrm{nom}}=(\mathrm{n}+1) \mathrm{f}_{\mathrm{R}}
$$

Also, the nominal values of other parameters are as follows:

$$
\begin{aligned}
& f_{c}=(n+1) f_{R}, \\
& f_{D}=f_{R}, \text { and } \\
& k_{D 2}=k_{D 1}=k_{0} .
\end{aligned}
$$

From this expression for the steady state nominal output frequency, it can be seen that system parameter perturbations influence the frequency output as follows. Let

$$
\begin{aligned}
& \Delta f_{c}=\text { shift in } V C O \text { frequency for fixed input voltage, } \\
& \Delta f_{R}=\text { shift in reference oscillator frequency, } \\
& \Delta f_{D}=\text { shift in discriminator center frequency, } \\
& \Delta V_{m}=\text { shift in reference input voltage, } \\
& \Delta V_{b}=\text { shift in bias voltage, and } \\
& \Delta f_{o}=\text { resultant shift in nominal VCO frequency. }
\end{aligned}
$$

Then the resultant output frequency error is given by
$\Delta f_{o}=\left(\frac{k v_{v}}{k+1}\right) \Delta V_{m}-\left(\frac{k v}{k+1}\right) \Delta V_{b}+\left(\frac{1}{k+1}\right) \Delta f_{c}+\frac{k_{v} k_{A}\left(n k_{D 1}+k_{D 2}\right)}{k+1} \Delta f_{R}$

$$
\begin{equation*}
+\frac{k_{v} k_{A}\left(k_{D 1}-k_{D 2}\right)}{k+1} \Delta f_{D}, \tag{41}
\end{equation*}
$$

(Note: $k=k_{v} A^{k}{ }_{D 1}$ )
which is approximated as follows for $k \gg 1$ and $k_{D 1} \approx k_{D 2}$
$\Delta f_{0} \approx\left(\frac{k}{k}\right) \Delta V_{m}-\left(\frac{k}{k}\right) \Delta V_{b}+\frac{\Delta f_{c}}{k}+(n+1) \Delta f_{R}+\left(\frac{k_{D 1}-k_{D 2}}{k_{D 1}}\right) \Delta f_{D} \quad$.

The terms of Equation (42) are considered one-by-one in the following. The first shows the prime function of and a reason for the existence of the AFC loop; any shift in the reference voltage level of the input signal will result (steady state) in an error in the output VCO frequency that is ( $1 / k$ ) times that for an openloop system. The second term shows that variations in the input bias voltage have a steady-state effect similar to shifts in the input reference level. The third term is the most important term. It shows that VCO frequency shifts due to any internal (to the VCO) changes will also be corrected by the AFC loop such that the resultant $f_{o}$ error will be reduced by a factor of ( $1 / k$ ). The fourth term points out that percentage perturbations in the reference frequency appear directly (un-attenuated) in the VCO output frequency (note that $\left.f_{0} \approx(n+1) f_{R}\right)$. The remaining term is small since it is of second order: both $\left(k_{D 1}-k_{D 2}\right)$ and $\Delta f_{D}$ are normally small.

The preceding AFC system analysis serves two purposes. The insight gained in the functioning of the system enables one to better choose system parameters in design or re-design efforts and evaluate (without hardware) proposed changes in the system gains, etc. The linear analysis also can serve as a checkcase in the development of a computer simulation of the AFC system. Note that the simulation, after initial debugging, will use more complete, nonlinear models for the subsystems and will thus provide more realistic estimates of system behavior, especially for large frequency deviations which may produce saturation in the real system. The next section of this report describes the development of the computer simulation from the system block diagram.

## E. Simulation-Linear

1. Development of Simulation Program

The actual development of an AFC system simulation program requires only a small step beyond the development of the math model indicated by the block diagram in Figure 26 and does not depend directly upon the analysis in the previous section (except for de-bugging of the resulting program).

The program is written so as to repeatedly "go around" the AFC loop evaluating the (algebraic) transfer functions and updating the variables representing the states and/or outputs of each block. A "memory" of the previous (i.e., previous time around the loop) value of variables is required only for the variables associated with the dynamic transfer function(s). The predominance of algebraic rather than dynamic blocks in the AFC system model makes the simulation program especially simple.

The heart of the program is the repeated evaluation of only eight equations. Referring again to Figure 26, and beginning at the feedback point, the following equations are written:

$$
\begin{align*}
v & =v_{m}-v_{4}, \\
f_{o} & =f_{c}+k_{v}\left(v-v_{c}\right), \\
f_{i} & =f_{o}-n f_{R}, \\
v_{1} & =k_{D 1}\left(f_{i}-f_{D}\right), \\
v_{2} & =k_{D 2}\left(f_{R}-f_{D}\right), \\
v_{5} & =v_{1}-v_{2}, \\
V_{3} & =v_{b i a s}+k_{A} V_{5}, \\
v_{4}(N+1) & =v_{4}(N)+\left[v_{3}(N)-v_{4}(N)\right] c_{1} . \tag{43}
\end{align*}
$$

The basic linear AFC system simulation program consists of (1) an initialization section, (2) a DO LOOP to evaluate repeatedly the above equations, and (3) instructions for printing the simulation results. A listing of this basic program, including explanatory comments, is given in Appendix E. Note that with the aid of the comments it is easy to see where to insert any desired nonlinear model for a block or subsystem.

A sample output from the basic program is also given in Appendix $E$. The loop gain for this run is 100 . Note that the input step in $V_{m}$ occurred at the $10^{\text {th }}$ sample interval and that the system had essentially recovered (error frequency down by 90\%) by the $40^{\text {th }}$ step.

## 2. Verification of Linear Simulation

For those loop gains for which the transient response is stable and monotonic, the system time constant is given by Equation (34) as derived earlier, or in graphical form by Figure 29. Similarly, the resultant system steady state frequency error for a shift in nominal VCO frequency is given by Equation (41) and sketched in Figure 30. To verify the simulation (linear), the response time constants and steady state errors of simulation runs for several loop gains will be compared with the theoretical


or expected values. The data continues to be that for an AFC loop with sampler parameters such that the characteristic of the sampler is described by $C_{1}=-.00075$. For the comparisons, loop gains of $10,25,50$, and 100 will be used.

From the simulation runs from which the transient responses plotted in Figure 31 were obtained, the simulation "final" values of frequency error (approximate since settling was not complete) shown in Table II were read. These errors are to be compared with an initial error of $1.4 \times 10^{6} \mathrm{~Hz}$; i.e., the ordinate of Figure 30 is to be multiplied by this initial error before comparing. The simulation final errors are seen to be essentially in agreement with the predicted values; the small differences are a result of ending the simulation at a finite time.

Having verified the steady state performance of the simulation program, one next investigates the transient behavior. In using the plot of the system time constant versus gain, note that this time constant is for the decay from the initial error frequency to the steady-state frequency error. That is,

$$
\begin{equation*}
\Delta f(\tau)=(\Delta f)_{s s}+e^{-1}\left[(\Delta f)_{t_{0}}-(\Delta f)_{s s}\right] \tag{44}
\end{equation*}
$$

TABLE II

COMPARISON OF THEORETICAL AND SIMULATED FREQUENCY ERRORS

| k | $(\Delta \mathrm{f})_{\mathrm{ss}}$ |  |
| :---: | :---: | :---: |
|  | Simulation | Predicted |
| 10 | 127596 | 127272 |
| 25 | 54358 | 53846 |
| 50 | 28014 | 27451 |
| 100 | 14388 | 13861 |
| 500 | 2796 | 2794 |



NUMBER OF SAMPLING INTERVALS
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Figure 31. Step response of the VCO frequency in a sampling AFC loop for various values of loop gain in the linear simulation.


(c)

Figure 31 (Continued).
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Figure 31 (Continued).
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Figure 31. (Continued)


Figure 31 (Continued).
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Figure 31 (Continued).
where
$t=\tau$, the system time constant,
$(\Delta f)_{s s}=$ steady state frequency error,
$(\Delta f)_{t_{0}}=$ initial frequency error from which the system is
To verify the simulation transient response, the above expression for the frequency error at one time-constant, $\Delta f(T)$, is evaluated for each of several values of loop gain. (The predicted value of $(\Delta f)$ ss can be used.) The calculated values of $\Delta f(\tau)$ for $k=10,25,50$, and 100 are tabulated in the second column of Table III. Referring then to the individual simulation runs, the time at which $\Delta f$ has the value $\Delta f(T)$ is noted and the elapsed time since the start of the decay, normalized by dividing by the sample period, is recorded in Column 3 of the table. Finally, the predicted value of $T / T$ is calculated from Equation (34) for each gain and is recorded in the fourth column of Table III. Note that the differences between the simulation and predicted values of $T / T$ are less than one (step) and result from the use of a continuous expression, Equation (34), to approximate the discrete system.

TABLE III
COMPARISON OF THEORETICAL AND SIMULATED TIME CONSTANTS

| k | $\Delta f(T)$ | $\tau / T$ |  |
| :---: | :---: | :---: | :---: |
|  |  | Simulation | Predicted |
| 10 | 595482 | 121 | 120.8 |
| 25 | 549068 | 51 | 50.8 |
| 50 | 532384 | 26 | 25.7 |
| 100 | 523793 | 13 | 12.7 |

As with the steady-state comparisons, the transient comparisons verify the correctness of the simulation. Now that the total AFC system is known to be correctly simulated, individual subsystems, or blocks, will be modeled in more detail in the simulation. Unlike the linear simulation, the later version will give results not available analytically. Specifically, the effects on the system performance of a limiter in the feedback path or a nonlinear VCO characteristic will be determined by simulation.

## F. Simulation - Nonlinear

The linear simulation results show that as the loop gain is increased, both the transient response time and the steady-state frequency error go down, with the response time even reaching one sampling period for the gain referred to as "deadbeat gain." However, for reasonable sized frequency errors, these larger gains would result in very high voltages in the AFC loop, and the linear model of the AFC loop is not applicable for high voltages. It still may be desirable to use high gains so that the frequency error will be small and the small perturbations will disappear rapidly, if the system nonlinearities do not introduce stability problems at the higher signal levels; to investigate this area, the simulation will be modified to include the two predominant nonlinearities.

## 1. Limiter

The saturation of the feedback signal processing stages will be modeled as a single limiter located between the output of the error signal amplifier and the input to the sample-and-hold circuit, at a point after the summing of $V_{b i a s}$ with the error signal. The large-signal nonlinearity of the oscillator (VCO) inputoutput curve can be modeled in the simulation by replacing the linear VCO model with either a nonlinear analytic function fitted to actual VCO characteristics, or by using a table-look-up and
interpolation scheme on data points from an actual VCO characteristic curve.

The saturation effect will be modeled by an ideal limiter. As long as the input signal has a magnitude less than the limit, L, the limiter has no effect on the signal; if, however, the input signal magnitude exceeds $L$, the output has the sign of the input signal but has magnitude L.

Simulation runs with the limiter in the program with several values of loop gain, $k$, have been made and plots of the error frequency versus time are given in Figure 32. These responses should be compared with those for the linear model which have been given in Figure 31. The responses show that the effect of the limiter is to slow the recovery process to a rate determined by the limiter, until the error signal becomes small enough to be within the linear region of the limiter. Thus the shape of the response curve depends upon the amplitude of the disturbance. Since the (stability) effect of the limiter is similar to that of reduced gain, and since the AFC system does not become unstable for decreased positive gains, the addition of the limiter would not be expected to introduce stability problems. This is born out by the simulation results. On the other hand, the limiting voltage must be set high enough so that expected variations in the reference value of the modulating signal, $\left(V_{m}\right)$ ref, do not bias the system so much that the sampler cannot supply the voltage required to offset $V_{m}$ and keep the VCO frequency near nominal.

Figure 32 shows that the effect of including the limiter in the AFC loop simulation is to limit the slope of the response curve. Once the error signal is reduced below the saturation level, the response rate is determined by the time constant derived earlier; while still in saturation, the response rate is independent of the feedback gain. Note, however, that the value of $\Delta f$ at which the system saturates depends upon the loop gain.

$=.0075$

| $\mathrm{C}_{1}=$ | .0075 |
| ---: | :--- |
| $\mathrm{~K}_{\text {VCO }}=$ | $1.4 \times 10^{6} \mathrm{~Hz} / \mathrm{VOLT}$ |
| $\mathrm{K}_{\mathrm{D}}=$ | $1.0 \times 10^{7} \mathrm{VOLTS} / \mathrm{Hz}$ |
| $\mathrm{K}_{\mathrm{A}}=$ | AMPLIFIER GAIN |
|  | (ADJUSTED TO GIVE INDICATED |
|  | LOOP GAIN) |
| $\mathrm{K}=$ | $\mathrm{K}_{\mathrm{A}} \cdot \mathrm{K}_{\mathrm{D}} \cdot \mathrm{K}_{\text {VCO }}$ |
| $\Delta \mathrm{V}_{\mathrm{m}}=$ | 1.0 VOLT |

(
Figure 32. AFC loop simulation response with limiter


Thus the advantages of short transient time and low steady state frequency error associated with the higher loop gains in the linear model still apply. The only change in performance is the limiting of the response slope when the error frequency is large. Of course, the idea of a "deadbeat gain" is only applicable for the small frequency errors.
2. Nonlinear VCO

The Voltage Controlled Oscillator (VCO) characteristic curve (output frequency versus input voltage) was shown in Figure 22 as nonlinear but has been approximated for analysis and simulation thus far by a linear model. The VCO characteristic shown in Figure 33, which has an exaggerated nonlinearity, has been simulated in the AFC simulation to study the effects of the nonlinearity on the AFC system response. A listing of the AFC simulation program including the nonlinear VCO model and saturation is given in Appendix F. A typical simulation run is included. To simulate a particular VCO characteristic, one would simply replace the nonlinear equation with a curve-fit of the desired VCO characteristic.

Figure 34 shows the frequency-error transient response curves for the nonlinear VCO model. Note that the system remains stable and that the form of the response is changed very little by the inclusion of the nonlinearity. As would be expected from the sketch of the VCO nonlinearity (Figure 33), the VCO "gain" decreases as the input voltage increases above its nominal value and the gain increases as $V$ drops below its nominal value. At the nominal point, the VCO "gain" is that used in the linear simulation. In the simulation runs, the input reference modulating voltage is stepped by one volt from $V=7$ to $V=8$ volts. In the linear model this produces an initial frequency error of 1.4 MHz ; for the nonlinear VCO of Figure 33 the frequency shift is only 0.8 MHz . Note that if the voltage shift had been of the opposite polarity the nonlinear VCO frequency shift would have


been -2.0 MHz while that for the linear one would have been only -1.4 MHz .

From the transient responses in Figure 34 the effective gain reduction due to the VCO nonlinearity can be seen to decrease the magnitude of the initial slope. The effect is most easily seen for $k=25$, but is present for all gains. In the linear model, the transient responses (when smoothed) were exponential decay curves (see Figure 31).

## 3. Limiter and Nonlinear VCO

Figure 35 gives the transient responses computed when both the nonlinear VCO model and the saturation effect were in the simulation program. Note that (1) the saturation portion of the curve is no longer a straight line, (2) the form of the response for (a) the linear AFC model, (b) the limiter, (c) the nonlinear VCO, or (d) the nonlinear VCO and the limiter are basically the same (Figures 31, 32, 34, and 35) and (3) the steady state frequency error for a given shift in ( $V_{m}$ ) ref is essentially the same for all the simulation models. The "final" frequency errors arrived at by the simulation model containing the nonlinear VCO and the limiter are tabulated for nominal loop gains ranging from 10 to 500 in Table IV.

TABLE IV
STEADY STATE FREQUENCY ERRORS WITH NONLINEAR VCO AND LIMITER IN THE AFC SYSTEM

| Gain | $\frac{\left(\Delta f_{o}\right) s s}{(\mathrm{MHz})}$ |
| :---: | :---: |
| 10 | .128 |
| 25 | .054 |
| 50 | .029 |
| 100 | .014 |
| 250 | .006 |
| 500 | .003 |



The table lists the steady state frequency error as a function of AFC loop gain for an open loop frequency shift of 0.8 MHz . In each case $k$ is measured at the nominal VCO operating point.

## G. An Alternate Sampling System

The feedback signal sampling circuit discussed thus far can be replaced by a simpler one with only a small loss in versatility. Deletion of the hold device in front of the RC charging circuit results in an AFC system that is somewhat slower in response at the higher gains, but is simpler to implement and is stable for all loop gains. The simplified system is not capable of "deadbeat" response, however. Consider the sampling scheme depicted in Figure 36.

## 1. Analysis

The differential equation describing the linearized AFC system with the simplified sampler will be derived using Figures 26 and 36. An algebraic expression relating the sampler input, $V_{3}$, to the sample-and-hold output, $V_{4}$, and the system parameters derived from Figure 26 is

$$
\begin{equation*}
V_{3}=-k V_{4}+D \tag{45}
\end{equation*}
$$

where the constants are

$$
\begin{align*}
k= & k_{A} k_{D 1} \underset{v}{k_{v}} \text {, and } \\
D= & V_{b i a s}+k_{A}\left(k_{D 1}\left[f_{C}-n f_{R}-f_{D}+k_{V}\left(V_{m}-V_{c}\right)\right]\right. \\
& \left.-k_{D 2}\left[f_{R}-f_{D}\right]\right) . \tag{46}
\end{align*}
$$



Figure 36. Alternate Sampler Model.

Combining this result with a description of the sampler, the closed-loop AFC system differential equation can be written. The simplified sampler (Figure 36 ) is a charging RC circuit whose response is governed by

$$
\begin{equation*}
(R C) \frac{d e_{o}(t)}{d t}+e_{o}(t)=e_{1}(t) \tag{47}
\end{equation*}
$$

where $e_{1}(t)$ and $e_{o}(t)$ are the (sampled) input and output voltage, respectively. Thus

$$
\begin{equation*}
\text { (RC) } \dot{\mathrm{V}}_{4}+\mathrm{V}_{4}=\mathrm{V}_{3} \tag{48}
\end{equation*}
$$

From consideration of the upper portion of Figure 26,

$$
\begin{equation*}
V_{4}=\left(f_{c}-f_{o}\right) / K_{v}+V_{m}-V_{c}, \tag{49}
\end{equation*}
$$

so that

$$
\begin{equation*}
\dot{\mathrm{V}}_{4}=-\dot{\mathrm{f}}_{0} / \mathrm{K}_{\mathrm{v}} . \tag{50}
\end{equation*}
$$

Similarly, from the lower portion of Figure 26 one can deduce that

$$
\begin{equation*}
V_{3}=k_{A} k_{D 1} f_{0}+V_{b i a s}+k_{A}\left[k_{D 1}\left(-n f_{R}-f_{D}\right)-k_{D 2}\left(f_{R}-f_{o}\right)\right] \tag{51}
\end{equation*}
$$

Substituting Equations (49), (50), and (51) into Equation (25), and recognizing that $V_{m}$ is constant during the sampling interval, the differential equation governing the AFC system response during the sampling interval is

$$
\begin{align*}
& \text { (RC) } \dot{f}_{o}+(k+1) f_{o}=k_{v}\left\{v_{m}-V_{c}+\frac{f_{c}}{k_{v}}-v_{b i a s}\right. \\
& \left.\quad+k_{A}\left[k_{D 1}\left(n f_{R}+f_{D}\right)+k_{D 2}\left(f_{R}-f_{D}\right)\right]\right\} . \tag{52}
\end{align*}
$$

The system is seen to be stable for all positive values of gain, k , with the sampling-interval time constant being inversely proportional to the open loop gain for large gains, i.e., ${ }^{T}{ }_{S I}=R C /(k+1)$. The step response is always underdamped. Assuming that the sampling duration is $t_{o}$ and that the sampling period is given by $T$, the effective time constant ${ }^{*}$ is given by

$$
\begin{equation*}
\tau=\left(\frac{T}{t_{0}}\right) R C /(k+1) \tag{53}
\end{equation*}
$$

For the typical parameter values used with the earlier sampler, the difference between the effective time constants for the two sampling schemes is negligible for loop gains below 500; that is, only when the deadbeat gain is approached does the earlier system show any advantage. Table V gives a comparison of the AFC system effective time constants for the two sampling schemes. The transient responses of the two systems are essentially identical for normal AFC loop gains. The steady state responses (sensitivities) of the two are also identical [see Equation (41)].

## 2. Simulation

A simulation using the alternate sampler AFC system

[^2]COMPARISON OF AFC EFFECTIVE TIME CONSTANTS OF TWO SAMPLING SCHEMES FOR $R=20,000$ OHMS $c=1 \times 10^{-7}$ FARADS, and $t_{0}=1.5 \times 10^{-6}$ SECONDS

along with the nonlinear VCO and limiter models was constructed. A listing of the simulation is included along with one simulation run ( $k=250$ ) in Appendix $G$. The response is not significantly different from that obtained with the flat-top pulse sample scheme (see Figure 35) for the lower gains ( $k=10,25,50,100$ ). Figure 37 shows the response for AFC loop gains of $k=500,750$, 1000, and 2000; for these gains the alternate sampler system is somewhat more sugglish than the samplemand-hold system when the error signal is below the limiting value.

## H. Conclusions

A sample-data AFC system for direct FM transmitters has been modeled, analyzed, and simulated to establish the relationships between AFC system performance and the parameters of subsystems such as the VCO, the reference oscillator, the discriminator, and the sampling system. The analytic results obtained with the linearized closed loop difference equation include the following:
(1) the range of loop gain, $k$, for which the system is stable and the form of the response as a function of the sampler characteristic parameter, $C_{1}$, (Table I and Figure 28),
(2) the time constant of the continuous envelope of the (discrete) transient response as a function of loop gain, $k$, and sampler parameter, $C_{1}$ [Equation (34) and Figure 29],
(3) frequency sensitivity; that is, the steady state frequency error as a function of shifts in the VCO center frequency, the input signal reference voltage, the reference oscillator frequency, and the amplitude dependence in the discriminator [Equation (41)],
(4) a comparison of two sample-and-hold schemes.

The linear version of the simulation was verified using the analytic results and was used to establish transient responses for various values of loop gain. Nonlinear models were then introduced

into the appropriate program blocks to simulate signal saturation in the feedback loop and to model the VCO characteristics more accurately.

The nonlinear simulations indicate that the limiter does not destabilize the AFC loop, but only slows down the transient response until the error becomes small. This result is compatible with that obtained with the method of "describing functions" used in nonlinear control system analysis [8]. The latter treats a limiter as a variable gain which decreases as necessary to keep the output magnitude from exceeding a limiting value. The linear analysis shows that the AFC loop remains stable for decreasing positive values of loop gain.

The simulation with a nonlinear VCO input-output characteristic similarly yielded a stable system. Action of the nonlinear VCO can be visualized as a variable gain. Note, however, that the apparent VCO gain increases for large negative perturbations in the VCO input voltage. Consequently, the system stability for high nominal loop gains is marginal. The simulation run made with both nonlinearities (VCO and limiter) included is also stable and well behaved.

The two sample-and-hold schemes for feedback of the frequency error term yielded essentially equivalent performance for all except the highest AFC loop gains. Although the alternate scheme (instantaneous error term driving the $R C$ network) is theoretically more sluggish, the difference in response is negligible until the gain approaches that for deadbeat operation. The existence of a deadbeat gain seems to be the only advantage of the first scheme. The alternate scheme is much simpler to implement.

Even with a limiter in the feedback path, the use of a relatively large loop gain seems desirable from a signal (as opposed to noise) point of view. The system still has high effective gain for low frequency errors producing small steady-state frequency errors. The transient response for small perturbations of parameter values
is also much faster with high gains. From a noise point of view, on the other hand, increased gain is detrimental. Noise effects should be studied using simulation and/or analytic results before raising the loop gain of any existing AFC systems to obtain the faster response and smaller steady state errors.

## A. Introduction

The digital simulation of a linear dynamic system is often complicated by the existence of a large spread in the eigenvalues of the system. Since the step size in the numerical integration needs to be small with respect to the shortest time constant of the system while the range of time over which integration is desired is usually greater than the largest time constant of the system, a large spread in eigenvalues leads to an excessive number of steps in the numerical integration. Simulations of such stiff systems suffer from large round-off errors and excessive computer time requirements. In those cases where the transient response associated with the short time constant modes is of no interest (having decayed to an insignificant level almost immediately), one would like to "remove" those fast modes from the system model. This section describes the development and application of a method for removing such roots from the equations comprising the model. This permits approximating a linear dynamic system by a set of differential equations of lower order not containing the fast eigenvalue(s).

Following the development of the theory of "root removal," a simulation program was developed which uses the root removal technique to efficiently simulate linear stiff systems. The simulation, known as the "Approximate Linear System Analysis Program" (ALSAP), accepts the system differential equations in state variable form, approximates them by a lower order system of equations without the fast eigenvalues, and predicts the system response by numerically integrating the approximate system equations. The construction of ALSAP is described, along with its application to a thirteenth order system representing an RLC bandpass filter. The system response predicted by ALSAP compared favorably with the response of the actual filter as obtained in laboratory measurements.

Assume that a linear, time-invariant system is described in the usual state variable form,

$$
\begin{equation*}
\underline{\underline{x}}=A \underline{x}+B \underline{u} \tag{54}
\end{equation*}
$$

One approach for "removing" a particular mode would be to first transform the system so that the matrix A is in Jordon canonical form. The scalar differential equation corresponding to the fast mode could then be assumed to have an approximate solution equivalent to an instantaneous response. The remainder of the scalar differential equations would not contain the fast root and could be numerically integrated if desired. The solution vector would then be transformed back from the canonical frame to the original coordinate frame. Note that the matrix required for the transformation has all of the system eigenvectors as its columns and that the inverse of this matrix is required [7].

The above procedure is not practical. However, a related procedure has been developed which requires only the fast eigenvalue and its single associated eigenvector in order to remove a fast root. The procedure does not require matrix inversion. The resulting approximation is analogous to replacing the transfer function $[1 /(s+a)]$ by the gain [1/a] in a system for which the time constant ( $-1 / a$ ) is much faster than any of the other time constants of the system or components of the system input signal. The resulting approximate system is related to that which Chidambara [9] developed for control system synthesis. The digital simulation application is not sensitive to the points of criticism of Davison [10].

Let the matrices in Equation (54) be partitioned to isolate the last element of the state vector:


It is desired to find a simple $n$-by-n transformation matrix, $P$, such that the state equation [Equations (54) or (55)] expressed in a new coordinate system has the fast root isolated for approximation. Let the transformed state vector, L , be defined by

$$
\begin{equation*}
\underline{x}=P y \tag{56}
\end{equation*}
$$

The resulting (transformed) state equation is given by

$$
\begin{equation*}
\dot{\mathrm{y}}=\left(\mathrm{P}^{-1} \mathrm{AP}\right) \underline{y}+\left(\mathrm{P}^{-1} \mathrm{~B}\right) \underline{\mathrm{u}} \tag{57}
\end{equation*}
$$

Let the fast root (eigenvalue) to be removed be $\lambda$, and let its eigenvector ( $n$-by-l matrix) be v . Assume that the eigenvector has been normalized such that its $n^{\text {th }}$ component is unity. A satisfactory transformation matrix, $P$, will be shown to be formed by replacing the last column of an n-by-n identity matrix by the eigenvector, $\underline{v}$. Partition the vector into two parts such that its first ( $n-1$ ) components form the vector $p$. That is, such that

$$
\begin{equation*}
\underline{v}=\left[-\frac{\mathrm{p}}{1}-\right] . \tag{58}
\end{equation*}
$$

Then the transformation matrix can be written in partitioned form as

$$
P=\left[\begin{array}{c:c}
I_{n} & \underline{p}  \tag{59}\\
\hdashline \underline{\underline{T}} & 1
\end{array}\right],
$$

where $I_{n-1}$ is an ( $n-1$ ) by ( $n-1$ ) identity matrix and $\underline{0}^{T}$ is a 1 by ( $n-1$ ) matrix of zeros. Note that one of the features of this particular transformation matrix is that its inverse can be formed by simply reversing the signs of the top ( $n-1$ ) elements in the $n^{\text {th }}$ column of the matrix $P$; that is,

$$
P^{-1}=\left[\begin{array}{c:c}
I_{n-1} & -p  \tag{60}\\
\hdashline \underline{0}^{T} & 1
\end{array}\right] .
$$

The term ( $\mathrm{P}^{-1} \mathrm{AP}$ ) which appears in the transformed state equation [Equation (57)] can best be evaluated by multiplication of the partitioned matrices:

$$
\begin{align*}
& P^{-1} A P=\left[\begin{array}{c:c}
\tau & -p \\
\hdashline \underline{0}^{T} & 1
\end{array}\right] \cdot\left[\begin{array}{c:c}
A_{11} & A_{12} \\
\hdashline A_{21} & a_{n n}
\end{array}\right] \cdot\left[\begin{array}{c:c}
I & -p \\
\hdashline \underline{T} & 1
\end{array}\right] \\
& =\left[\begin{array}{c:c}
I & -p \\
\hdashline 0^{T} & 1
\end{array}\right] \cdot\left[\begin{array}{l:l}
A_{11} & A_{11} \mathrm{P}+\mathrm{A}_{12} \\
\hdashline \mathrm{~A}_{21} & A_{21} \mathrm{P}+\mathrm{a}_{n n}
\end{array}\right] \\
& =\left[\begin{array}{c:c}
A_{11}-p A_{21} & A_{11} p+A_{12}-p A_{21} p-p a_{n n} \\
\hdashline A_{21} & :
\end{array}\right] . \tag{61}
\end{align*}
$$

It is desired to show that the upper-right-hand submatrix of $\mathrm{P}^{-1} \mathrm{AP}$ is zero and that the lower-right-hand submatrix is the fast eigenvalue, $\lambda$. To show this, recall the definition of eigenvalue and eigenvector:

$$
\begin{equation*}
\mathrm{A} \underline{\mathrm{v}}=\lambda \underline{\mathrm{v}} . \tag{62}
\end{equation*}
$$

Writing this definition in partitioned form, one has

$$
\left[\begin{array}{c:c}
A_{11} & A_{12}  \tag{63}\\
\hdashline A_{21} & a_{n n}
\end{array}\right]\left[\begin{array}{c}
\underline{p} \\
\hdashline 1
\end{array}\right]=\lambda\left[\begin{array}{c}
\underline{p} \\
\hdashline 1
\end{array}\right]
$$

which can be separated into two equations as follows:

$$
\begin{equation*}
\mathrm{A}_{11} \mathrm{p}+\mathrm{A}_{12}=\lambda \mathrm{p} \tag{64}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{A}_{21} \mathrm{p}+\mathrm{a}_{\mathrm{nn}}=\lambda \tag{65}
\end{equation*}
$$

Substitution for $\lambda$ from Equation (65) into Equation (64) gives (since $\lambda p=p \lambda)$

$$
\begin{equation*}
A_{11} p+A_{12}=p\left(A_{21} p+a_{n n}\right) \tag{66}
\end{equation*}
$$

or

$$
\begin{equation*}
A_{11} p+A_{12}-p A_{21} p-p a_{n n}=\underline{0} \tag{67}
\end{equation*}
$$

Thus the upper right submatrix of $\mathrm{P}^{-1} \mathrm{AP}$ is indeed zero. Furthermore, Equation (65) shows that the lower right element of $\mathrm{P}^{-1} \mathrm{AP}$ is equal to the fast eigenvalue, $\lambda$. Thus

$$
\mathrm{P}^{-1} \mathrm{AP}=\left[\begin{array}{c:c}
\mathrm{A}_{11}-\mathrm{p} \mathrm{~A}_{21} & 0  \tag{68}\\
\hdashline \mathrm{~A}_{21} & \\
\hdashline & \lambda
\end{array}\right]
$$

Note that this matrix is easily constructed from the matrix $A$, the fast eigenvalue $\lambda$, and the upper portion of the associated eigenvector; note further that matrix inversion is not required.

The matrix $\left(P^{-1} B\right)$ is also required in Equation (57):

$$
P^{-1} B=\left[\begin{array}{ccc}
I & 1 & -\mathrm{P}  \tag{69}\\
\hdashline \mathrm{~T}^{\mathrm{T}} & 1 & 1
\end{array}\right] \quad\left[\begin{array}{c}
\mathrm{B}_{1} \\
-\mathrm{B}_{2}
\end{array}\right]=\left[\begin{array}{cc}
\mathrm{B}_{1}-\mathrm{p} & \mathrm{~B}_{2} \\
\hdashline \mathrm{~B}_{2}
\end{array}\right]
$$

Before substituting the expressions for $\mathrm{P}^{-1} \mathrm{AP}$ and $\mathrm{P}^{-1} \mathrm{~B}$ into Equation (57) partition the new state vector, $y$, into two sub-vectors with the second being a scalar. That is,

$$
\mathrm{y}=\left[\begin{array}{r}
\underline{\mathrm{r}}  \tag{70}\\
-\mathrm{y}_{\mathrm{n}}
\end{array}\right]
$$

Substitution of Equations (68), (69), and (70) into Equation (57) allows the transformed state equation to be written in the following form:

$$
\left[\begin{array}{c}
\dot{\underline{r}}  \tag{71}\\
\hdashline \dot{y}_{n}
\end{array}\right]=\left[\begin{array}{c:c}
A_{11}-\mathrm{pA}_{21} & 0 \\
\hdashline A_{21} & \lambda
\end{array}\right] \cdot\left[\begin{array}{c}
r \\
\hdashline y_{n}
\end{array}\right]+\left[\begin{array}{c}
B_{1}-\mathrm{p}^{B_{2}} \\
\hdashline B_{2}
\end{array}\right] \underline{u} .
$$

Note that the variable, $y_{n}$, does not enter into the $\dot{\underline{x}}$ equation; the upper ( $n-1$ ) scalar differential equations can be solved independently of the $y_{n}$ equation. It can be shown that the fast root isolated in the $y_{n}$ equation does not appear in the $\underline{r}$ equation.

The transformed state equation can be separated into two state equations:

$$
\begin{equation*}
\dot{\underline{r}}=\left(A_{11}-\underline{p} A_{21}\right) \underline{r}+\left(B_{1}-\underline{p} B_{2}\right) \underline{u} \tag{72}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\mathrm{y}}_{\mathrm{n}}=\mathrm{A}_{21} \underline{\mathrm{r}}+\lambda \mathrm{y}_{\mathrm{n}}+\mathrm{B}_{2} \underline{\mathrm{u}} . \tag{73}
\end{equation*}
$$

Equation (72) is a state equation of order ( $n-1$ ) whose eigenvalues are those of the original system [Equation (54)] except that the fast eigenvalue, $\lambda$, is absent. Thus Equation (72) can be numerically integrated with reasonable simulation time requirements. To reconstruct the original state vector, the value of $y_{n}(t)$ as well as $\underline{r}(t)$ is required. Keeping in mind that $\underline{r}(t)$ can be evaluated independently of $y_{n}(t)$, rewrite Equation (73) with $r(t)$ considered as an additional input.

$$
\begin{equation*}
\dot{\mathrm{y}}_{\mathrm{n}}=\lambda \mathrm{y}_{\mathrm{n}}+\left(\mathrm{A}_{21} \underline{r}+\mathrm{B}_{2} \underline{\mathrm{u}}\right) . \tag{74}
\end{equation*}
$$

While this differential equation could be solved explicitly, it is useful to approximate its solution by assuming that $|\lambda|$ is sufficiently large (fast) that the response in $y_{n}(t)$ to a change in $\underline{r}(t)$ or $\underline{u}(t)$ is essentially instantaneous. This is equivalent to replacing the transfer function [1/(s+a)] by the gain [1/a]; this is often done in frequency domain studies when the root is much faster than input variations or other roots of the system. The resulting approximation is

$$
\begin{equation*}
y_{n} \approx \frac{-1}{\lambda}\left(A_{21} \underline{r}+B_{2} \underline{u}\right) \tag{75}
\end{equation*}
$$

## C. Reconstructing the Original State Vector

Assuming that the $\dot{\underline{r}}$ equation has been successfully integrated and that the $\dot{y}_{n}$ equation has been approximated as above, the original state vector, $\underline{x}$, can be reconstructed as

$$
\underline{x}=P y=\left[\begin{array}{c:c}
I_{n} & \underline{p}  \tag{76}\\
\hdashline \underline{n}^{T} & 1
\end{array}\right] \cdot\left[\begin{array}{c}
\underline{r} \\
\hdashline y_{n}
\end{array}\right]=\left[\begin{array}{c}
\underline{r}+y_{n} \\
\hdashline y_{n}
\end{array}\right] .
$$

Substitution of Equation (75) into Equation (76) gives

$$
\underline{x}=\left[\begin{array}{c}
I_{n-1}-p A_{21} / \lambda  \tag{77}\\
-A_{21} / \lambda
\end{array}\right] \quad \underline{r}-\left[\begin{array}{c}
\underline{p} B_{2} / \lambda \\
\hdashline B_{2} / \lambda
\end{array}\right] \underline{u} .
$$

The initial conditions for the components of $\underline{r}$ can be expressed in terms of the initial conditions of the components of $\underline{x}$ as follows:

$$
\begin{equation*}
r_{i}(0)=x_{i}(0)-p_{i} x_{n}(0) \tag{78}
\end{equation*}
$$

Recapitulating, for a set of state equations as in Equation (54) containing one *ast root, a lower order system [Equation (72)] which does not contain the fast root can be numerically integrated using the initial conditions as given by Equation (78); the original state vector, $\underline{x}(t)$, can then be determined by applying Equation (77). These steps are well-suited for inclusion in a simulation and the computer time required for the transformation will be small in comparison with the savings in integration time.

## Example:

Consider the following $3^{\text {rd }}$ order system with scalar control:

$$
\left[\begin{array}{l}
\dot{x}_{1}  \tag{79}\\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right]=\left[\begin{array}{rrr}
-3 & 9 & 8 \\
1 & -11 & -8 \\
-1 & -9 & -12
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] u
$$

The roots of the system are $-2,-4$, and -20 ; assume that the "fast" root, $\lambda=-20$, is to be removed. The corresponding eigenvector is found to be $\underline{v}=(-1,1,1)^{T}$ so that

$$
\mathrm{p}=\left[\begin{array}{r}
-1  \tag{80}\\
1
\end{array}\right]
$$

The necessary terms in Equation (72) are evaluated as follows:

$$
\begin{align*}
& \left(A_{11}-\mathrm{PA}_{21}\right)=\left[\begin{array}{ll}
-3 & 9 \\
1 & -11
\end{array}\right]-\left[\begin{array}{l}
-1 \\
1
\end{array}\right]\left[\begin{array}{ll}
-1 & -9
\end{array}\right]=\left[\begin{array}{ll}
-4 & 0 \\
2 & -2
\end{array}\right]  \tag{81}\\
& \left(\mathrm{B}_{1}-\mathrm{p} \mathrm{~B}_{2}\right)=\left[\begin{array}{l}
0 \\
0
\end{array}\right]-\left[\begin{array}{r}
-1 \\
1
\end{array}\right] \quad[1]=\left[\begin{array}{r}
1 \\
-1
\end{array}\right] . \tag{82}
\end{align*}
$$

[^3]The reduced-order system then is

$$
\left[\begin{array}{c}
\dot{r}_{1}  \tag{83}\\
\dot{\mathrm{r}}_{2}
\end{array}\right]=\left[\begin{array}{ll}
-4 & 0 \\
2 & -2
\end{array}\right]\left[\begin{array}{l}
\mathrm{r}_{1} \\
\mathrm{r}_{2}
\end{array}\right]+\left[\begin{array}{r}
1 \\
-1
\end{array}\right] \mathrm{u} .
$$

The initial conditions are found from Equation (78) to be

$$
r_{1}(0)=x_{1}(0)+x_{3}(0)
$$

and

$$
\begin{equation*}
r_{2}(o)=x_{2}(o)-x_{3}(o), \tag{84}
\end{equation*}
$$

and the original state variables are expressed in terms of the reduced system variables by applying Equation (77).

$$
\left[\begin{array}{l}
x_{1}  \tag{85}\\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{rr}
1.05 & .45 \\
-.05 & .55 \\
-.05 & -.45
\end{array}\right]\left[\begin{array}{r}
r_{1} \\
r_{2}
\end{array}\right]+\left[\begin{array}{r}
-.05 \\
.05 \\
.05
\end{array}\right] u
$$

Thus the solution to Equation (79) can be approximated by simulating the reduced system described by Equations (83) and (84) and substituting the results into Equation (85). This procedure is straightforward to implement in a digital simulation.

## D. Practical Application: RLC Bandpass Filter

The CCS telemetry bandpass filter which was analyzed earlier in this report from a frequency domain point of view and whose schematic is given in Figures 1 and 2 has been simulated using ALSAP. The state variables were chosen as the capacitor voltages and inductor currents, except that the (excess) current through the mutual inductance was not included. The specific relationships between the state variables and the circuit voltages and currents are specified in Table VI.

| State Variable | $\frac{\text { Physical Interpretation }}{\text { (volts, amps) }}$ |  |
| :---: | :---: | :---: |
| $\mathrm{X}_{1}$ | Voltage across | $\mathrm{C}_{1}$ |
| $\mathrm{X}_{2}$ | " | $\mathrm{C}_{2}$ |
| $\mathrm{x}_{3}$ | " " | $\mathrm{C}_{3}$ |
| $\mathrm{x}_{4}$ | " | $\mathrm{C}_{4}$ |
| $\mathrm{X}_{5}$ | " " | $\mathrm{C}_{5}$ |
| $\mathrm{x}_{6}$ | " " | $\mathrm{C}_{6}$ |
| $\mathrm{x}_{7}$ | " " | $\mathrm{C}_{7}$ |
| $\mathrm{x}_{8}$ | Current through | $\mathrm{L}_{\mathrm{T} 1}$ |
| $\mathrm{X}_{9}$ | " " | $\mathrm{L}_{\mathrm{T} 2}$ |
| $\mathrm{X}_{10}$ | " " | $\mathrm{L}_{2}$ |
| $\mathrm{X}_{11}$ | " " | $\mathrm{L}_{3}$ |
| $\mathrm{X}_{12}$ | " | $\mathrm{L}_{4}$ |
| $\mathrm{X}_{13}$ | " | $\mathrm{L}_{5}$ |

Note: The circuit elements referred to here are shown in Figures 1 and 2. Positive currents are assumed flowing to the right or down and voltages are considered positive at the left or at the top of the element.

Also, the component nomenclature for the ALSAP simulation is related to the component nomenclature shown in Figure 2 by the following: LT1 = L11, LT2 = L13, LM = L12, RT2 = R13, RL2 $=$ R4, RL3 $=$ R5, RL4 $=$ R6, RL5 $=$ R7, and the double subscripted $C$ values shown in Figure 2 were not used in the ALSAP simulation

The state equation was written using Bashkow's A matrix method [11] and is of the form $\underline{\underline{x}}=A \underline{x}+B u$, where $\underline{x}$ is the thirteenth order state vector, $u$ is the input voltage, $A$ is the thirteen-by-thirteen state distribution matrix and $B$ is the thirteen-by-one control distribution matrix. The resulting $A$ and $B$ matrices are specified in terms of the circuit elements in Table VII. The thirteen eigenvalues of the matrix A are given in Table VIII.

The nominal operating frequency of the filter is 1.024 MHz . It can be seen from the system eigenvalues in Table VIII that two of the eigenvalues, $\lambda_{12}$ and $\lambda_{13}$, are trivially fast with respect to the other eigenvalues. Using ALSAP, these two fast roots were removed; the simplified eleventh order system was numerically integrated; and the original state variables were reconstructed for printout. While numerical integration of the original state equations would have required a prohibitive amount of machine time, the time required for ALSAP to transform and integrate the system equations for a reasonable response time was under one minute. Figure 38 shows the filter response to a one MHz input as determined by ALSAP. Laboratory tests on the actual filter confirmed the simulation results, showing that the root removal approximations were valid. Appendix $H$ gives a listing of ALSAP.

## E. Complex Pairs of Fast Roots

When the fast root to be removed is complex, the same procedure as used for removal of a real root can be used provided the simulation uses complex arithmetic. However, complex roots always appear in complex conjugate pairs and any complex roots that are "fast" must be removed in pairs. The necessary equations have been derived for removing a fast complex pair of roots in one step without using complex arithmetic in the simulation. These equations, which are somehwhat more complicated than those for single root removal, are given in Appendix $I$.

NON-ZERO ELEMENTS OF STATE AND CONTROL DISTRIBUTION MATRICES FOR BANDPASS FILTER SHOWN IN FIGURES 1 and 2

A11 elements of the $A$ and $B$ matrices are zero except for the following elements:

```
\(A(1,10)=1 / C 1\)
\(A(1,11)=1 / C 1\)
\(A(2,10)=1 / C 2\)
\(A(3,11)=1 / C 3\)
\(A(4,11)=1 / C 4\)
\(A(4,13)=-1 / C 4\)
\(A(5,11)=1 / C 5\)
\(A(5,12)=-1 / C 5\)
\(A(5,13)=-1 / C 5\)
\(A(6,6)=-1 /(R 3 \cdot C 6)\)
\(A(6,13)=1 / C 6\)
\(A(7,7)=-1 /(R L \cdot C 7)\)
\(A(7,13)=1 / C 7\)
    \(\mathrm{K} 1=(\mathrm{LT} 2+\mathrm{LM}) /(\mathrm{LM} \cdot[\mathrm{LT} 1 \cdot \mathrm{LT} 2+\mathrm{LM} \cdot(\mathrm{LT} 1+\mathrm{LT} 2)])\)
    \(\mathrm{K} 2=1 /(\mathrm{LT} 1 \cdot \mathrm{LT} 2+\mathrm{LM} \cdot[\mathrm{LT} 1+\mathrm{LT} 2])\)
\(\mathrm{A}(8,8)=-L M \cdot R 1 \cdot K 1\)
\(\mathrm{A}(8,9)=-(\mathrm{RT} 2+\mathrm{R} 2) \cdot(\mathrm{LT} 1+\mathrm{LM}) \cdot \mathrm{K} 1+(\mathrm{R} 2+\mathrm{RT} 2) / \mathrm{LM}\)
\(A(8,10)=R 2 \cdot(L T 1+L M) \cdot K 1-R 2 / L M\)
\(\mathrm{A}(8,11)=\mathrm{R} 2 \cdot(\mathrm{LT} 1+\mathrm{LM}) \cdot \mathrm{K} 1-\mathrm{R} 2 / \mathrm{LM}\)
\(\mathrm{A}(9,8)=-\mathrm{LM} \cdot \mathrm{R} 1 \cdot \mathrm{~K} 2\)
\(A(9,9)=-(R T 2+R 2) \cdot(L T 1+L M) \cdot K 2\)
\(A(9,10)=R 2 \cdot(L T 1+L M) \cdot K 2\)
\(A(9,11)=R 2 \cdot(L T 1+L M) \cdot K 2\)
\(A(10,1)=-1 / L 2\)
\(\mathrm{A}(10,2)=-1 / \mathrm{L} 2\)
\(A(10,9)=R 2 / L 2\)
\(A(10,10)=-(R 2+R L 2) / L 2\)
```

NON-ZERO ELEMENTS OF STATE AND CONTROL DISTRIBUTION MATRICES FOR BANDPASS FILTER SHOWN IN FIGURES 1 and 2

$$
\begin{aligned}
& A(10,11)=-R 2 / L 2 \\
& \mathrm{~A}(11,1)=-1 / \mathrm{L} 3 \\
& A(11,3)=-1 / L 3 \\
& A(11,4)=-1 / L 3 \\
& A(11,5)=-1 / L 3 \\
& \mathrm{~A}(11,9)=\mathrm{R} 2 / \mathrm{L} 3 \\
& A(11,10)=-R 2 / L 3 \\
& \mathrm{~A}(11,11)=-(\mathrm{R} 2+\mathrm{RL} 3) / \mathrm{L} 3 \\
& \mathrm{~A}(12,5)=1 / \mathrm{L} 4 \\
& \mathrm{~A}(12,12)=-\mathrm{RL} 4 / \mathrm{L} 4 \\
& \mathrm{~A}(13,4)=1 / \mathrm{L} 5 \\
& A(13,5)=1 / L 5 \\
& A(13,6)=-1 / L 5 \\
& A(13,7)=-1 / L 5 \\
& A(13,13)=-R L 5 / L 5 \\
& B(8)=L M \cdot K 1 \\
& B(9)=L M \cdot K 2
\end{aligned}
$$

$$
\begin{aligned}
& \lambda_{1}=0 \\
& \lambda_{2}=\left(-6.11 \times 10^{4}\right)+j(0) \\
& \lambda_{3}=\left(-4.18 \times 10^{5}\right)+j\left(-6.31 \times 10^{6}\right) \\
& \lambda_{4}=\left(-4.18 \times 10^{5}\right)+j\left(6.31 \times 10^{6}\right) \\
& \lambda_{5}=\left(-1.87 \times 10^{5}\right)+j\left(-5.84 \times 10^{6}\right) \\
& \lambda_{6}=\left(-1.87 \times 10^{5}\right)+j\left(5.84 \times 10^{6}\right) \\
& \lambda_{7}=\left(-7.81 \times 10^{5}\right)+j(0) \\
& \lambda_{8}=\left(-2.44 \times 10^{5}\right)+j\left(-6.74 \times 10^{6}\right) \\
& \lambda_{9}=\left(-2.44 \times 10^{5}\right)+j\left(6.74 \times 10^{6}\right) \\
& \lambda_{10}=\left(-1.03 \times 10^{5}\right)+j\left(-1.77 \times 10^{7}\right) \\
& \lambda_{11}=\left(-1.03 \times 10^{5}\right)+j\left(1.77 \times 10^{7}\right) \\
& \lambda_{12}=\left(-2.49 \times 10^{8}\right)+j(0) \\
& \lambda_{13}=\left(-1.96 \times 10^{9}\right)+j(0)
\end{aligned}
$$



A method has been developed for efficient digital simulation of stiff linear dynamic systems by the "removal" of insignificant eigenvalues. The method has been implemented in the digital simulation ALSAP and has been successfully applied to the simulation of both passive and active networks. The computer time required for the simulation of a typical linear network using ALSAP is significantly less than that required for available general circuit analysis programs. The general programs, however, are capable of generating internally the governing differential equations from a topological description of the network while ALSAP currently requires that the engineer write the network state equations. The inclusion of an option allowing the use of the ALSAP technique with stiff linear systems in a general computer aided design program would result in a more useful simulation facility.
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## APPENDIX B

Subroutine TLMFLT - the evaluation of the CCS telemetry bandpass filter transfer function.



```
    ChNuPAOS FILIIKO H,*QALICLS IT TO UNITY AT ITS DEAK VALUF, GNO APPLIES
```






```
    R:AL LIIOL12.L1%,L2.L3.L6.LS
    NZ=N/2
    N'H = N -
    12 = 0.
    THE FOLLOWING INSTPUCTIOIS SET THE FILTER ELEYENT vALUES
    R2 = 5.1E3
    R3=4.7E3
    Cl = 4.80E-10
    C2 = 1.368E-9
    C3 = 5.10E-10
    C4 = 2.2E-9
    C5 = 3.42E-10
    C6 = 5.7E-10
    C7 = 1.8E-9
    C22 = 2.07E-11
    C33 = 1.05E-1
    C55 = 1.65E-11
    11 = -5.358E-6
    L 1 2 = 6 . 0 6 E - 6 ~
    L3=5.194E-5
    L2 = 1.08E-5
    L3 = 5.1E-5
    L4 = 1.6E-5
    L5 = 5.1E-5
    DO LOOP 10 CALCULATES THE FILTER TRANSFER FUNGTION
    DO 10 1 = 2,N
    11 = 1 - 1
    Fl=10/ (NBIT * 1.E-6)
    F=FI*II
    W=6.2831853 4 F
    WSQ = W ## 2
    211= CMPLX(51.. W * L11)
    Z12 = CMPLX10..** * L2
    213=CMPLX(7.78.W-L13)
    22 = CMPLXIR2, 0.) / CMPLX(1...W * R2 * C22)
    23 = CMPLX10.0-10 / (W * Cl1)
    24 = CMPLX(1.70, (W* L2 - 1. ( (W* C2)I)
    25 = CMPLX(8.01,W*L3), CMPLX(11. -WSO*L3 C33),
    1(w * 8.01 * (33)) + CMPLX(0.0 - 1.11w * C3))
    26 = CMPLX(2051, n * L4) (CMPLX(11. - WSO * L4 * C5).
    1 (2.51 * w * C5)) + CMPLX(0.. -1. ( (w * (4))
    27 = CMPLX(8.01,W*L5) / CMPLXI(1.-WSO * L5 * C55)',
    1(N 80U1 * (55))
    Z8= CMPLX(1.E7.0.1
    29 = CMPLX(R3, 0.) / CMPLX(10. W * R3 * C6)
    210 = CMPLX(RL,0.) / CNPLX(1.. W * RL * C7)
    2A1 = 211 + 212
    ZAZ = 212+213* 22
    2B=22+23424
    ZC = 24+25+26
    2D = 26 + 27 + 28
    2E = 28 + 29 + 210
    ZF= ZA1*ZA2-1212-201
    ZN=212*22*24*26*28* L1U
    2D1 = 20 * 2E * 124 ** 2.1
    202 = 2B # 2E * (26 0* 20)
    203 = (24 20) * 128 * 2.1
    204=23*2C*20*2E
    205=2B* 2C*128**20)
    2D6 = 2A1* 122 ** 201
    207 = 2C * 2D * 2E
    2D8 = 2C % 128 ** 2.1
    209 = 2E * 126 ## 2.)
    ZOD= 2F (-201-202 + 203 + 204 - 2051
    1 + 206 * (-207 + 2D8 + CDO)
    H = 2N / 2DD
    T1 = CABS(H)
    IF(II OLT. T2) GO TO 15
    T2 = Tl
    5 CONTINUE
    10 B(I) = H
    WRIIE(6,1002)
1002 FCRMAT(1H1)
    WRITE (6.1001) (11.E(I)), l = 2.N)
    lUOL FORMATIIH ,160ZEZ0.6)
    COR = 1. / T2
C UO LOOP 25 NORMALIZES IHE PEAK VALUE UF THE TÃANSFEK FUNCTIUN TO 2.0 AND
    AFPLIES it to tme Inpul airar a
    OC 2S 1 = 10N
    B(1) = COR A A(l)
    25 A(1)=A(1) H(1)
    WFITE (tolO201
1020 FORMAT (1HO.2X,2EHNORMALI:ATION FACIUR)
    wたlt: (t,luls) <nק
```



```
    れ゙JいきN
    FN,

\section*{APPENDIX C.}

Main program S-band calculations.
```

    COMPLEX A(8192)
    DIMENSION IGUF(10000)
    CALL PLOTS(IELF(1),10000,2)
    C
IGAM = 13
BETA = 1.0
FC=1.OL6
FMOD = 1.3653333E4
FPCM = 4.9834666E5
FSC=1.024E6
PI = 3.1415927
PI2=6.2831853
NBIT = 146
C
N=2**IGAM
w = P12 * FSC
WiM =PI2 * FMOD
WPCM = PI2 * FPCM
DELT = (2./ (FMOO *N))
DELF = FMCD / 2.
OO 1 I = 1,NEIT
C(I) = 1
1 CONTINUE
DO 2 I = 2,NOIT,2
2C(1)= -1
CALL TIMFCN(A,C,N,DELT,'N'WM,WPCM)
CALL FOFT(A,IGAM,BETA)
CALL FFT(AQIGAMO-1)
CALL LFOLD(AgN)
CALL FFTPLT(A,NoDELF)
CALL PLOT(O.gO.,9`9)
STOP
END

```

APPENDIX D
Subroutine TIMPLT - Calcomp plot routine for plotting baseband time functions.
```

        SUBROUTINE TIMPLT(A,N,PRD)
        COMPLEX A(1)
        CALL FACTOR10.4
        CALL PLOT(O..-20..3)
        CALL PLOT(12..0.0-3)
        CALL PLOT(-10..-14..3)
    DO LOOP 3 DRAWS THE UORDER OF THE PGOTTING AREA
        DC 3 1 = 1,2
        CALL PLOT(-10.,0.,2)
        CALL PLOT(10.,0.,2)
        CALL PLOT(10.,-14..,2)
        CALL PLOT1-10.01,-14.,21
        CALL PLOT(-10.01,0.01,2)
        CALL PLOTI10.01,0.01,21
        CALL PLOT(10.01,-14.01,2)
    3 CALL PLOT(-10.,-14.01,2)
    C******************************************************)
DO LOOP 10 tICKS THE POSITIVE MALF OF THE LEFT HANJ fORDER
********* * * * * * * * * * * * * * * * * * * * * * * * * *
00 10 1 = 0,16
Y=-7.+0.4375*1
IF (MOD (1,5) .EQ. O) GO TO 6
CALL PLOT(-10.1,Y.3)
GO TO B
6 CALL PLOT(-10.2,Y,3)
8 CALL PLOT(-10.,Y,2)
10 contINuE

```

```

    DO LOOP II TICKS IHE NEGATIVE HALF OF THE LEFT HANJ FORDER
    ```

```

        0011 1 = 1.15
        Y = - 7. - 0.4375 * I
        IF(MOD(!.5) .EQ. O) GO TO 7
        CALL PLOT:-10.1,Y,3)
        GO TO 9
        (CALL PLOT:-10.2.Y.3)
        CALL PLOT:-10.,Y,2)
    11 contINuE
    ```

```

        and ladeling of the left hanj sorder
        ** * * * * * * * * * * * * * * * * * * * * * * * * * * 0 0000
        00121=0.3
        Y= -7.105 +1 *2.188
    12 CALL NUMBER(-10.88,Y,.21,1,0C*1,0..1)
        DO 13 I = 1,3
        Y = -7.105% 1 *2.188
    13 CALL NUMBER(-11.0\ni,Y,.21,-1.0*1,0.01)
        CALL SYMBOL(-11.03,-9.9..21.!7HAMPL!TUDE (VOLTS),90..171
    ```

```

        DO LOOP 25 PROVIDES THE TICK MIRKS ALONG THE GCTTOM FORDIR
    ```

```

        DO 25 1 = 0.0100
        x=-10. + 0.2 # 1
        IF(MOD(I,5).EQ. U) GO TO 26
        CALL PLOT(X,-14.1,3)
        GO TO 28
    26 IFIMOD(I,1O) OFQ. OS GO TO 27
        CALL PLOT(X,-14.16.3)
        GOTO 28
    27 CALL PLOT(X,-14.2.3)
    28 CALL PLOT(X,-14.,2)
    contINUE
    ```

```

    DO LOOP 20 PROVIDES THE TICK MARKS ALONG THE TOD gORDER
        *** * * * * * * * * * * * * * * * * * * * * * * * * * * * *
        DO 20 1 = 0.100
        x = -10. + 0.2* 1
        IF(MOD(I,5) EQ. O) त.O TO 21
        CALL PLOT(x,0.1,3)
        GO 10 22
    21 IF(MODII,10) .EQ. 0) GO TO 23
        CALL PLOT{X,0.16.3)
        Go Io 22
    23 CALL PLUT(X.0.2.3)
    22 CALL PLOT(X.0.0.2)
    20 conilnue
    ```
```

C***
DO LOOP 35 TICKS THE POSITIVE HALF OF THE RIGHT HAND BORDER
DO 35 1 = * *
Y= 7. + 1 *0.437
IF(MOD(1,5) .EG. 0) GO TO 36
CALL PLOT(10.1,Y.3)
GO TO }3
36 CMLL PLOT(10.2,Y,3)
37 CALL PLOI\1O.,Y,<\
35 CONTINUE

```

```

C DO LOOP 40 TICKS THE NEGATIVE HALF OF THE RIGHT HAND BORDER

```

```

    0040 l = 1,15
        Y = - 7. - I * 0.4375
        IF(MOD(1,5).EO. 0) GO TO 41
        CALL PLOTI10.1,Y,3)
        GO TO 42
    41 CALL PLOT(10.2,Y,3)
    4 2 \text { CALL PLOT(10.,Y,2)}
    40 CONTINUE
    C THE FOLLOWING INSTRUCTION, DO LOOP 50, AND THE INSTRUCTION FOLLOWING
C DO LOOP SO PROVIDE THE CALIBRATION OF THE LOWER BORDFR
CALL NUMBER(-10.105,-14.5,.21,0.,0..-1)
DO 50 1 = 1,9
x = -10.21 + 1* 2.
50 CALL NUMBER(X,-14.5..21,20.*1,0..-1)
CALL NUMBER(9.685,-14.5,.21,200.,0.,-11)
C
CALL SYMBOL(-2.,-14.9..21.19HTIME (MICROSECONDS),0..19)
C
C CHANGE OF ORIGIN
C. CALL PLOT(-10.,-7.,-3)

```

```

    PLOTTING THE DATA WITM A STRAIGHT LINE BETWEEN POINTC
    ```

```

    DO 60 1 = 1,N
    11 = 1-1
    X= (11 *PRD* (0.2E6))/N
    IFIX GE. 20.1 GO TO 71
    Y = 2.1875 * REALIAI!))
    60 CALL PLOT(X,Y,2)
    00 70 1 = 1,N
    II = 1-1
    x= {II * PRD* (0.2E6)) / N + PRD * 0.2E6
    IFIX .GT. 20.1 GO TC 71
    Y=2.1875* REAL(A(I))
    70 CALL PLOT(X,Y,Z)
    ```

```

C RETURNING ThE PEN to THE LONER EJGE OF THE PAPER

```

```

    71 CALL PLOT(26.,-13.,.-3)
    C
\&RITE(6.1035)
1035 FORMATI1H1,2X,14HPLOT COMPLETEDI
RETURN
END
C

```

\title{

}

\section*{APPENDIX E}

FORTRAN program for linearized AFC system simulation.
WFOR IS MAIH
FOK SBA-10/23-18:25 (,0)

\section*{MASN PROGRA:-1}
STORAGE USLU: CODE(1) 000243: OATA(0) 000143: BLANK COMMON(2) 000000

> EXTEHNAL REFENENCES (BLOLKO NAME)
\(\begin{array}{ll}\text { UOUS } & \text { NIWTRS } \\ \text { UOUS } & \text { EXH } \\ \text { UOUS } & \text { IUWLUS } \\ \text { UOUS } & \text { HIUCS } \\ \text { UOU7 } & \text { R.STUPS }\end{array}\)
SIOHAGE ASSIGINE:IT (ELOLKO TYPE, RELATIVE LOCATION, NAME)
\begin{tabular}{llll}
0001 & & 000070 & 127G \\
0000 & \(R\) & 000017 & ARVM \\
0000 & \(R\) & 000024 & FC \\
0000 & R & 000033 & GAIN \\
0000 & \(R\) & 000003 & KA \\
0000 & 1 & 000054 & L1 \\
0000 & \(R\) & 000022 & TO \\
0000 & \(R\) & 000046 & V1 \\
0000 & \(R\) & 000052 & V6
\end{tabular}

CUMMENT***UPLAIE INPUT SIGTAL***
If(ISTEP.EQ.10) VM \(=\) AHVM(II)
COMMENT***INPUT AND FEEDGACK SUMMATION***
\(v=V M-V_{4}\)
COMMENT***VOLTAGE CONTROLLED OSCILLATOR SIMULATION*** \(F_{0}=+C+K v C O *(v-v C)\)
CUMMENT***MI XEK***
\(F I=+0-C N * F R\)
\({ }_{C}^{\text {COMMENT***DISCHIMINATOR*** }}\)
\(V_{1}=K D 1 *(F 1-F D)\)
\(V_{2}=K D 2 *(F R-F D)\)
\(D E L F=F I-F R\)
COMMENT***DEVELOP ERROR SIGNAL***
C
\(v_{5}=v_{1}-v_{2}\)
COMMENT***PULSE AMPLIFIEP. AND VCO BIAS***
\(V_{6}=\) VBIAS \(+K A * V 5\)
COMMËNT***INSEKT LIMITER HERE***
\(v_{3}=v_{6}\)
COMMENT***SWITCHED RC NETWORK--SAMPLER***
\(V_{4}=V_{4}+\left(V_{3}-V_{4}\right) * C 1\)
COMMENT***PRIHI***
\[
\begin{aligned}
& L 1=\text { MOU (LISNE, 40) } \\
& \text { IF conlmut } \\
& \text { WRITE(6,110) GAIN } \text { FOH:AT(11,20X.LOOP GAIN } 1, r 6.0) \\
& \begin{array}{l}
\text { FORNAT(IH) } \\
\text { L\&NL } \\
\text { LIINE }
\end{array}
\end{aligned}
\]
 52 JF (L2 LU. O) WRITE(60125)
130 FOR:FAT(O, OS,F10.0.2F10.4,E15.602X,F12.0)
COMMENT***REPEAT FOR NEXT SAMPLING INTERVAL***

\section*{HO DIAGNOSTICS. \\ COMPILATION:}




FKEQUENGY COHTROL SIMULATION


FRËQUENCY CONTROL SIMULATION


FKLQUENGY CONTROL SIMULATIOM,


FKLOUENGY CONTROL SIMULATION


FREGUENCY CONTROL SIMULATIOA:


\section*{APPENDIX F}

FORTRAN program for nonlinear AFC system.

frequency control simulation

frequency control simulation


FREQUENCY CONTROL SIMULATION


\section*{APPENDIX G}

FORTRAN program for AFC system with alternate sampler with limiter and nonlinear VCO model.

 \(\begin{array}{ll}000127 & 130 F \\ 000403 & 311 \\ 000345 & 352 L\end{array}\)


2 \({ }_{6}^{\frac{m}{2}}\) N8 >


Minit Progra i
\(\begin{array}{ll}000: & \text { NIHTKS } \\ 0004 & \text { NWLUS } \\ 0005 & \text { NIO2S } \\ 0006 & \text { STOPS }\end{array}\)





\begin{tabular}{|c|c|c|c|c|c|}
\hline & & Loop g & In 250 & & \\
\hline STEP & \[
{ }_{M C S E C}^{\top}
\] & \[
\begin{gathered}
V_{M} \\
\text { VOLTS }
\end{gathered}
\] & \[
\begin{aligned}
& \text { v3 } \\
& \text { Volrs }
\end{aligned}
\] & \[
\begin{aligned}
& \text { Fo } \\
& \text { HZ }
\end{aligned}
\] & \[
\underset{H: Z}{\text { DELF }}
\] \\
\hline 0 & -63.49 & . 0000 & -7.0004 & .2250,0409 & -2. \\
\hline 0 & -63.34 & .0000 & -7.0004 & -225000+09 & -2. \\
\hline 0 & -63.19 & .0000 & -7.0004 & -225000409 & -2. \\
\hline 0 & -63.04 & . 0000 & -7.0004 & -225000409 & -2. \\
\hline 0 & -62.89 & .0000 & -7.0004. & . \(225000+09\) & -2. \\
\hline 0 & -62.74 & . 0000 & -7.0004 & -225000+09 & -2. \\
\hline 0 & -62.59 & . 0000 & -7.0004 & -2250n0+09 & -2. \\
\hline 0 & -62.44 & -0000 & -7.0004 & -2250n0+09 & -2. \\
\hline 0 & -62.29 & .0000 & -7.0004 & .2250n0+09 & -2. \\
\hline 0 & -62,14 & . 0000 & -7.0004 & . \(225000+09\) & -2. \\
\hline 0 & -61.99 & . 0000 & -7.0004 & . \(225000+09\) & -2. \\
\hline 1 & - 00 & 1.0000 & 12.0000 & -2258~0+09 & 799909. \\
\hline 1 & .15 & 1.0000 & 12.0000 & . \(225800+09\) & 709712. \\
\hline 1 & . 30 & 1.0000 & 12.1000 & -225799+ 19 & 799422. \\
\hline 1 & . 45 & 1.0000 & 12.0000 & -225799+09 & 799132. \\
\hline 1 & . 60 & 1.0000 & 12.0000 & -225799+09 & 798838. \\
\hline 1 & . 75 & 1.0000 & 12.0000 & .225799+ 09 & 79854. \\
\hline 1 & . 90 & 1.0000 & 12.0000 & .225798+ 19 & 798248. \\
\hline 1 & 1.05 & 1.0000 & 12,0000 & -225798409 & 797946. \\
\hline 1 & 1.20 & 1.0000 & 12.0000 & -225798+09 & 79764. \\
\hline 1 & 1.35 & 1.0000 & 12.0000 & -225797+09 & 797336. \\
\hline 1 & 1.50 & 1.0000 & 12.0000 & -225797+09 & 797026. \\
\hline 2 & 63.49 & 1.0000 & 12.0000 & . \(225797+09\) & 797026. \\
\hline 2 & 63.64 & 1.0000 & 12.0000 & .225797409 & 796718. \\
\hline 2 & 63.79 & 1.0000 & 12.0000 & .225796+09 & 7964 \% \({ }^{\text {\% }}\) \\
\hline 2 & 63.94 & 1.0000 & 12.0000 & -225796+09 & 796092. \\
\hline 2 & 64.09 & 1.0000 & 12.0000 & -225796+09 & 795772. \\
\hline 2 & 64.24 & 1.0000 & 12.0000 & -225795+09 & 795452. \\
\hline 2 & 64.39 & 1.0000 & 12.0000 & . \(225795+09\) & 795130. \\
\hline 2 & 64.54 & 1.0000 & 12.0000 & -225795+09 & 7948 n 2. \\
\hline 2 & 64.69 & 1.0000 & 12,0000 & -225794+09 & 794474. \\
\hline 2 & 64,84 & 1.0000 & 12.0000 & -225794+09 & 794146. \\
\hline 2 & 64.99 & 1.0000 & 12,0000 & .225794+09 & 793814. \\
\hline , & 126.98 & 1.0000 & 12.0000 & . \(225794+109\) & 793814. \\
\hline 3 & 127.13 & 1.0000 & 12.0000 & . \(225793+09\) & 703482. \\
\hline 3 & 127.28 & 1.0000 & 12.0000 & -225793+09 & 793148. \\
\hline 3 & 127.43 & 1.0000 & 12,0000 & -225793+09 & \(79284^{\text {a }}\) \\
\hline 3 & 127.58 & 1.0000 & 12.0000 & -225792+09 & 792480. \\
\hline , & 127.73 & 1.0000 & 12.0000 & -225792+09 & 792118. \\
\hline 3 & 127.88 & 1.0000 & 12.0000 & .225792+09 & 791774. \\
\hline 3 & 128.03 & 1.0000 & 12,0000 & . \(225791+09\) & 701426. \\
\hline 3 & 128.18 & 1.0000 & 12.0000 & -225791+09 & 791072. \\
\hline 3 & 128.33 & 1.0000 & 12.0000 & -225791+09 & 790718. \\
\hline 3 & 128.48 & 1.0000 & 12,0000 & -225790+09 & 790366. \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{6}{|c|}{LOOP GAIN 250.} \\
\hline STEP & MCSEC & \[
\begin{aligned}
& \text { VM } \\
& \text { VOLTS }
\end{aligned}
\] & \[
\stackrel{v 3}{\text { VoLTs }}
\] & \[
\begin{aligned}
& \text { FO } \\
& \text { HZ }
\end{aligned}
\] & \[
\mathrm{DELF}_{\mathrm{HZ}}
\] \\
\hline 4 & 190.48 & 1.0000 & 12.0000 & . \(225790+09\) & 700366. \\
\hline 4 & 190.63 & 1.0000 & 12,0000 & -225790+09 & 790004. \\
\hline 4 & 190.78 & 1.0000 & 12,0000 & .225790409 & 789646 \\
\hline 4 & 190.93 & 1.0000 & 12.0000 & -225789+09 & 7 7929 2. \\
\hline 4 & 191.08 & 1.0000 & 12.0000 & -225789+09 & \(788916{ }^{\circ}\) \\
\hline 4 & 191.23 & 1.0000 & 12.0000 & -225789+09 & 788550 \\
\hline 4 & 191.38 & 1.0000 & 12.0000 & -225788+09 & \(788^{81760}\) \\
\hline 4 & 191.53 & 1.0000 & 12,0000 & -225788+09 & 787802. \\
\hline 4 & 191.68 & 1.0000 & 12.0000 & -2257A7+09 & 7 7 7428. \\
\hline 4 & 191.83 & 1.0000 & 12,0000 & -225787+09 & 787052. \\
\hline 4 & 192.98 & 1.0000 & 12,0000 & -225787+09 & 786670 \\
\hline 5 & 253.97 & 1.0000 & 12.0000 & .225787409 & 786670. \\
\hline 5 & 254.12 & 1.0000 & 12.0000 & -225786409 & 786292. \\
\hline 5 & 254.27 & 1.0000 & 12.0000 & -225786+09 & 785902. \\
\hline 5 & 254.42 & 1.0000 & 12.0000 & -225786+09 & 785518. \\
\hline 5 & 254.57 & 1.0000 & 12.0000 & -225785+09 & \(785120^{\circ}\) \\
\hline 5 & 254.72 & 1.0000 & 12.0000 & -225785+19 & \(784736{ }^{\circ}\) \\
\hline 5 & 254.87 & 1.0000 & 12.0000 & -225784+09 & 784342. \\
\hline 5 & 255.02 & 1.0000 & 12,0000 & -225784+09 & 783946. \\
\hline 5 & 255.17 & 1.0000 & 12,0000 & -225784+19 & 783546. \\
\hline 5 & 255.32 & 1.0000 & 12,0000 & -225783+09 & 7n3144. \\
\hline 5 & 255.47 & 1.0000 & 12.0000 & -225783+09 & 78274n. \\
\hline 6 & 317.46 & 1.0000 & 12.0000 & -225783+09 & \(7 \mathrm{7a27an}\) - \\
\hline 6 & 317.61 & 1.0000 & 12.0000 & -225782+n9 & \(7{ }^{72336}\) \\
\hline 6 & 317.76 & 1.0000 & 12.0000 & -225782+ +9 & 781924. \\
\hline 6 & 317.91 & 1.0000 & 12.0000 & -2257A2409 & 7 F 1512. \\
\hline & \(3_{18.06}\) & 1.0000 & 12,0000 & -225781+09 & \(7{ }^{\text {P1120. }}\) \\
\hline 6 & 318.21 & 1.0000 & 12,0000 & -225781+09 & 7 7n6ar. \\
\hline 6 & 318.36 & 1.0000 & 12.0000 & -225780+09 & 781264. \\
\hline 6 & 318.51 & 1.0000 & 12.0000 & -225780+09 & 7798460 \\
\hline 6 & 318.66 & 1.0000 & 12.0000 & -225779+09 & 779492. \\
\hline 6 & 318.81 & 1.0000 & 12.0000 & -225779+09 & 778998. \\
\hline 6 & 318.96 & 1.0000 & 12.0000 & -225779+09 & 778572. \\
\hline 7 & 380.95 & 1.0000 & 12.0000 & -225779+09 & 778572. \\
\hline 7 & 381.10 & 1.0000 & 12.0000 & -225778+09 & 7781400 \\
\hline 7 & 381.25 & 1.0000 & 12.0000 & -22577A+09 & 777706 \\
\hline 7 & 381.40 & \(1.00 n 0\) & 12.0000 & -225777+09 & 777270 \\
\hline 7 & 381.55 & 1.0000 & 12.0000 & -225777+ 19 & 776836 \\
\hline 7 & 381.70 & 1.0000 & 12.0000 & -225776+09 & \(776396{ }^{\circ}\) \\
\hline 7 & 381.85 & 1.0000 & 12.0000 & -225776+19 & 775954. \\
\hline 7 & 382.10 & 1.0000 & 12,0000 & -225776+09 & 7755 n8. \\
\hline 7 & 382.15 & 1.0000 & 12.0000 & -225775409 & \(775066{ }^{\circ}\) \\
\hline 7 & 382.30 & 1.0000 & 12.0000 & -225775+09 & 774612. \\
\hline 7 & 382.45 & 1.0000 & 12.0000 & -225774+09 & 774158. \\
\hline
\end{tabular}

\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline & & Loop & IN 250 & & & & \\
\hline STEP & \[
\stackrel{\mathbf{J}}{\text { MCSEC }}
\] & \[
\begin{aligned}
& \text { VM } \\
& \text { VOLTS }
\end{aligned}
\] & \[
\begin{aligned}
& \text { VOLTS } \\
& \text { VOLT }
\end{aligned}
\] & \[
\begin{aligned}
& \text { FO } \\
& \mathrm{HZ}
\end{aligned}
\] & \[
\begin{aligned}
& \text { DELF } \\
& \text { HZ }
\end{aligned}
\] & & \(\cdots\) \\
\hline 48 & 2985.63 & 1.0000 & 12.0000 & . 225395409 & 394804. & & \\
\hline 49 & 3049.12 & 1.0000 & 12.0000 & . \(225381+09\) & 3 A 0862. & & \\
\hline 50 & 3112.61 & 1.0000 & 12.0000 & -225367409 & 366710. & & \\
\hline 51 & 3176.10 & 1.0000 & 12.0000 & -225352+09 & 352336. & & \\
\hline \(b 2\) & 3239.60 & 1.0000 & 12.0000 & - \(225338+09\) & 337752. & -.. & . . \\
\hline 53 & 3303.09 & 1.0000 & 12.0000 & . 225323+09 & 322952. & & \\
\hline 54 & 3366.58 & 1.0000 & 12.0000 & -2253n8+09 & 3n7936. & & \\
\hline 55 & 3430.07 & 1.0000 & 12,0000 & -225293+09 & 292708. & & \\
\hline 56 & 3493.56 & 1.0000 & 12.0000 & - \(225277+09\) & 277270. & & \\
\hline 57 & 3557.06 & 1.0000 & 12.0000 & - \(225262+09\) & 261614. & & \\
\hline 58 & 3620.55 & 1.0000 & 12.0000 & . \(225246+09\) & \[
24575 n
\] & - & \\
\hline 59 & 3684.04 & 1.0000 & 12.0000 & - \(225230+09\) & \[
229678
\] & & \\
\hline 60 & 3747.53 & 1.0000 & 12.0000 & - \(225213+09\) & 213386 & & \\
\hline 61 & 3811.102 & 1.0000 & 12.0000 & - \(225197+09\) & 196888. & & \\
\hline 62 & 3874.52 & 1.0000 & 12.0000 & - \(225180+09\) & 1sni82. & & \\
\hline 63 & 3938.01 & 1.0000 & 12.0000 & . \(225163+09\) & 143264. & & \\
\hline 64 & 4001.50 & 1.0000 & 12.0000 & -225146+09 & 146140. & & \\
\hline 65 & 4064.99 & 1.0000 & 12.0000 & - \(225129+09\) & 128804. & & \\
\hline 66 & 4128.48 & 1.0000 & 12.0000 & . \(225111+19\) & 111262. & & \\
\hline 67 & 4192.98 & 1.0000 & 9.8221 & -225094+09 & 94204. & & \\
\hline 08 & 4255.47 & 1.0000 & 7.2204 & & 79634. & & \\
\hline 69 & \[
4318.96
\] & 1.0000 & 5.0282 & \[
\text { - } 225067+09
\] & 67358. & & \\
\hline 70 & 4382.45 & 1.0000 & 3.1868 & - \(225057+09\) & \(57 n 46\). & & \\
\hline 71 & 4445.94 & 1.0000 & 1.6439 & . \(225048+09\) & 48406. & & \\
\hline 72 & 4509.44 & 1.0000 & . 3539 & . \(225041+09\) & 4182. & --- & - \\
\hline 73 & 4572.93 & 1.0000 & -. 7225 & . \(225035+09\) & 35154. & & \\
\hline 74 & 4636.42 & 1.0000 & -1.6196 & -225030+09 & 5n130. & & \\
\hline 75 & 4699.91 & 1.0000 & -2.3668 & - \(225026+09\) & 25946. & & \\
\hline 76 & 4763.40 & 1.0000 & -2.9871 & - 225022+09 & 22472. & & \\
\hline 77 & 4826.90 & 1.0000 & -3.5032 & . \(225020+09\) & \(195 月 2\). & & -- \\
\hline 78 & 4890.39 & 1.0000 & -3.9314 & -225717+09 & 171月4. & & \\
\hline 79 & 4953.88 & 1.0000 & -4.2871 & - \(225015+09\) & 15192. & & \\
\hline 80 & 5017.37 & 1.0000 & -4.5814 & -225014+09 & 13544. & & \\
\hline 81 & 5080.86 & 1.0000 & -4.8257 & - \(225012+09\) & 12176. & & \\
\hline 82 & 5144.36 & 1.0000 & -5.0286 & -225011+n9 & 11040. & & \\
\hline 83 & 52.7 .85 & 1.0000 & -5.1964 & . \(225010+09\) & 10100. & & \\
\hline 84 & 5271.34 & 1.00c0 & -5.3354 & - \(225009+09\) & 9322. & & \\
\hline 85 & 5334.83 & 1.0000 & -5.4500 & - \(225009+09\) & 8680. & & \\
\hline 86 & 5398.33 & 1.0000 & -5.5454 & - \(225008+09\) & 8146. & & \\
\hline 87 & 5461.82 & 1.0000 & -5,6246 & -225008+09 & 770. & & \\
\hline
\end{tabular}

LOOP G IN 250.
\begin{tabular}{|c|c|c|c|c|c|}
\hline Sttep & \[
\stackrel{T}{\text { MCSEC }}
\] & \[
\begin{aligned}
& \text { VM } \\
& \text { VOLTS }
\end{aligned}
\] & \[
\begin{aligned}
& \text { VO } \\
& \text { VOLTS }
\end{aligned}
\] & \[
\begin{aligned}
& \text { FO } \\
& \text { HZ }
\end{aligned}
\] & \[
\begin{aligned}
& \text { DELF } \\
& \text { H2 }
\end{aligned}
\] \\
\hline 88 & 55a5.31 & 1.0000 & -5.69no & -2250^7+09 & 7336. \\
\hline 89 & 5588.80 & 1.0000 & -5.7439 & -2250n7+09 & 7034. \\
\hline 90 & 5652. 29 & 1.0000 & -5,7886 & -225007+09 & 6784. \\
\hline 91 & 5715.79 & 1.0000 & -5.8254 & -2250గ7+09 & 6578. \\
\hline 92 & 5779.28 & 1.0000 & -5,8564 & . \(225006+09\) & 6404. \\
\hline 93 & 5842.77 & 1.0000 & -5,8818 & . 2250006409 & 6262. \\
\hline 94 & 5906.26 & 1.0000 & -5.9029 & -2250n6+09 & 6144. \\
\hline 95 & 5969.75 & 1.0000 & -5.9200 & -225006+09 & 6048. \\
\hline 96 & 6033.25 & 1.0000 & -5,9346 & - 2250 06+09 & 5966. \\
\hline 97 & 6096.74 & 1.0000 & -5.9464 & -225006409 & 5900. \\
\hline 98 & 6160.23 & 1.0000 & -5.9561 & - \(2250 n 6+09\) & 5846. \\
\hline 99 & 6223.72 & 1.0000 & -5,9646 & - \(225006+09\) & 5798. \\
\hline 100 & 6287.21 & 1.0000 & -5,9711 & . \(225006+09\) & 5762. \\
\hline
\end{tabular}

\section*{APPENDIX H}

LISTINGS OF ALSAP ROUTINES

In addition to the ALSAP main routine, there are special subroutines for numerical integration (NINTEG), transformation matrix generation (GREG), and loading the input data (DATAIN). These routines are listed in this appendix. Also used but not listed here are two utility routines for finding the eigenvalues and eigenvectors of a matrix (MEGVEL and IGVEC).
```

COMMENT CCS HANDPASS FILTER S/I2/7I STEN KESMUNSE

```


```

    1 LAMNEL,LAMIMG,SCALE,PVIIJ),NLESSI.1,EMP.C1131.1POP,.IPR,FG
        R:AL LA:HFFL,LABIIOG
        OOU&LF PRFCISION PV
    C * * * * * * * * * * - . . . *
DIMFNSION RSR(13).RSII13).(4AT(13.13).KSKN(13).KSINI93)
DOUELE PRFCISION VR(13),VI(13),RR,RI,IEMPD
CALL DATAIN
NORIG = N
UO 5011 1=1,N
00 5010 J = 1,N
5010 (11.J)=0.
5011 (11,1)=1.
00 5012 1=1,N
DO 5012 J = 1,M
5012 DII.J)=0.
C * FIND THE LARGEST AND SMALLESI NON-LERO MAGNIIUJE ENEMENIS OF MAIRIX A
FOR DETFRMINING SCALING IO BE USED IO IMPROVE 'UNEDICAL ACCURACI
IN THE SIMPLIFICATION PROCESS.
TEMP1 = 0.
TEMP2 = 1.E +30
00 6000 I = 1,N
DO 6000 J=1,N
TEMP = AES(A(I,J))
IF(TEMP.LT.1.E-25) GO TO 6000
IF(TEMP.GT.TEMP1) TEMPI \# TEMP
IF(TEMP.LT.TEMP2) TEMD2 = IEMN
6000 CONTINUE
I = ALOGIO(TEMPI)
J = ALOG1O(TEMP2)
K=1+(1+J)/2.
SCALE = (10.0)*\#K
WRITE (6,6)
WRITE(6.6001) SCALE
GU01 FORMATIIOX,4BHTHE PROGRAM HAS CHOSEN THE SCALE FACIOR IO BE = EEI2
1.4)
COMMENT*******PRINT WARNING RELATIVE IO SCALE FACIUK AND EIGENVALUEO****
WRITE (6,6002)
NRITE(6,6003)
WRITE(6,6004)
WRITE(6.6005)
6002 FORMATIIOX,5IH**NOTE--ALL PRINTED VALUES FUN EIGENVALUES AND FUHI
6C03 FORMAT (1OX,5IH***ELEMENTS UF THE MATKIX A mUST BE MULIIMLIED BYI
6004 FORMAT | 10X,51H***THE AEUVE SCALE FACTUN EEFUNE EXTEMNAL USEO*****!
GCO5 FOFMAI\IOX,54H***NO OTHER QLANTITIES IN THE NKINIJNII KEGUIME SCALI
1NG)
COMMENT ***** END OF PRINT WARNING******
WRITE (6.6)
WRITE(6.7000)
7000 FORMAT {1H1)
SCALIV = 1./SCALE
0040 I =1,N
DO 40 J =1,N
40 A(I.J) = A(IM.J)*SCALIV
WRITE(6,6)
DO 999 IRCOT = 1.NEVTBR
IFIIPRTFG.EO.O) GJ TO BOOI
WRITE(6.6)
WRITE(6,6006)
SU06 FORMAT(1OX,3IHEIGÉNVALUES OF PRESENT MATRIX A)
8001 CONTINUE
WRITE(6.6)
CALL MEGVAL(N,A,RSR,RSI)
WRITE(6.6)
TEMP = RSR(1)
ITEMP = 1
0011001=2,N
IF(TEMP.LT. RSRIII) GO TU 11J0
TENP = RSR(I)
ITEMP = I
1100 CONTINUE
LAMREL = RSR(ITEMP)*SCALE
LAMIVG = RSI(ITEMP)*SCALE
RR = RSR\ITEMP)
RI = RSI(ITEMP)
CALL IGVEC(N,I3,A,RR,RI,VK,VI)
IFIJPRTFG.EG.OI GO TO 80O2
WRITE(6,42)
42 FORMATIIOX.3BHEIGENVALUE WITH SMALLEST TIME CUNSTANII
WRITE(6,2) ITEMP,NR,FI
WRITE(6.6)
WRITE(6.43)
43 FORMAT(10x,4IHEIGENVECTOK FUR THE ABUVE FAST EIGEvVA\&UE)
WRITE(6.6)
NO5J=1,N
5 WRITE(6.2) VR(J).VI(J)
80U2 CONT:NUF

```
```

CCANT:it-NRITE A*V FGH CC,NARISOHI WITH LAMÖDA.V
IEGVFC = 4
6500 CONTINUE
%!!!!!\&\&;
NWlTf(ler,vec,44)
44 F',RHATIICX,2SHEIGENJECTOH VALIDITY TESTI
NRITE(6,6)
iO 32 KK = 1,N
FinfHrk = RR*VH(KX) - F!*Vl(KK)
PRINTl = RR*VI(KK) * HI*VR(KK)
VLAMRR = 0.
00 30 K=1,N
30 VLAMR = VLAMR + A(KK,K)*VR(K)
VLAMI = 0.
DO 31 K=1.N
31. VLAMI = VLAMI + A(KK,K)*VI(K)
(F(IABS(VLAMR-PRINTF).GT.AES(VLAMK=1.E-3)).AND.(IEGVFC.NE.6)) GU
1 T0 6501
IF((AISS(VLAMI-PRINTI).GT.AES(VLAMI*I.E-3)).AND.1IEGVFC.NE.G)) GU
l TO 6501
GO 10 6502
6501 1EGVEC = 6
GC 10 6500
602 CONTINUE
ARITEIIEGVEC,2I VLAMR,PRINTR,KK,VLAMI,PRINTI
32 CONTINUE
WRITE(6.6)
TEMP = DABS(VRI1))
JこMP = 1
30 1101 K = 1,N
IF(TEMP.GT.DAESIVR(K))) GO TO 1101
TEMP = DABS(VR(K))
ITEMP = K
1101 CONTINUE
TEMPD = VR(N)
VR(N) = VR(ITEMP)
VR(ITEMP) = TEMPD
IFIIPRTFG.EO.OI GO TO 8003
WRITE(6.49) ITEMP,N
49 FORMAT(IOX,2OHRONS (AND COLUMNS) ,I2.7H AND .12.3GH UF mAIKIX
IA HAVE EEEN INTERCHANGEDI
8003 CONTINUE
COMMENT---INTERCHANGE ROWS AND COLS. OF MATRIX A
DO 1102 K = 1,N
TEMP = A(K,N)
A(K,N) = A(K.IIEMP)
1!02 A(K.ITEMP) = TEMP
00 1103 K = 1,N
TEMP = A(N,K)
A(N,K) = A(ITEMP,K)
1103 A(ITEMP,K) = TEMP
20 1200 J = 1.M
TENP = B(N,J)
\partial(N,J) = B(ITEMP,J)
1200 3(ITEMP,J) = TEMP
NRITE(6,6)
NLESSI = N - 1
HRITE(6.0)
IFIIPRTFG.EQ.O1 GO TO 8004
\#RITE(6,45)
4 5 FORMATIIOX,46HFIRST N-1 COMPONENTS OF VORMALIIED EIGFNVECTORI
eCO4 CONTINUE
20 1001 I = 1,NLESSI
1001 PVII) = VR(I)/VR(N)
IFIIPRTFG.EG.0) GO TO 8005
HRITE(6,2) (PVIJ),J = 1.NLESS1)
\#RITE(6.6)
8005 CONTINUE
IF(ABS(LAMIMG).LT.ADS(LAMREL*1.E-25)) GU TO 5000
ARITE(6,5015)
5Cl5 FORNAT(10X,26HCOMPLEX ROOT TU SE KEMUVEDI
GO TO 998
50.0J CALL GREG
00 1000 1 = 1.NLESS1
A(I,N)=0.
DO 1000 J = 1,NLESS1
lNUO A(I.J) = A(I.J) - PV(I)*A(N.J)
A(N.N) = LAMREL/SCALE
IFIIPRTFG.EO.OI GO TO 8006
ARITE(6.46)
46 FORMAT(10X,2OHTRANSFSRNED MATRIX AI
ה^ITE(6.6)
N21002 1 = 1.N
1002 जRIIF(B.2) (A(I.J).J=1.N)
*श11F(6,6)
nशा\(6,47)
47 FこRMATIIOX.35HEIGENVALUES OF TRANSFORNED MATRIX A)
CALL MHGVAL(N,A,RSR,RSI)
Boug GJvigivut

```
```

COMMFNT--GENEHATL (N-1) :Y (N-1) MAT~IX AND FIND ITS EIGENVALUES
LO 1205 1 = 1,NLESSI
0 l<u5 J = 1,NLLS5:
120S (MAT!:OJ)=A\!\mp@code{j)}
WRITE(6,5)
0O 1203 1 = 1,NLESSI
DO 1203 J = J.M
1203 ذ(1.J)= B(I.J) - PV(I)*3(%.J)
IF(IPRTFG.ËQ.0) GO 10 8007
wRITE(6.6)
WRITE (6,1204)
1204 FOKMATIIOX,29HMATRIX B AFTER TRANSFORMATIONI
WRITE(6,6)
NO 1207 1 = 1.N
12U7 NRITE(6.2) (B(I.J).J = 1,M)
WRITE(6,1500)
1500 FORMAT(1H1)
8007 CONTINUE
N=N-1
DO 1502 1 = 1,N
DO 1502 J = I,N
1502 A(1,J)= CMAT(I,J)
999 CONTINUE
WRITE(6,6)
\#RITE16,70001
WRITE(6,1206)
1206 FORVAT(10X +29HEIGENVALUES CF FINAL MATRIX A)
CALL MEGVALINLESSI, CNAT,RSAN,RSIN)
COMMENT******THE MATRICES NEEDED FOR CIFFERENTIAL EOUATION SOLUTION
C*********************ARE PFEEPAR的 HERE*************
C THE MATRIX A MUST BE UT,-SCALED****
CO 3000 1 = 1,NLESSI
CO 3000 J = 1.NLESSI
3000 AlI.J) = A(I,J)*SCALE
C******THE MATRIX B IS CORRECT-AS IS********
C*******THE MATRICES C ANJ C ARE USED TO RECOVER THE ORIGINAL STATE FROM
C***** THE SOLUUTION OF THE RECUCED DIFFERENTIAL EUUATIUN----
C*** * \X = C*Z+D*U)*******
COMMENT* * * INITIALIZATION * *****
0 0 3 0 0 4 1 = 1 , N
3.004 Z(I)=0.
C* * * * PRINTMATRICES********
WRITE(6.6)
WRITE(6.3005)
3005 FORMATIIOX,49HMATRICES FOR NUMERICAL INTEGRATION AND CONVERSIONI
FORITE(S,30U6)
3006 FORMAT(1OX,19HZDOT=AZ+BU, }x=CZ+DU
WRITE (6,6)
WRITE(6,6)
WRITE(6,3007)
3007 FORMATI(10X, BHMATRIX A)
DO 3008 1 = 1,N
300S WRITE(6.2) (A(I,J),J = 1,N)
WRITE(6,6)
WRITE(6,3009)
3009 FORMATIIOX,8HMATRIX B)
DO 3010 1 = 1,N
3010 WRITE(6,2) (9(I,J),J=1,M)
WRITE(6,6)
WRITE(6,3011)
3011 FORMAT(10X,8HMATRIX ()
DO 3012 I = 1,NORIG
3Cl2 NRITE(6,2) (C(I,J),J = 1,N)
WR!TE (6,6)
WRITE(6.3013)
3013 FORMAT(IOX.8HMATRIX 0)
DO 3014 I = 1,NORIG
3014 WFITE(6.2) (DII,JI,J= 1,M)
c * * * * *ENJ OF MATRIX PRINTING****
2 FORMAT ()
6 FCRMAT (1H,
CALL NINTEGIN,NORIG,M,A,B,C,D,Z)
998 CONTINUE
STOP
FND
SUBRCUTINE NINTEGIN,NORIG,N,A,B,C,D,Z)
DINENSION A(13,13),8(13,13),=(13.13),D(13,13),2(13).x(13),2001(13)
1.U(1])
DIMENSICN IBLF(10000)
COMPLEX AA(2500)
CALL PLETS(1BUF(1).10000,21
iplof = 0
PRD = 20.E-6
DT = . 5E-9
PI = 3.1415927
F=1.024E+6

```
```

        TF=1.OE-6
        IPRINT * 10
        T = OT
        WRITE{6,11)
    1] FORMAT(IHI
        WRITE (6,12)
    12 FORMAT (1OX,21HNUMERICAL INTEGRATION)
        WRITE(6,10)
        NRITE(6.21)
        21 FORMAT(6X,4HTIME,8X,5HINPUT, 8X,4HX(1),9X,4HX(2),9X,4HX(3),9X,4HX(4
        1))
        WRITE (6,22)
        22 FORMAT (6X,4HX(5),7X,4HX(6),9X,4HX(7),9X,4HX(8))
        WRITE (6,8)
    7 CONTINUE
        T = T + DT
        IPRINT = IPRINT + I
        U(I)=1.
        DO4 1 = 1.N
        2DOT(1)=0.
        DO 5 J = 1.N
    5 20OT(I)=2DOT(I) + A(I,JI#2(J)
        DO4 J = 1,M
    ```

```

        DO 6 I = 1,N
    6 Z(I) = 2(I) + DT*ZDOT(I)
        IFIIPRINT.LE.19I GO TO 7
        IPRINT =0
        OO2 I = 1,NORIG
        X(I)=0.
        DO 1 J = 1,N
    1X(I)=X(I)+C(I|J)*Z(J)
        002 J = I,M
    2 X(I)=X(I) + D(I.J)*U(J)
        WRITE(6,8)
        WRITE(6,8) T,U(I),(X(1),I=1,NCRIG)
    C IPLOT = IPLCT +1
AA(IPLOT) = CMPLX(X(1):0.1
FORMAT (!
10 FORMAT(IH)
IF(T.LE.TF) GO TO 7
CALL TIMPLT(AA,IPLOT.,PRD)
999 CONTINUE
RETURN
END
SUBROUTINE GREG
COMMON A(13,13), Б(13.13),NORIG,M,N,X(13),NEVTER,C(13,13),D(13.13),
I LAMREL,LAMIMG.SCALE,PV(13),NLESSI,ITEMP,2(13),IROOT,IPRTFG
REAL LAMREL,LANIMG
OOUBLE PRECISION PV
C*****************)
REAL MATTMP(13,13)
DIMENSION CTEMP(13,13),DTEMP(13.13)
XLAM = l./LAMREL
C * * CALCULATION OF CTEMP * * * *
DO 2101 I = 1.NLESSI
DO 2100 J = 1.NLESS1
2100 CTEMP{I,J)= -XLAM*PV(I)*A(N.J)\#SCALE
2101 CTEMP(I,I) = CTEMP(I.I) + 1.
DO 2102 J=1.NLESS1
2102CTEMP(N:J)=-XLAM*A(N:J)*SCALE
DO 2103 J = 1,NLESS1
TEMP = CTEMP(N:J)
CTEMP(N.J) = CTEMP(ITENP.J)
2103 CTEMPIITEMP.JI = TEMP
6 FORMATIIH)
2 FORMAT(I
C * * * *ALEULATION OF DTEMP
OO 2110 1 = 1.NLESS1
DO 2110 J=1.M
2110 DTEMP(I,J)=-X(AM*PV(II*B(N:J)
DO 2111 J = 1.M
2111 DTEMP(N.J) = -XLAM*R(N.J)
DO 2113 J = 1.M
TEMP = DTEMP(N:J)
DTEMPIN:J)= DTEMPIITENP,JI
2113 DTEMP(ITEMP,J) = TEMP
COMMENT D = D + C*DTEMP * * *
C C = C*CTEMP * ***
C SEOUECWCTEMP
C * HPDATE OF MATRIXO *
DO 3000 1 * 1.NORIG
DO 3000 J = 1.M
3000 DII:JI= DII:J)+C(I,KIODTENP(K,J)

```
```

C
* * uplatF of matrix c
OO 3001 1 = 1,NCRITS
vo 3001 J = 1,N
3UU1 HATTMP(1,J)= (11,J)
00 3002 1 = 1.NCRIC
DO 3002 J = 1,NLESS1
(11,J)=0.
0) 3002 K=1,N
3U02.C(I,J)=C(1,J) + MATTMF!I,<)\#CTEMP(K.J)
IF(IPRTFG.EQ.O) gO TO BCOB
NRITE16,2)
WRITE(6,100) IROOT
100 FORUAT(IOX,9HMATRIX (1,IL,IHI)
DO 6502 1 = 1,NORIG
6502 WRITE(6,2) (C(I,J),J = l,NLESS1)
WKIIE(6,2)
WRITE(S.101) IROOT
101 FORMAT(1OX,9HMAIRIX D(,I2,IHI)
DO 6503 1 = 1,NOFIG
6503 WRITE(6,2) (D(I,J),J = 1,M)
WRITE(6,2)
8008
cONTINUE
RETURN
END
Subroutine dataly
COMMON A(13,13),E(13,13),NORIG,N,N,X(13),NEVT3R,C(13.13),D(13,13),
1 LAMREL,LAMIMG,SCALE,PVI131,NLESSI,!IEMP,Z1131,IRODT,IPRTFG
REAL LAMREL,LAMIMG
DOUBLE PRECISION PV
C*********************************************)
REAL LFACT1,LFACT2,LT1,LN,LT2,L3,L4,LE.L2
IPRTFG = 0
NEVTBR = 2
N=13
M=1
C * * * * InPut parameters
R1 = 51.
LTl = -5.358E-6
LM = 6.06E-6
LT2 = 5.194E-5
RT2 = 9.11
R2 = 5.1E3
CI = 4.8E-10
L2 = 1.08E-5
RL2 = 1.7
C2 = 1.368E-9
C3 = 5.1E-10
L3 = 5.1E-5
RL3 = 8.01
L4 = 1.6E-5
RL4 = 2.51
C4 = 2.2E-9
C5 = 3.44E-10
L5 = 5.lE-5
RL5 = 8.01
C6 = 5.7E-10
R3 = 4.7E3
C7 = 1.8E-9
RL = 6.2E2
LFACT2 = 1./(LT1*LT2+L**(LT1+LT2))
LFACT1= LFACT2*(LTT2+LH)/LM
WRITE(6,1500)
1500 FORMAT(1H1)
C***** LOAD MATRIX A * ************
DO 1091 I = 1.N
DO 1091 J = 1,N
1091 A(I, J) =0.
A(1.10) = 1.101
A(1,11) = 1./Cl
A(2,10) = 1.1C2
A(3,11) = 1.1C3
A(4.11)=1.1C4
A(4.13) = -1./C4
A(5.11) = 1./55
A(5.12)= = 1./C5
A(5,13)=-1.1C5
A(6.0) = -1./(R3*(6)
A(6.13)=1.1C6
A(7.7) = -1.1(RL*(7)
A(7,13) = 1./C7
A(8,8)= -LM*RI*LFACT1
A(8.9)=-(RT2+R2)*(LT)-LA)*(FACT)+(R2-RT2)/LM
A(S.10) = R2*(LT)+LY)*LFACT1-K2/L*
A18.111 = R2*(LTI*!MI*LFACT1-R2/LM
A(9.8) = -LM*RI*LFACT2
A(9.9)= -(RT2+R2)*(LTI-LV)*LFACT2
A(4,1J)=R2*(LTI+LM)*LEACT2

```
```

    A(9.11)= R2*(LT1+LM)*LFACT2
    A(1C.1) = -1./L2
    A(1C,2) = -1./L2
    A(10,9) = R2/L2
    A(1).10)=-(R2+RL2)/L2
    A(lu.li) = -R2/L2
    A(11.1) = -1./L3
    A(11.3) = -1.1L3
    A(11,4)=-1./L3
    A(11,5)= -1./L3
    A(11,9) = R2/L3
    A(11,10)=-R2/L3
    A(11,11)=-(R2+RL3)/L3
    A(12,5) = 1./L4
    A(12,12)=-RL4/L4
    A(13,4)=1./L5
    A(13,5) = 1./L5
    A(13.6) = -1./L5
    A(13.7) = -1./L5
    A(13,13)=-RLS/L5
    C*
DO 4000 I = N N
DO 4000 J = 1,M
4000 B(I.J) =0.
B(B,I) = LM\#LFACTI
B(9.1) = LMMLFACT2
C * * * * * * INITIAL CONDITIONS * * * * * * * *
004001 1 = 1,N
4001 x(1)=0.
C**** PRINT INPUT DATA *******
WRITE(6.100)
100 FORMATIIOX,4BHTHE INPUT SYSTEM IS OF TME FORM XOOT = AX + DUS
WRITE (6,6)
WRITE (6.101) N.M
101 FORMATIIOX,28HTHE INPUT LINEAR SYSTEM HAS .12.35H STATE VARIABLE C
IOMPCVENTS AND HAS .I2,I9H CONTROL COMPONENTSI
WRITE(6,6)
6 FORMAT(IH)
2 FORMAT()
WRITE(6,6)
WRITE(6,102)
102 FORMATIIOX,34HTHE INPUT MATRIX A IS AS FOLLOWS)
WRITE(6.6)
00200 1 = 1,N
200 WRITE(6.2) (A(I,N),J=1,N)
WRITE(6.6)
WRITE(6.103)
103 FORMATIIOX,34HTME INPUT MATRIX B IS AS FOLLOWSI
WRITE(6.6)
DO 201 1 = 1.N
201 WRITE(6,2) (B(I,J).J = 1,M)
WRITE(6,6)
WRITE(6.104)
104 FCRMATIIOX,42HTHE INITIAL STATE VEGTOR X IS AS FOLLOWSI
WRITE(6,6)
WRITE(6.2) {X(I).1 = 1.NI
WRITE(6.6)
WRITE(6,105) NEVTBR
105 FORMATIIOX,49HTHE SYSTEM IS TO EE SIMPLIFIED EY THE REMOVAL OF . }1
1.12H EIGENVALUESI
RETURN
END

```
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\section*{APPENDIX I}

\section*{ROOT REMOVAL FOR A COMPLEX CONJUGATE PAIR}

Although a complex conjugate pair of fast characteristic roots can be "removed" one at a time with ALSAP as described in the body of the report, the use of complex arithmetic in the simulator can be avoided by approximating the two modes simultaneously. This appendix presents the equations describing the reduced state equation, the initial conditions for the new state variables, and the transformation relating the original and the new state variables.

The original system will be of the form
\[
\underline{\dot{x}}=A \underline{x}+B \underline{u},
\]
where \(\underline{x}_{T}=\left(x_{1}, x_{2}, \ldots x_{n}\right)^{T}\) is the state vector and \(\underline{u}=\left(u_{1}, u_{2}\right.\), \(\left.\ldots u_{n}\right)^{T}\) is the control vector. Let the fast pair of complex conjugate roots be \(\lambda\) and \(\bar{\lambda}\), and let their eigenvectors be \(\underline{v}\) and \(\overline{\mathbf{v}}\), respectively (the over-bar designates the complex conjugate). As before, let the eigenvectors be normalized and partitioned such that
\[
\underline{v}=\left[\begin{array}{c}
p \\
--- \\
1
\end{array}\right] \quad \text { and } \bar{v}=\left[\begin{array}{c}
\bar{p} \\
--- \\
1
\end{array}\right]
\]

The reduced state equation will be
\[
\dot{\underline{x}}^{n}=A^{n} \underline{x}^{n}+B^{n} \underline{u}
\]
where the new state vector is given by \(\underline{x}^{n}=\left(x_{1}^{n}, x_{2}^{n}, \ldots x_{n-2}^{n}\right)^{T}\), and the original state vector can be recovered using the relationship
\[
\underline{x}=C \underline{x}^{n}+D \underline{u}
\]

The initial conditions for the new state variables and the elements of the matrices \(A^{n}, B^{n}, C\), and \(D\) are given by the following expressions. The superscript "re" refers to the real part of the complex number while "im" refers to the imaginary part; subscripts refer to matrix element indices.

\section*{Initial Conditions}
\[
x_{i}^{n}=x_{i}-\left(p_{i}^{i m} / p_{n-1}^{i m}\right) x_{n-1}+\left[\left(p_{i}^{i m} p_{n-1}^{r e}\right)\left(p_{n-1}^{i m}\right)-p_{i}^{r e}\right] x_{n}
\]
for \(i=1,2, \ldots n-2\),

New State Distribution Matrix, \(A^{n}\)
\[
\begin{aligned}
a_{i j}^{n}= & a_{i j}+\left[\left(p_{n-1}^{r e} / p_{n-1}^{i m}\right) p_{i}^{i m}-p_{i}^{r e}\right] a_{n j} \\
& -\left[\left(p_{i}^{i m} / p_{n-1}^{i m}\right)\right] a_{n-1, j}, \quad i, j=1,2, \ldots, n-2 .
\end{aligned}
\]

New Control Distribution Matrix, \(B^{n}\)
\[
\begin{aligned}
b_{i j}^{n}= & b_{i j}-\left(p_{i}^{i m} / p_{n-1}^{i m}\right) b_{n-1, j}+\left[\left(p_{i}^{i m} / p_{n-1}^{i m}\right) p_{n-1}^{r e}\right. \\
& \left.-p_{i}^{r e}\right] b_{n j}, \\
i= & 1,2, \ldots, n-2 ; j=1,2, \ldots, m .
\end{aligned}
\]

\section*{State-to-State Relating Matrix, C}

The elements of the C-matrix are best described in three separate groups.
\[
\text { For } \begin{aligned}
i= & 1,2, \ldots, n-2 \text { and } j=1,2, \ldots, m \text { one has } \\
c_{i j}= & \frac{1}{|\lambda|^{2}}\left\{a_{n-1, j}\left[\frac{\lambda^{i m} p_{i}^{r e}-\lambda^{r e} p_{i}^{i m}}{p_{n-1}^{i m}}\right]\right. \\
& +a_{n j}\left[\frac{p_{n-1}^{r e}}{p_{n-1}^{i m}}\left(\lambda^{r e} p_{i}^{i m}-\lambda^{i m} p_{i}^{r e}\right)-\left(\lambda^{i m} p_{i}^{i m}\right.\right. \\
& \left.\left.\left.+\lambda^{r e} p_{i}^{r e}\right)\right]+|\lambda|^{2} \delta_{i j}\right\}, \text { where } \\
\delta_{i j}= & \left\{\begin{array}{l}
0, \text { if } i \neq j \\
1, \text { if } i=j .
\end{array}\right.
\end{aligned}
\]

For \(\mathrm{i}=\mathrm{n}-1\) and \(\mathrm{j}=1,2, \ldots, \mathrm{~m}\) one has
\[
\begin{aligned}
c_{n-1, j}= & \frac{1}{|\lambda|^{2}}\left\{a_{n-1, j}\left[\frac{\lambda^{i m} p_{n-1}^{r e} \lambda^{r e} p_{n-1}^{i m}}{p_{n-1}^{i m}}\right]-a_{n j} \lambda^{i m}\left[p_{n-1}^{i m}\right.\right. \\
& \left.+\left(p_{n-1}^{r e}\right)^{2}\left(\left(p_{n-1}^{i m}\right)\right]\right\} .
\end{aligned}
\]

For \(i=n\) and \(j=1,2, \ldots, m\) one has
\[
c_{n j}=\frac{1}{|\lambda|^{2}}\left\{-\lambda^{r e} a_{n j}+\lambda^{i m}\left(a_{n-1, j}-a_{n j} p_{n-1}^{r e}\right) / p_{n-1}^{i m}\right\}
\]

\section*{Control-to-State Relating Matrix, D}

The elements of the D-matrix are also described in three groups. For \(i=1,2, \ldots, n-2\), and \(j=1,2, \ldots, m\) one has
\[
\begin{aligned}
d_{i j}= & \frac{-1}{|\lambda|^{2}}\left\{b _ { n j } \left[\lambda^{r e}\left(p_{i}^{r e}-p_{n-1}^{r e} p_{i}^{i m} / p_{n-1}^{i m}\right)\right.\right. \\
& \left.+\lambda^{i m}\left(p_{i}^{i m}+p_{n-1}^{r e} p_{i}^{r e} / p_{n-1}^{i m}\right)\right] \\
& \left.+b_{n-1, j}\left[\left(\lambda^{r e} p_{i}^{i m}-\lambda^{i m} p_{i}^{r e}\right) / p_{n-1}^{i m}\right]\right\}
\end{aligned}
\]

For \(i=n-1\) and \(j=1,2, \ldots, m\) one has
\[
\begin{aligned}
d_{n-1, j}= & \frac{-1}{|\lambda|^{2}}\left\{b_{n j}\left[2 \lambda^{i m} p_{n-1}^{i m}+\lambda^{i m}\left(\left[p_{n-1}^{r e}\right]^{2}-\left[p_{n-1}^{i m}\right]^{2}\right) /\left(p_{n-1}^{i m}\right)\right]\right. \\
& \left.+b_{n-1, j}\left[\lambda^{r e}-\lambda^{i m} p_{n-1}^{r e} / p_{n-1}^{i m}\right]\right\} .
\end{aligned}
\]

For \(i=n\) and \(j=1,2, \ldots, m\) one has
\[
\begin{aligned}
d_{n j}= & \frac{-1}{|\lambda|^{2}}\left\{b_{n j}\left[\lambda^{r e}+\lambda^{i m}\left(p_{n-1}^{r e} / p_{n-1}^{i m}\right)\right]\right. \\
& \left.+b_{n-1, j}\left[-\lambda^{i m} / p_{n-1}^{i m}\right]\right\} .
\end{aligned}
\]```


[^0]:    ${ }^{*}$ A difference equation is the discrete analogy of a differential equation.

[^1]:    ${ }^{*}$ Note that the approximate time constant may not be an integer multiple of the sample period, $T$.

[^2]:    "The "effective time constant" has significance when the loop gain is low enough that "several" sampling intervals are required for recovery from a disturbance.

[^3]:    * Repeated application is required when more than one fast mode is to be removed.

