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Abstract: The COVID-19 pandemic has significantly impacted society, having led to a lack of social
skills in children who became used to interacting with others while wearing masks. To analyze this
issue, we investigated the effects of masks on face identification and facial expression recognition,
using deep learning models for these operations. The results showed that when using the upper
or lower facial regions for face identification, the upper facial region allowed for an accuracy of
81.36%, and the lower facial region allowed for an accuracy of 55.52%. Regarding facial expression
recognition, the upper facial region allowed for an accuracy of 39% compared to 49% for the lower
facial region. Furthermore, our analysis was conducted for a number of facial expressions, and
specific emotions such as happiness and contempt were difficult to distinguish using only the upper
facial region. Because this study used a model trained on data generated from human labeling, it is
assumed that the effects on humans would be similar. Therefore, this study is significant because it
provides engineering evidence of a decline in facial expression recognition; however, wearing masks
does not cause difficulties in identification.

Keywords: face identification; facial expression recognition; face cropping; emotion; masked face

1. Introduction

Owing to the COVID-19 pandemic, health policies have mandated the use of masks in
many public institutions and workplaces. Children are particularly encouraged to wear
masks because of their weak immune systems. However, the limited facial information
visible in people wearing masks can affect children’s social skills, which are heavily influ-
enced by their ability to read facial expressions [1,2]. Recent studies have explored methods
to identify faces and recognize facial expressions when a mask partially covers the face,
particularly when divided into top and bottom parts. For example, one study focused on
using the upper facial region for face identification [3]. Another study separated the upper
and lower facial regions to derive action units for facial expression recognition [4].

As will be discussed in detail in Section 2, existing facial expression recognition studies
only pursue technical improvements in facial expression recognition. The same goes for
face identification technology. These studies on improving accuracy have been developed
into studies on the recognition rate of the upper and lower parts of the face according to
the COVID-19 pandemic. However, studies comparing the results are lacking. We felt the
need to interpret the results of facial expression recognition studies and studies regarding
face identification of the upper and lower parts of the face.

In this study, we aimed to specify the parts of the face that are most important for
both face identification and facial expression recognition, as well as to analyze how masks
affect the ability to recognize emotions. Specifically, we analyzed the accuracy of eight
facial expressions (neutral, happy, sad, surprise, fear, disgust, anger, and contempt) affected
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by the upper or lower parts of the face. We based our study on a deep learning model
trained on a sufficiently large amount of data labeled by experts. Not only does this have
the advantage of reducing dependence on the demographic pool of testers, but research [5]
has shown that the areas on which deep learning models focus during facial expression
recognition are not significantly different from those on which humans focus. Similarly,
studies [6,7] have compared the performance of human and deep learning models in face
identification and found them to be similar. Therefore, this study was conducted under the
assumption that a sufficiently trained deep learning model can act as a sample of many
different people.

The remainder of this paper is organized as follows: Section 2 provides an overview
of related studies, including the models used for face identification and facial expression
recognition tasks. Section 3 describes our proposed methods. Section 4 presents an analysis
and discussion of the experimental results, and Section 5 concludes the study.

2. Related Works
2.1. Facial Expression Recognition of Upper and Lower Facial Regions

Several previous studies have analyzed the accuracy of facial expression recognition
based on different regions of the face. A brief summary of these studies is presented in
Table 1. One of the earliest studies was conducted by Che et al. [8]. They first selected
two representative expressions: happiness and sadness; these can be seen as the two most
opposing and representative expressions from the perspective of the valence coordinate axis,
which is still widely used in facial expression recognition research. They then divided the
level of happy and sad expressions into seven steps to share the degree of each expression.
They took the same person’s happy and sad images and morphed them into seven steps
using FantaMorph 4.0 [9]. The test data consisted of the upper and lower facial regions
of the generated image separated and randomly merged. Four people were used as data,
and the experiment was conducted with 49 images per person. Subsequently, the results
were derived from the standard normal and cumulative distribution functions through a
survey. Only the upper and lower facial regions were observed to affect happiness [8]. In
this study, we also compared the recognition rates for sadness and happiness in the upper
and lower facial regions. Moreover, we used natural images of people, derived the results
from a much larger dataset, and compared the results of eight different expressions. This
clearly showed how the upper and lower facial regions affect facial expressions.

Table 1. Summary of facial expression recognition related works.

Method Summary Limitations

Che et al. [8]
Using the FantaMorph 4.0 dataset, the sad and

happy facial expressions were divided into
7 steps.

Lack of test data set and classifying only happy
and sad emotions.

Mika Itoh at el. [10]
The six emotions were tested by changing only
the upper part of the face, and the relationship

between each emotion was analyzed.

The lack of access to a diverse demographic pool
based on the opinion of a female college

student.The data used in the experiment were
small and self-generated.

Seyedarabi et al. [11]
In the faces extracted from images and videos,
the effect of Action Unit on upper and lower
facial expression classification was analyzed.

The characteristics of action units were classified
for the entire face. Characteristics by region of

the face were not analyzed.

Khoeun et al. [12]
Using the CK+ and RAF-DB datasets, this study
generated a face wearing a mask and calculated

the accuracy through CNN.

Only the upper part of the face was used to
analyze the effect of the upper part.

Mika Itoh at el. conducted an experiment using six emotional labels: anger, disgust,
fear, happiness, sadness, and surprise, with natural expressions [10]. After setting the
upper or lower facial region as neutral and the other face as one of the facial expression
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labels, the participants were asked to evaluate the intensity of the emotion. The upper facial
region was highly related to anger, surprise, and sadness, whereas the lower facial region
was related to fear and happiness. Evaluation of the upper facial region, which is relatively
important in facial expression recognition, was not significantly different from that of the
entire face. Anger and fear are often confused with disgust and surprise, respectively [10].
The conclusions of this study were based on the opinions of 63 female university students,
and the results may not be representative of all people because of the lack of access to
a diverse demographic pool; additionally, another limitation is that the data used in the
experiment were small and self-generated. Therefore, we used a model trained on a large
amount of data to obtain the results.

Seyedarabi et al. examined facial features and extracted expressions from images
and videos [11]. Expression classification was based on the Facial Action Coding System
(FACS) and lower and upper facial action units (AU); discrimination was performed using
probabilistic neural networks (PNNs) and rule-based systems. The experimental results
showed an average recognition rate of 96.11% for six basic emotions in face image sequences
and 94% for five basic emotions in static face images, detection, tracking, and reasonable
classification. In previous studies, such as facial emotion recognition, AU captured features
that affected facial expressions [11]. In this study, we conducted experiments to classify
facial expressions from different facial regions rather than the characteristics of facial
expressions composed of the whole face.

Khoeun et al. proposed a feature vector technique consisting of three steps for recog-
nizing emotions in mask images [12]. First, a mask was applied by using the boundary and
area expression techniques such that only the upper part of the image, including the eyes,
eyebrows, part of the bridge of the nose, and forehead, was visible. To flexibly extract a set
of feature vectors that can effectively represent the features of a masked face, they utilized a
feature extraction technique based on the proposed rapid landmark detection method using
an infinity shape. Finally, these features, including the positions of the detected landmarks
and histograms of the oriented gradients, were introduced into the classification process by
adopting convolutional neural networks (CNNs) and long short-term memory networks.
Accuracies of 99.30% and 95.58% were achieved for CK+ and RAF-DB, respectively [12].
Khoeun’s research focused on using the upper part of the face to improve facial expression
recognition accuracy in the context of the COVID-19 pandemic. The study describes the
influence of eye area and eyebrows on facial expressions. However, the facial action unit of
facial expression is located not only in the upper facial region but also in the lower facial
region. Our research does not aim to improve the accuracy of using only the upper facial
region but aims to determine which part of the face is most affected when recognizing
facial expressions. Therefore, we studied two cases: a dataset with the lower part of the
face masked and another with the upper part of the face masked.

Previous studies have excessively focused on identifying the facial features necessary
for facial expression analysis in well-known datasets. This approach only pursues tech-
nological improvements in facial expression recognition and does not consider the effect
of this facial expression recognition technology on humans. Considering the recent social
phenomenon of wearing masks, research is being conducted on the upper and lower facial
regions. This study investigated the effect of facial expression recognition technology on
people in the current situation of limited faces; the analysis proves that it is necessary at
the right time. However, research has been conducted to specify the part that plays an
important role in a specific emotion by limiting it to the face wearing a mask or by mixing
the upper and lower parts. Expression recognition of the upper and lower facial regions is
independently analyzed; studies that calculate the accuracy of each facial expression have
not been conducted, and studies that analyze it are lacking. In this study, the accuracy of
each of the eight facial expressions are calculated using only the upper and lower facial
regions. We analyze how limited facial information affects facial expression recognition.
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2.2. Face Identification of Upper and Lower Facial Regions

Research on face identification by dividing the face area has been conducted in many
forms, especially after the COVID-19 pandemic; most studies have focused on masking the
dataset. A brief summary of these studies is presented in Table 2. Deng et al. performed
mask face recognition using large-margin cosine loss (MFCosface) [13]. Due to the lack of
data for the model, a dataset was built using a mask-generating model. After finding a
face using a multitask cascaded convolutional network (MTCNN), a mask was applied
through feature-point extraction. Using the large-margin cosine function, we mapped
a feature space with a smaller intraclass distance and a larger interclass distance. We
designed the Att-Inception module, which combines the Inception-ResNet module and
the convolutional block attention module, and performed face recognition. In this study,
the face alignment of the dataset in face recognition maintained the masking effect but
reduced the computation required [13]. In a previous study, the dataset was augmented
by synthesizing various masks on the face of the same person. However, this cannot rule
out the influence of the type of mask on accuracy. This study uses feature points for face
segmentation in the dataset, as in the previous study. However, the upper and lower parts
are used independently to eliminate mutual influence. This focuses on the analysis of each
area of the face.

Table 2. Summary of face-identification-related works.

Method Summary Limitations

Deng et al. [13]
This uses MTCNN to synthesize the mask on the

face. Face recognition is performed using the
Att-Inception module.

An effect of mask type on accuracy cannot be
ruled out.

Mukhiddinov et al. [14]

After converting the AffectNet data set into a
high-contrast image, the experiment was

conducted. After generating a mask with the
MaskTheFace algorithm, the result was derived

through CNN.

Face recognition accuracy cannot be guaranteed
in a wild environment through high-contrast

conversion.

Pann et al. [15]
The image preprocessed through CBAM and
ArcFace was used for upper part recognition

through mask synthesis.
Only the upper part of the face was studied.

Stajduhar et al. [16]
After presenting faces in forward and reverse
directions, face recognition was performed on

children.
Only male faces were used as the dataset.

Research on face identification by area is in progress, and analysis is being performed
on well-known datasets. Mukhiddinov et al. used the AffectNet dataset. Their study
went through the conversion of low-contrast images into high-contrast images for data
preprocessing [14]. They also used the MaskTheFace algorithm to mask images. The
upper part was defined by detecting the area of the eyes and eyebrows using landmark
extraction, after which, a CNN was used to conduct learning. As a result of the learning, the
accuracy of the dataset was 69.3% [14]. In this study, MS-Celeb-1M and CASIA-Webface,
which are also well-known data sets, are used. However, in the data preprocessing process,
the three original characteristics were not damaged. In previous studies, the accuracy of
the recognition rate was obtained by changing the image quality; however, in this study,
only the angle is preprocessed while preserving the properties of the images in the face
recognition dataset. Therefore, we conducted an analysis using a wider dataset.

It is possible to conduct face identification studies by region on a larger dataset, and
studies focusing on improving the accuracy have been conducted. Pann et al. proposed the
convolutional block attention module (CBAM) and angular margin ArcFace loss to improve
the accuracy of general facial recognition methods [15]. CBAM was integrated with a CNN
to extract the input image feature map of the area around the eye. ArcFace was used to
optimize feature embedding for masked face recognition and improve the discriminant
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features. We also use a data augmentation method to generate masked facial images from a
typical facial recognition dataset. Data generated from the LFW, AgeDB-30, and CFP-FP
datasets are used as the MFR2 verification datasets; this confirms the improvement in
accuracy [15]. As in a previous study, LFW and AgeDB-30 are used as test data. However,
studies thus far have focused on the upper part of the face and the calculated accuracy, but
not on the lower part. In this study, the recognition rates of the upper and lower parts of
the face are analyzed simultaneously, focusing on the differences in the recognition rate
according to the study, which explored the effect on people.

However, another study has analyzed the recognition rates of the upper and lower
facial regions. Stajduhar et al. measured face recognition rates in children aged 6 to 14 [16].
After presenting faces in the forward and reverse directions, with or without a mask, face
discrimination was performed. Children’s ability to recognize faces deteriorated when
presented with a face wearing a mask; this decline was greater in children than in adults.
These results provide evidence of significant quantitative and qualitative changes in masked
face processing in school-aged children. Similarly, this study also revealed the effect of the
upper and lower facial regions of a person’s face on the recognition rate and presented
evidence of its influence on children’s social problems [16]. As in the previous study, we
also examine the effect of the difference in face identification according to the facial area on
humans. In the previous study, only male faces were examined, and various faces were
not studied. In other words, no study has performed an analysis while simultaneously
satisfying the generality of the dataset and face area at the same time. To proceed with our
research, we analyzed the effect of identification by facial region on a person in a reliable
dataset.

Face recognition proceeds in various experimental environments and yields high
accuracy; however, as in facial expression recognition research, only studies on faces
wearing masks have been conducted. In addition, the effect of partial face recognition on
children is investigated. Through this, it is possible to determine the effect of the upper
part of the face on a child’s psychology. However, there is a lack of research comparing
the recognition rate by dividing the face into upper and lower parts, and there is no
study that comparatively analyzes face and expression recognition. In this study, face
recognition is performed by dividing the upper and lower parts of the face and analyzing
the differences between the two parts. The analysis is performed together with facial
expression recognition.

2.3. Models

Face identification and facial expression recognition are highly researched areas, and
new models with state-of-the-art (SOTA) performance are constantly being developed.
However, the focus of our study is not to create a new face identification or facial expression
recognition model with the highest performance but to compare the impact of different
facial areas. To achieve this, we utilized an existing high-performance model for face
identification and facial expression recognition.

Face identification can be divided into two categories: close-set and open-set [17].
Close-set recognition involves recognizing people within a specific group, whereas open-set
recognition involves matching people not in the training set. Learning proceeds to solve
this problem by embedding facial images into a discriminative feature space using methods
such as triplet loss. A typical example is FaceNet [18], released by Google in 2015, which
uses triplet loss for learning. Instead of considering the absolute distance, the triplet loss
learns the difference in the relative distance. It learns by minimizing the distance between
images with the same ID as the center image and maximizing the distance between images
with different IDs. This study has the disadvantage of using large amounts of private data
and numerous computer sources; therefore, the results are not reproducible. VGGFace [19],
released in 2015, achieves similar performance with less data than FaceNet and achieves
99% accuracy; it has also made its dataset public. Subsequent studies on face identification
focused on datasets, preprocessing methods, and loss functions. ArcFace [20], released
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in 2018, is a representative example of a study focusing on loss functions. It locates the
feature-embedding values derived from the image data in a spherical surface space and
minimizes the spherical angle of the data for the same person. This approach prevents the
model from converging toward its origin and still exhibits state-of-the-art performance in
face verification. The equation for calculating the ArcFace loss is shown in Equation (1).
Wyi represents the representative vector of the correct answer class and Wj 6=yi represents
the representative vector of the non-correct class.

Larc f ace = −
1
N

N

∑
i=1

log
es(cos (θyi+m))

es(cos (θyi+m)) + ∑n
j=1,j 6=yi

es cos θj
(1)

Equation (1) can be explained using Figure 1, where we assume that there is a rep-
resentative vector Wyi for the correct answer class, a representative vector Wj 6=yi for the
non-correct answer class, and an image-embedding vector Xi that is being processed. The
distance between the image and the correct answer is denoted as θyi , i, whereas the distance
from the incorrect vector is denoted as θj, i. ArcFace aims to minimize the distance θyi , i
between the image-embedding and the correct answer classes while simultaneously maxi-
mizing the distance θj, i between the image-embedding and the incorrect answer classes.
This is done by introducing a margin m, such that learning is performed in a way that
θj, i is larger than θyi , i + m. This approach ensures that the intra-class distances are kept
very small, whereas the inter-class distances are increased, thereby improving the overall
performance of the model.
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Therefore, our study applied the ArcFace model to ResNet50 [21] to obtain the face
identification results. The overall architecture of face identification is shown in Figure 2.
Figure 2a shows an example of the same person’s image; in contrast, Figure 2b shows
an example of a different person’s images. The model attempts to update its weights to
minimize angle θ1 and maximize angle θ2.

The dataset used for training is MS-Celeb-1M [22], which consists of approximately
10 million photos of approximately 1 million celebrities. It is one of the most widely used
datasets for facial identification training.

Face-expression recognition classifies N target expressions. The value of N depends
on the model used; however, the most widely used dataset in recent years is AffectNet [23].
AffectNet is a large-scale dataset for facial expression recognition with approximately
0.4 million pieces of manually labeled data. Eight classes were used: neutral, happy, angry,
sad, fear, surprise, disgust, and contempt; they include valence and arousal intensity.
Currently, the best-performing SOTA model on the AffectNet dataset is EmoNet [24], with
75% accuracy for eight facial expressions. This is higher than the performance of Multitask
EfficientNet-B2 [25], (63.06%) which is expressed as SOTA in paperswithcode [26]. In the
case of EmoNet, when performing facial expression recognition, it classifies expressions and
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learns regressions using valence and arousal together. It also learns face landmarks together,
so that the features of each area of the face are used together and learned simultaneously to
improve the overall performance. A brief structure of EmoNet is shown in Figure 3. We
used the EmoNet model to reason about the results of the expression.
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3. Methods
3.1. Preprocessing Dataset

Facial alignment is necessary for facial identification and facial expression recognition
by dividing the upper and lower facial regions.

When face alignment is not processed, an imbalance in the face area occurs during the
face division process, as shown in Figure 4. Mounting the dataset, including the imbalanced
face area, onto a learning model decreases the reliability of the results. Therefore, the
face feature points were determined using the multitask cascaded convolutional network
(MTCNN) model [27] to perform face alignment. MTCNN is a method of calculating the
loss for classification, regression, and localization, and then adding them by weighting
them. The feature points of the face obtained by the MTCNN are shown in Figure 5.



Appl. Sci. 2023, 13, 6070 8 of 16

Appl. Sci. 2023, 13, x FOR PEER REVIEW 8 of 18 
 

3. Methods 
3.1. Preprocessing Dataset 

Facial alignment is necessary for facial identification and facial expression recogni-
tion by dividing the upper and lower facial regions. 

When face alignment is not processed, an imbalance in the face area occurs during 
the face division process, as shown in Figure 4. Mounting the dataset, including the im-
balanced face area, onto a learning model decreases the reliability of the results. There-
fore, the face feature points were determined using the multitask cascaded convolutional 
network (MTCNN) model [27] to perform face alignment. MTCNN is a method of cal-
culating the loss for classification, regression, and localization, and then adding them by 
weighting them. The feature points of the face obtained by the MTCNN are shown in 
Figure 5. 

 
Figure 4. Example of cropped upper and lower facial regions without face alignment. 

  
Figure 5. Facial feature points found by the MTCNN model (central point of each eye, tip of nose, 
end of mouth). 

There are five facial characteristics: the center point of each eye, tip of the nose, and 
tip of the mouth. The face angle was adjusted using the coordinates of the center point of 
each eye. 

As shown in Figure 6, the coordinates of the center points of the left and right eyes 
are defined as (x , y ) and (x , y ), respectively. The vector calculated using Equation 
(2) is defined as V . We also define a vector parallel to the x-axis, calculated using Equa-
tion (3), as V . Finally, the angle between V  and V  is calculated using Equation (4): 
Face alignment is performed using the angle obtained from the following calculation: V |x x |, |y y |  (2) 

Figure 4. Example of cropped upper and lower facial regions without face alignment.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 8 of 18 
 

3. Methods 
3.1. Preprocessing Dataset 

Facial alignment is necessary for facial identification and facial expression recogni-
tion by dividing the upper and lower facial regions. 

When face alignment is not processed, an imbalance in the face area occurs during 
the face division process, as shown in Figure 4. Mounting the dataset, including the im-
balanced face area, onto a learning model decreases the reliability of the results. There-
fore, the face feature points were determined using the multitask cascaded convolutional 
network (MTCNN) model [27] to perform face alignment. MTCNN is a method of cal-
culating the loss for classification, regression, and localization, and then adding them by 
weighting them. The feature points of the face obtained by the MTCNN are shown in 
Figure 5. 

 
Figure 4. Example of cropped upper and lower facial regions without face alignment. 

  
Figure 5. Facial feature points found by the MTCNN model (central point of each eye, tip of nose, 
end of mouth). 

There are five facial characteristics: the center point of each eye, tip of the nose, and 
tip of the mouth. The face angle was adjusted using the coordinates of the center point of 
each eye. 

As shown in Figure 6, the coordinates of the center points of the left and right eyes 
are defined as (x , y ) and (x , y ), respectively. The vector calculated using Equation 
(2) is defined as V . We also define a vector parallel to the x-axis, calculated using Equa-
tion (3), as V . Finally, the angle between V  and V  is calculated using Equation (4): 
Face alignment is performed using the angle obtained from the following calculation: V |x x |, |y y |  (2) 

Figure 5. Facial feature points found by the MTCNN model (central point of each eye, tip of nose,
end of mouth).

There are five facial characteristics: the center point of each eye, tip of the nose, and
tip of the mouth. The face angle was adjusted using the coordinates of the center point of
each eye.

As shown in Figure 6, the coordinates of the center points of the left and right eyes
are defined as (x1, y1) and (x2, y2), respectively. The vector calculated using Equation (2) is
defined as V1. We also define a vector parallel to the x-axis, calculated using Equation (3),
as V2. Finally, the angle between V1 and V2 is calculated using Equation (4): Face alignment
is performed using the angle obtained from the following calculation:

V1 = (|x2 − x1|, |y2 − y1|) (2)

V2 =

{
(x1, 0), (y2 > y1)
(x2, 0), (y2 < y1)

(3)

a = |V2|
b = |V1|

c = |y2 − y1|
cos a =

(
b2 + c2 − a2)/(2 ∗ b ∗ c)

θ =

{
90− arccos(cos a), (y2 > y1)

arccos(cos a), (y2 < y1)

(4)
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Finally, after the face-area-cropping operation, each image is saved using only the
upper and lower facial regions. Example images are shown in Figure 8.
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The above process was applied to the Labeled Faces in the Wild (LFW) [28] and
AffectNet datasets used for facial recognition and facial expression recognition.

3.2. Face Identification

The datasets widely used for face identification include MS-Celeb-1M and CASIA-
Webface [29] for training data and LFW and aged30db [30] for test data. Because this is a
study concerning which part of a person’s face affects the identification or recognition of
facial expressions, the accuracy is derived from the test data divided into parts from the
pretrained model of the whole face. First, the widely used ResNet50 model is used for face
identification, followed by a model trained with MS-Celeb-1M data using ArcFace. The
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data used for the upper facial region showed an accuracy of 81.36%, and the data used
for the lower facial region showed an accuracy of 55.52%. The two resulting accuracies
were extracted by controlling all conditions equally, except for the test dataset, and the face
identification rate was confirmed based on the part of the face. The experimental setup is
shown in Figure 9.
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3.3. Facial Expression Recognition

Among the data used for facial expression recognition, AffectNet consists of 0.4 million
manually labeled images. In the case of the data, eight expressions are labeled, and the
intensity of the expression is expressed as positive and negative through valence and
expressed as excitement and calm through arousal. The dataset was classified into training
and test data, and the EmoNet model was used as the learning model. The accuracy of
AffectNet, which is currently the highest-performing model based on studies with code, is
approximately 63%, based on expressions. In this study, the resulting values of the top and
bottom of the face were separately extracted from the test set among the datasets of the
same AffectNet dataset using the same cropping process as mentioned in Section 3.1. When
the upper half of the face was used, the performance was approximately 39%, and when
the lower half was used, it was 49%, showing a significant difference of approximately 10%.
Similarly, in the case of facial expression recognition, the experiment was conducted by
controlling all conditions of the model, except for the test dataset, in the same way. Thus, it
was confirmed that the model focused more on the lower half of the face when recognizing
facial expressions.

4. Results

For face identification, the results were extracted in the same manner as in LFW. The
prediction of whether the ID of the two faces is the same or different is accurately expressed.
Figure 10 shows the histograms for the two test situations, where the x-axis represents
the cosine distance of the embedding vectors of the two face images. Blue bars indicate
same-person comparisons, and red bars indicate different-person comparisons. It can be
observed that the cosine distance is short for most same-person comparisons and long
for most different-person comparisons, although there is some overlap. Interestingly, a
significant difference was observed when the upper facial region was used. Specifically, the
histograms in Figure 10c,d show a larger separation between the blue and red bars when
using the upper facial region than when using the lower facial region. This suggests that
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the upper facial region plays a more critical role in facial recognition than the lower facial
region. Figure 10e,f show the receiver operating characteristics (ROC) curves for the two
test situations. These graphs show that the upper facial region is more suitable for face
identification.
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Table 3 shows that the face recognition rate is much higher when using the upper facial
region than when using the lower facial region. Accordingly, we can see why people are
able to easily recognize one another during COVID-19, even while wearing masks. In the
case of facial expression recognition, the results were contrary to those of facial recognition.
The recognition rate was approximately 10% higher when the lower facial region was used
than when the upper facial region was used. In other words, the accuracy of using the
upper facial region was approximately 1,465 times that of using the lower facial region.

Table 3. Accuracy of face identification and facial expression recognition according to the upper and
lower facial regions.

Upper Parts Lower Parts

Face identification 81.36% 55.52%
Facial Expression Recognition (8 classes) 39% 49%
Facial Expression Recognition (2 classes) 51% 88%

To analyze the results in more detail, the recognition rate for each facial expression
was extracted. Figure 11a shows the recognition rate for each facial expression when using
the upper facial region, and Figure 11b shows the recognition rate for each facial expression
when using the lower facial region. In the case of the two red-boxed facial expressions
in Figure 11a, it can be seen that they converge to almost zero. When the learned model
recognizes only the upper facial region, it tends to fail to predict the facial expressions of
happiness and contempt. Conversely, in the case of sadness and anger, it can be seen that
the accuracy is higher when the upper facial region was used compared to the lower facial
region. We can observe that a person is more conscious of the upper facial region when
determining whether an emotion is sadness or anger.
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Because facial identification is a binary classification, and facial expression recognition
is a problem in classifying eight classes, we assumed that a one-to-one comparison of the
two fields would also be necessary. Performance was derived by defining sadness, the
most representative facial expression, as a binary classification problem. The accuracy of
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the upper facial region was approximately 51.54%, whereas when using the lower facial
region, it was 88.85%. This indicates that using the lower facial region had approximately
1.256 times better performance than using the upper facial region. The figure is divided into
true-positive, true-negative, false-positive, and false-negative areas, as shown in Figure 12.
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5. Discussion

The results of this study can be analyzed from two perspectives. From the perspective
of facial identification, the overall performance of the upper facial region was approximately
1.465 times that of the lower facial region. The cosine distance histograms of the embedding
vectors for the same person and for different people are shown in Figure 10c,d, respectively.
These graphs show that the largest differences occur when the embedding vectors are
from different people. The red histogram shows that the highest amplitude when using
the upper face appears at 0.8 and shows a magnitude of approximately 4000. In addition,
it can be confirmed that most of them are distributed over 0.5. However, as shown in
Figure 10b,d, when using the lower face, the embedding vectors from different people are
also most heavily skewed towards zero. Thus, we can conclude that using only the upper
facial region is more advantageous for facial identification than using only the lower facial
region. In fact, during the 2020 COVID-19 pandemic, most people were able to recognize
each other despite wearing masks, and various studies have shown that face identification
is possible even if a mask covers the lower facial region. This also applies to Face ID on
Apple devices, which shows that the most important information for face identification is
distributed in the upper facial region.

As mentioned in previous related studies, facial expressions have a common face shape.
These are represented by action units: when most people are happy, their cheeks rise and the
corners of their mouths turn up. When people are angry, their eyebrows are furrowed and
their lips are pursed [31]. Thus, we can understand a person’s expressions through several
action units that appear on their face. In the cases of contempt and happiness, because
the action unit identified from the mouth is larger, it cannot be observed from the upper
facial region but only from the lower part. In contrast, in the cases of sadness and anger,
prominent features such as squinting or watering eyes are more easily observed. Therefore,
Figure 11 shows that in the cases of sadness and anger, the performance was better when the
upper facial region was used than when the lower facial region was used. Several emotions
exist for each facial expression where the lower facial region is advantageous and others
where the upper part is advantageous. However, in our society, it is important to quickly
understand whether an expression is positive or negative, such as happy or sad, to make
interpersonal connections. Therefore, we performed a binary classification for happiness,
which represents positive emotions, and sadness, which represents negative emotions.
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Interestingly, the results were 51% accurate when the upper facial region was used and 88%
accurate when the lower facial region was used. This can be considered as the opposite
of the difference in degrees, which is similar to the value of face identification. From this,
we can see that the upper facial region contains a large amount of information related
to human identification; in contrast, the lower facial region contains a large amount of
information about facial expressions, with a significant difference. In other words, owing to
the bias of facial expression information, children are confused when judging the emotions
of another person wearing a mask. As mentioned in the introduction, we assumed that
our deep learning models were representative of a diverse sample of people. It is true that
we did not train the models with data labeled by children, which can make it difficult to
draw a clear correlation with the social development of children. However, as with deep
learning models, children learn from the socially constructed rules and labeled data of
adults. This suggests that deep learning models and young children go through a similar
learning process. Therefore, we can present an analysis of children’s behavior through
the results of the deep learning model trained in this study. Thus, due to the masking
phenomenon, children developed problems with empathy, which in turn led to problems
in social development. Through the analysis of face identification and facial expression of
masked faces, it can be concluded that problems related to children’s social development
during the COVID-19 pandemic do not concern confusion regarding the identification of
the subject of an encounter, but rather, they concern the lack of facial expressions.

6. Conclusions

In this study, the upper and lower facial regions were divided, and the identification
and expression recognition of the face included in each region were investigated. The
LFW and AffectNet datasets were preprocessed through face alignment. Face identification
was performed using ResNet50 and ArcFace models, and facial expression recognition
was performed using EmoNet. In the case of face identification, the accuracy was 81.36%
when only the upper facial region was used and 55.52% when only the lower region was
used. This proves that there are no problems in distinguishing a person from a face when
wearing a mask. However, in facial expression recognition, an accuracy of 39% was derived
when only the upper part was used and 49% when only the lower part was used; in facial
expression recognition, the lower facial region is more advantageous than the upper part.
When the recognition rate of each of the eight facial expressions was derived, happiness
and contempt could not be distinguished solely by the upper facial region. Although
previous studies classified the results of facial expressions into eight classes, it was thought
that the results of the binary classification of facial expressions into positive and negative
facial expressions were also necessary for the basic emotional development of children.
Therefore, we performed binary classification with two expressions—happy, the most
representative positive expression, and sad, the contrasting expression—and derived the
corresponding performance. Consequently, 88.85 percent accuracy was obtained when
only the lower portion was used, whereas 51.54 percent accuracy was obtained when only
the upper portion was used. As mentioned earlier, the results of this study can be seen as
a technological underpinning for identifying trends in society, as deep learning models
focus on the human-like aspects of facial identification and facial expression recognition.
Therefore, based on this result, we can assume that children who encounter a mask-wearing
person are confused about the distinction between the negative and positive expressions
on their face, suggesting grounds that can affect emotional development. Further research
can be conducted on this topic, such as analyzing in detail which parts of the face are
most affected by each facial expression, and a facial expression recognition model with
attention that focuses on the parts of the face that contain the least amount of human
identity information.

Since our study only distinguished between upper and lower faces, it can be seen
that we used a broader subset than action units. This will be the subject of future research.
Additionally, we tested with cropped faces in a model trained on the whole face. While
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this explains the initial situation of the COVID-19 pandemic, it is possible to extend the
study by fine-tuning the model with cropped faces in the case of a prolonged pandemic, or
by comparing the results of the model trained on new data. This will be the subject of our
future work.
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