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1. INTRODUCTION

As many biotic and abiotic processes are determined

by the climatic characteristics of the environment, sci-

entific disciplines such as agronomy, climatology, biol-

ogy and ecology, among others, use climatic data for

scientific and technical purposes. Climatic data is

problematic due to the quality of the information

(Peterson et al. 1998) and the spatial and temporal cov-

erage of the data. This problem is assuaged by quality

control and homogenization methods (Rhoades &

Salinger 1993, Easterling & Peterson 1995, Alexan-

dersson & Moberg 1997), mainly used in studies of cli-

matic trends and environmental change. The spatial

availability of climatic data is more problematic,

because the information is recorded at permanent but

very disperse weather stations. On many occasions,

climatic data are not available where they are most

needed.

To solve this problem, various statistical methods

have been developed to predict climatic values in

areas without weather stations. Scientific literature

focuses more on the climatic variables in mountainous

areas (Daly et al. 1994, Prudhomme & Reed 1998,

Goovaerts 1999), because topographic complexity

generates a high diversity of micro-environments

where climatic values are very difficult to predict (Daly

et al. 2002). There are fewer difficulties in flatter areas.

Nevertheless, many regions of gently-rolling-to-hilly

terrain have very complex climatic patterns, due to the

© Inter-Research 2003 · www.int-res.com

Comparative analysis of interpolation methods in
the middle Ebro Valley (Spain): application to

annual precipitation and temperature

Sergio M. Vicente-Serrano*, M. Angel Saz-Sánchez, José M. Cuadrat

Department of Geography, University of Zaragoza, Campus San Francisco, 50009 Zaragoza, Spain

ABSTRACT: This paper analyzes the validity of various precipitation and temperature maps obtained

by means of diverse interpolation methods. The study was carried out in an area where geographic

differences and spatial climatic diversity are significant (the middle Ebro Valley in the northeast of

Spain). Two variables, annual precipitation and temperature, and several interpolation methods were

used in the climate mapping: global interpolators (trend surfaces and regression models), local inter-

polators (Thiessen polygons, inverse distance weighting, splines), geostatistical methods (simple

kriging, ordinary kriging, block kriging, directional kriging, universal kriging and co-kriging) and

mixed methods (combined global, local and geostatistical methods). The validity of the maps was

checked through independent test weather stations (30% of the original stations). Different statistical

accuracy measurements determined the quality of the models. The results show that some interpola-

tion methods are very similar. Nevertheless, in the case of precipitation maps, we obtained the best

results using geostatistical methods and a regression model formed by 4 geographic and topographic

variables. The best results for temperature mapping were obtained using the regression-based

method. The accuracy measurements obtained by the different interpolation methods change signif-

icantly depending on the climatic variable mapped. The validity of interpolation methods in the

creation of climatic maps, useful for agricultural and hydrologic management, is discussed.

KEY WORDS:  Interpolation · Geostatistical techniques · Regression · Temperature · Precipitation ·

Ebro Valley · Spain

Resale or republication not permitted without written consent of the publisher

*Email: svicen@posta.unizar.es



Clim Res 24: 161–180, 2003

presence of surrounding mountain ranges, seasonal

variations of air flows, and the frequent accumulation

of cold air in the bottom valleys, which produce ther-

mal inversions and fog. This climatic complexity

causes great variation between neighboring locations

and makes it difficult to predict climatic values where

weather stations are not available. Despite these prob-

lems, prediction of climatic values on these hilly areas

is relevant in both scientific and applied terms,

because most agricultural, economic and recreational

human activities are concentrated there.

Various statistical methods have been developed to

predict the spatial distribution of climatic variables.

These methods differ in their concept and mathemati-

cal formulation (Borrough & McDonnell 1998). Global

methods use external information (e.g. topographic

and geographic data) to produce climatic maps by

means of empirical simple- or multiple-regression

models (e.g. Edwards 1972, Hargy 1997, Agnew &

Palutikof 2000, Ninyerola et al. 2000, Brown & Comrie

2002). Konrad (1996) generated diverse models with

topographic factors as predictor variables in the mod-

eling of precipitation events of different intensity.

Salas & Chuvieco (1993) employed regression models

for the interpolation of temperature and precipitation

when producing a fire risk model. Goodale et al. (1998)

interpolated temperature and precipitation in Ireland

by means of polynomial regression, using latitude, lon-

gitude and altitude as predictors. Recently, Earth

observation satellites have provided independent vari-

ables (e.g. surface temperature and NDVI [normalized

difference vegetation index]), which have been used in

regression models to reflect local climatic differences

(Maseli et al. 1996, 1998, Vogt et al. 1997).

Other methods such as local interpolations only use

the climatic data from weather stations. Climatic pre-

diction at a given point is taken from data at the near-

est weather stations. Using this data, a mathematical

function is formulated, which is then used to predict

the climatic value at that point. The process is spatially

continuous, and finishes when the climatic data are

predicted at all the points. Local interpolators, such as

Thiessen polygons, inverse distance weighting or thin-

plate splines, have also been frequently used in cli-

matic prediction and mapping (Thiessen 1911, Will-

mott et al. 1985, Hutchinson 1995, Willmott & Robeson

1995, Blenow & Persson 1998, New et al. 2000).

Nowadays, with regression models, the most widely

used techniques in climate mapping are geostatistics

(Cressie 1990, Atkinson 1997, Goovaerts 1997), which

analyze the spatial correlation between the data

recorded at several weather stations. This analysis gives

unbiased predictions with minimum spatial variance

(Curran & Atkinson 1998). The methods assure optimal

predictions according to the spatial variation of the data

(Borrough & McDonnell 1998). Many different geosta-

tistics have been developed recently. Some only use the

climatic data recorded at the weather stations (e.g. sim-

ple kriging, ordinary kriging, block kriging), while oth-

ers use topographic or geographic information (e.g. co-

kriging or universal kriging). The greater the number of

variables, the more complex the methods. Several pa-

pers use geostatistics to interpolate climatic data (e.g.

Dingman et al. 1988, Karnieli 1990, Bigg 1991, Phillips et

al. 1992, Bacchi & Kottegoda 1995), with varied results.

Hevesi et al. (1992) obtained the best results with co-

kriging, which has less spatial variance than kriging.

Similar results were obtained by Martínez-Cob (1996),

who interpolated precipitation and evapotranspiration in

a complex topographic area. However, Goovaerts (2000)

found no significant differences between the most com-

plex geostatistics and the simplest kriging methods, and

Pardo-Igúzquiza (1998), in a comparison of geostatistics

for the prediction of precipitation in a mountainous ter-

rain, obtained the best results by means of universal

kriging with external drift.

Other methods combine global, local and geostatisti-

cal techniques (Prudhomme & Reed 1999, Ninyerola et

al. 2000, Brown & Comrie 2002). These methods exam-

ine the physical relationships between climatic data

and geographic and topographic variables, and the

spatial correlation between the information recorded

at the weather stations.

This paper is a comparative study of these interpola-

tion methods, based on annual temperature and pre-

cipitation. The middle Ebro Valley (NE Spain) was

selected for the analysis. Here, annual climatic data is

very pertinent to hydrologic and agricultural manage-

ment. In the middle Ebro Valley, rather than monthly

or seasonal records, it is annual precipitation that

conditions the crop yields of non-irrigated lands

(McAneney & Arrúe 1993, Austin et al. 1998). Though

the creation of annual climatic maps is the first step in

hydrological management, in the middle Ebro Valley

there are still no detailed automatic precipitation and

temperature maps with continuous climatic data over

space. Initially, the annual climatic maps need to be

tested, the most appropriate methods studied, and then

seasonal, monthly or daily temporal scales examined

more closely.

2. STUDY AREA

The location of the study area is indicated in Fig. 1.

The middle Ebro Valley is an excellent example of a

gently-rolling-to-hilly topographic area with surround-

ing mountainous ranges and very complex (spatially

and temporally) atmospheric patterns. It is an area

dominated by horizontal structural platforms over ter-
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tiary deposits, with altitudes below 500 m (Pellicer &

Echeverría 1990). To the north, elevation can reach

2000 m on the southern slopes of the outposts of the

Pyrenees. The Iberian mountain range is located to the

south, where the highest peak is over 2300 m in the

west, while in the southeast, near the Mediterranean

Sea, maximum altitude is under 1500 m. The relief iso-

lates the valley and restricts the influence of wind

flows, which gives the climate important continental

characteristics, mainly aridity (Ascaso & Casals 1981,

Creus & Ferraz 1995, Creus 1996). Annual precipita-

tion ranges from 300 to 450 mm in the center of the val-

ley and can reach 800 mm in the northern and south-

ern mountainous areas. The annual mean temperature

varies between 14 and 16°C in the bottom valley, and it

is below 11°C in the mountainous areas. Thermal oscil-

lation is intense. In summer, maximum temperatures

easily reach 40°C, and in winter, the minimum temper-

ature often falls below –10°C (Cuadrat 1999).

The vegetation is steppe (Suárez et al. 1992, Pedrocchi

1998), conditioned by lithology, soil and, fundamentally,

aridity. There are small woods of beech trees, pine trees

and oaks in the mountainous areas. The forests in the

bottom of the valley have declined due to past human ac-

tivity, and only some small forests remain on the slopes of

the tabular relief. The main land use is unirrigated farm-

ing (wheat and barley), which makes the economy of the

valley very vulnerable to a lack of precipitation. Dry

years see big economic losses in the rural areas.

3. METHODOLOGY

In this paper, global methods (trend surfaces of dif-

ferent orders and empirical regression models using

topographic and geographic variables as predictors),

local methods (Thiessen polygons, inverse distance

weighting and splines), geostatistical methods (ordi-

nary kriging, simple kriging, directional kriging, block

kriging, universal kriging and co-kriging) and mixed

methods, which combine global and local or geostatis-

tical methods, are compared for annual precipitation

and temperature mapping.

3.1. Data

Initially, the daily data from 380 precipitation and

222 temperature stations between the years 1950 and

2000, provided by the National Institute of Meteorol-

ogy (Spain), were used. This information was grouped

in monthly data. Those weather stations whose loca-

tion had changed by less than 2500 m were placed in

the same time series, with the most recent measuring

point being taken as the location. Artificial time varia-

tions were eliminated. The series were homogenized

by the Alexandersson test (Alexandersson & Moberg

1997) with reference series according to Peterson &

Easterling (1994). Annual series were created from a

homogenized monthly data set. The result of the-
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quality control and the homogenization process was

222 precipitation and 149 temperature series. Annual

precipitation means were obtained from weather sta-

tions with more than 20 yr of annual data, and temper-

ature means from series of over 15 yr (Ninyerola et al.

2000). The final spatial database contains 99 precipita-

tion and 61 temperature stations, which were geo-

graphically referenced in a digital coverage at UTM-

30N coordinates.

Random sampling was carried out at the selected

weather stations. Seventy percent of the data was used

for interpolations, and the remaining 30% was reserved

for subsequent tests. Fig. 2 shows the spatial distribution

of weather stations used for interpolation. A cell size of 1

km was used for the interpolations. Brown & Comrie

(2002) and Agnew & Palutikof (2000) used this same spa-

tial resolution for climatic interpolation performance in

the United States and the Mediterranean Basin, respec-

tively. For regression models and mixed methods, a dig-

ital elevation model (DEM; CHE 2002: available at

www.chebro.es) of the same cell size and a digital cov-

erage of the Iberian Peninsula coastline were used.

3.2. Global methods

Global interpolators use all weather stations in the

elaboration of climatic maps. These methods create

dependence models between climatic data and other

independent variables. The geographical coordinates

of the weather station (latitude and longitude) and

geographic (e.g. distance to water bodies) and/or topo-

graphic variables (e.g. elevation, aspect, slope, etc.)

are used. The value of a climatic variable at unsampled

points is predicted by the following transference func-

tion:

z(x)  =  b0 + b1P1 + b2P2 + ... + bnPn (1)

where z is the predicted value at the point x, b0 … bn

are the regression coefficients, and P1 … Pn are the val-

ues of the different independent variables at point x. If

these variables are included in a geographic informa-

tion system (GIS), they can be calculated more easily

and their interrelation with climatic data can be better

articulated. Global interpolators are inexact in that the

values predicted by the model do not coincide with 

the real climatic data measured at weather stations

(Borrough & McDonnell 1998).

Two global methods were used in this paper. The

first was the adjustment of several polynomial equa-

tions, using the available climatic data and the coordi-

nates of the weather stations. Linear and non-linear

relationships were analyzed, and functions (trend sur-

faces) of different orders were used (linear, quadratic,

cubic, fourth and fifth order).

The second global method was an empirical multiple

regression model using different independent vari-

ables as predictors. The relationships between climatic
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data and topographic and geographic variables have

been extensively analyzed throughout the scientific

literature (Bonacina 1945, Tabony 1985, Basist et al.

1994, Daly et al. 1994, 2002). From these relationships,

empirical models able to predict the climatic values at

unsampled locations by means of the values of the geo-

graphic and topographic variables can be created. In

mapping using regression-based methods, we fol-

lowed a similar approach as Agnew & Palutikof (2000)

in the modeling of seasonal temperature and precipita-

tion in the Mediterranean Basin.

Elevation is usually the main determinant of precip-

itation and temperature spatial distribution. Never-

theless, other variables, such as latitude, longitude,

distance to water bodies, topographic shadows, slope

and incoming solar radiation, may also have an

important influence. The independent variables used

in the middle Ebro Valley are shown in Table 1. Most

of the variables were generated from the available

DEM, except the distance to the Cantabrian and

Mediterranean seas, which were obtained from the

Iberian Peninsula coastline coverage, using the

BUFFDIST module of the MiraMon GIS (Pons 1998).

The latitude and longitude coverages were obtained

in UTM-30N coordinates using the same software.

Brown & Comrie (2002) and Agnew & Palutikof

(2000) used a categorical variable to define the ter-

rain aspect. This variable may be important in climate

modeling because it allows for the effect of wind

flows on the spatial distribution of temperature and

precipitation. This categorical variable must be quan-

tified before its inclusion in a regression model as

predictor. Nevertheless, other terrain variables, such

as incoming solar radiation, are spatially continuous

and show the terrain aspect (northern and southern

slopes have low and high incoming solar radiation

values, respectively). Ninyerola et al. (2000) used this

variable with excellent results when developing pre-

cipitation and temperature regression models in Cat-

alonia (Spain). Digital coverage of annual mean

incoming solar radiation was created using the Mira-

Mon GIS and the DEM according to Pons (1997).

Low-pass filters with radii of 2.5, 5, 10 and 25 km

were applied to elevation and incoming solar radia-

tion models in order to measure the wider influence

of these variables. Using the same approach as

Agnew & Palutikof (2000), and also including the

effect that topographic barriers may produce on cli-

matic variables, the Arcview v3.2 GIS was used to

calculate the maximum height in a wedge of given

aspect and radius. Agnew & Palutikof (2000) empha-

size that this variable is very useful in areas with

dominant wind directions, because the leeward

slopes are drier and warmer (Föhn effect) than wind-

ward slopes, which enables local climatic features to

be identified. As in Brown & Comrie (2002), cross

products of elevation, longitude, latitude, potential

incoming solar radiation, and the distances to the

Cantabrian and Mediterranean seas were also calcu-

lated. These variables covered spatial variations asso-

ciated with both geographic and topographic vari-

ables (e.g. mountainous areas close to the Atlantic

receive higher precipitation than the mountain

ranges further away).
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X Longitude

Y Latitude

DIST_MEDIT Distance to Mediterranean Sea

DIST_CANT Distance to Cantabrian Sea

RAD Incoming solar radiation (in J d–1)

RADx Incoming solar radiation (in J d–1) within xi, where x is a radius of 2.5, 5, 10 and 25 km

ELEV Elevation (in m)

ELEVx Mean elevation within xi, where x is a radius of 2.5, 5, 10 and 25 km

ZXx Max elevation within xi, where x is a wedge with a radius of 1, 2.5, 5, 10 and 25 km with N, E, S and 

W directions, e.g. ZX2.5N is the maximum elevation in a northward direction within a 45º wedge

with a radius of 2.5 km

X_ELEV Longitude × elevation

Y_ELEV Latitude × elevation

X_DIST_MEDIT Longitude × distance to Mediterranean Sea

X_DIST_CANT Longitude × distance to Cantabrian Sea

Y_DIST_MEDIT Latitude × distance to Mediterranean Sea

Y_DIST_CANT Latitude × distance to Cantabrian Sea

X_RAD Longitude × incoming solar radiation

Y_RAD Latitude × incoming solar radiation

RAD_DIST_MEDIT Incoming solar radiation × distance to Mediterranean Sea

RAD_DIST_CAT Incoming solar radiation × distance to Cantabrian Sea

ELEV_DIST_MEDIT Elevation × distance to Mediterranean Sea

ELEV_DIST_CANT Elevation × distance to Cantabrian Sea

Table 1. Independent candidate variables for the empirical regression models
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The normality of each variable was tested by the Kol-

mogorov-Smirnoff test, and natural logarithms were

applied where necessary in order to fit a normal distrib-

ution more closely. Correlations be-

tween mean precipitation and tempera-

ture and the different geographic and

topographic variables are shown in

Table 2. Variables transformed using

natural logarithms are identified. A

stepwise multiple regression analysis,

using SPSS v.8.0 statistical software,

was performed with precipitation and temperature as

dependent variables and topographic and geographic

variables as predictors. The amount of variance ex-

plained and the variables introduced in both models

are shown in Table 3. The precipitation model explains

91% of the variance and has 4 variables: ZX5N, Y,

Y_DIST_CANT and ELEV25. The temperature model

shows similar variance (89%), but has 5 variables:

ZX5W, X_DIST_MEDIT, ZX5S, ZX25S and X_ELEV. The

relative importance of the predictor variables is shown

in Table 4 using the standardized (beta) coefficients.

The final climatic maps were obtained using Arcview

v3.2 GIS.

3.3. Local interpolation methods

In global methods, local variations are dismissed as

random, unstructured noise, and the climatic map is

created on the basis of the general structure of the

variable at all available points (Borrough & McDonnell

1998). Other methods, such as local interpolators, only

use the data of the nearest sampling points for climatic

mapping. A number of weather stations, z(x1), z(x2), ...,

z(xn), around the unsampled point z(x) are selected,

and a mathematical function, which represents the

variation of the climatic variable across the selected

points, is formulated. This function is applied at z(x) to

predict its climatic value (Borrough & McDonnell

1998), and the process is repeated until climatic values

at all points (cells of the grid) have been calculated.

Three local methods were used in this paper:

Thiessen polygons, inverse distance weighting and

splines. These methods are exact spatial interpolators,

as predictions coincide with the values measured at

the weather stations. The first local method (Thiessen

polygons or nearest neighbors) predicts the climatic

values at unsampled locations by taking the value of

the nearest point where climatic information is avail-

able. It is a very simple approach, since the result is a

polygon network conditioned by the spatial distribu-

tion of the weather stations, with abrupt spatial discon-

tinuities in the values when passing from one polygon

to another. Borrough & McDonnell (1998) emphasize

that Thiessen polygon interpolation is not appropriate

for variables with gradual spatial variation, such as

precipitation and temperature.

166

Variable Precipitationa Temperature

Ya 0.58** –0.51**

X 0.07 0.07

DIST_MEDIT 0.31* –0.43**

DIST_CANT –0.51** 0.50**

RADa 0.49** 0.49**

RAD2.5
a 0.56** 0.31

RAD5
a 0.60** 0.14

RAD10 0.60** 0.51**

RAD25 0.63** 0.62**

ELEV 0.80** –0.74**

ELEV2.5
a 0.77** –0.76**

ELEV5
a 0.78** –0.76**

ELEV10
a 0.77** –0.75**

ELEV25
a 0.77** –0.75**

ZX2.5N
a 0.73** –0.74**

ZX5N 0.66** –0.71**

ZX10N
a 0.51** –0.61**

ZX25N
a 0.23 –0.43**

ZX2.5E
a 0.74** –0.75**

ZX5E
a 0.73** –0.71**

ZX10E
a 0.66** –0.64**

ZX25E
a 0.57** –0.54**

ZX2.5S
a 0.81** –0.75**

ZX5S
a 0.82** –0.72**

ZX10S
a 0.83** –0.69**

ZX25S
a 0.79** –0.66**

ZX2.5W
a 0.81** –0.77**

ZX5W
a 0.82** –0.79**

ZX10W
a 0.81** –0.74**

ZX25W
a 0.80** –0.70**

X_ELEVa 0.79** –0.75**

Y_ELEV 0.82** –0.75**

X_DIST_MEDITa 0.31* –0.49**

X_DIST_CANTa –0.52** 0.47**

Y_DIST_MEDIT 0.32* –0.43**

Y_DIST_CANT –0.52** 0.50**

X_RAD 0.21 –0.07

Y_RADa 0.59** –0.60**

RAD_DIST_MEDIT 0.35** –0.45**

RAD_DIST_CANT –0.51** 0.49**

ELEV_DIST_MEDIT 0.72** –0.75**

ELEV_DIST_CANTa 0.29* –0.37*
aVariables transformed using natural logarithms

Table 2. Correlations (r) between precipitation and tempera-

ture and the different independent variables. Significant 

correlations: **99%, *95%

r r2 Variables

Precipitation 0.95 0.91 ZX5N, Y, Y_DIST_CANT, ELEV25

Temperature 0.94 0.89 ZX5W, X_DIST_MEDIT, ZX5S, ZX25S, X_ELEV

Table 3. Results of the stepwise multiple regression analysis
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The second local method (inverse distance weight-

ing interpolation) is based on the assumption that the

climatic value at unsampled point z(x) is a distance-

weighted average of the climatic values at sampling

points z(x1), z(x2), ..., z(xn), included in a radius around

z(x). The distance (di) between z(xi) and z(x) is the

weighting factor because, generally, climatic values

are more alike between the nearest points than

between distant points. This supposes that predictions

are obtained from the nearest sampling points.

(2)

where z(x) is the predicted value; z(xi) is the climatic

value of a neighboring weather station; dij is the dis-

tance between z(x) and z(xi); and r is the exponent of

the distance. Maps with r = 1, 2 and 3 were created.

The third local method used was splines. This

method is based on a family of continuous, regular and

derived functions adapted to the local variations of cli-

matic data. Splines are similar to the equations

obtained from the trend surfaces or regression-based

methods. The differences are that splines are not

obtained from all available weather stations but from

specific points defined by a radius around z(x) and that

they are an exact interpolator because the functions

are adapted to the climatic values at the sampled

points. Smoothing or tension parameters can be intro-

duced into the models, giving more or less smoothed

maps, but with predicted values always coinciding

with those observed at the weather station. For each

z(x), a new function is created according to the avail-

able sampling points within radius r. The functions are

adapted to the sampling points without loss of continu-

ity properties, because each function has an important

role in a particular region and a null weight outside.

The predicted value z(x) is determined by 2 terms:

(3)

T(x) is a polynomial smoothing term, and the second

term groups a series of radial functions, where ψj(ri) are

a known group of functions, and λj represents the

parameters whose explanation is given in Mitasova et

al. (1995).

(4)

where ϕ is the tension coefficient; CE is the Euler con-

stant (0.577215...); Ei is the exponential integral func-

tion; and

(5)

Spline algorithms are mathematically quite complex

but are standard in current GIS software. In this paper

the various spline interpolations were made using the

INTERPNT module of the MiraMon GIS. Tension and

smoothing parameters ϕ = 400, ϕ = 5000, T(x) = 0 and

T(x) = 400 were used.

3.4. Geostatistical methods

Geostatistical interpolation methods (or kriging)

assume that the spatial variation of a continuous cli-

matic variable is too irregular to be modeled by a

mathematical function, and its spatial variation could

be better predicted by a probabilistic surface. This

continuous variable is called a regionalized variable,

which consists of a drift component and a random but

spatially correlated component. The climatic value at

point z(x) is expressed by (Borrough & McDonnell

1998):

z(x) =  m(x) + ε’(x) + ε’’ (6)

where m(x) is the drift component that indicates the

structural variation of the climatic variable and ε’(x) are

the residuals, i.e. the difference between the drift com-

ponent and the sampling data values. These residuals

are spatially dependent, whereas ε’’(x) indicates the

spatially independent residuals. The predictions ob-

tained using kriging methods are based on a weighted

average of the data available in the n neighboring

weather stations. The weighting is chosen so that the

calculation is not biased and variance is minimum. Ini-

tially, a function that relates the spatial variance of the

climatic variable must be determined using a semi-var-

iogram model that adjusts the semi-variances between

the climatic values at different spatial distances.
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Variable Standardized (beta) coefficient

Precipitation

ZX5N 0.41

Y 0.64

Y_DIST_CANT –0.75

ELEV25 0.27

Temperature

ZX5W –1.13

X_DIST_MEDIT –0.31

ZX5S 1.12

ZX25S –0.25

X_ELEV –0.54

Table 4. Significant standardized (beta) coefficients of the in-

dependent variables included in the regression models for 

temperature and precipitation
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There are different types of kriging, and several

papers describe them in detail (Isaaks & Strivastava

1989, Goovaerts 1997, Borrough & McDonnell 1998).

Various geostatistical methods were used in this paper

for temperatures and precipitation interpolation (sim-

ple kriging, ordinary kriging, directional kriging, block

kriging, universal kriging and co-kriging with eleva-

tion as covariant). The GSTAT program (Pebesma &

Wesseling 1998) was used in variogram estimations

and final interpolations. Precipitation and temperature

semivariograms and cross-semivariograms, using ele-

vation as covariant, are shown in Fig. 3.

3.5. Mixed methods

Global methods are inexact interpolators, since the

predicted value z(x) does not coincide with the real

climatic data recorded at the weather stations. There 

is a known error in the final prediction (residual).

Ninyerola et al. (2000), Agnew & Palutikof (2000),

Brown & Comrie (2002), among others, used a correc-

tion method (interpolation of residuals) to obtain exact

climatic data from the weather stations:

residual =  observed data – predicted data (7)

The residuals must be interpolated to obtain correction

maps. Inverse distance weighting (r = 2) and splines with

tension (ϕ = 400) were used to interpolate the residuals of

the temperature and precipitation maps created by

means of a regression-based method. The sum of resid-

ual interpolation and predicted regression maps modi-

fies the initial results of the model, and real values can be

obtained at the locations of the weather stations:

observed data = predicted data + 
(8)

residual interpolation

Lastly, we applied a final interpolation method to

temperature mapping. Smart interpolation (Willmott &

Matsuura 1995) only uses elevation, as auxiliary data,

in the interpolation of temperatures, because of the

close relationship between the spatial distribution of

the 2 variables. This method assumes a constant influ-

ence of elevation within the entire study area and

starts with a temperature reduction at sea level, which

can be calculated from

sTi =  Ti + Γzi (9)

where Ti is annual average air temperature at weather

Stn i; Γ is average environmental lapse rate, which, ac-

cording to Willmott & Matsuura (1995), is 6.5 × 10–3 °C

m–1; zi is the elevation of Stn i; and sTi is the predicted an-

nual average air temperature at sea level for Stn i. Later,
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Fig. 3. Semivariogram models for precipitation and temperature, and cross-semivariogram models for precipitation

versus elevation and temperature versus elevation
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the values of sTi are interpolated using local methods. In

this paper 2 methods were used to obtain an average air

temperature map at sea level: inverse distance weight-

ing interpolation (r = 2) and splines with tension (ϕ =

400). Finally, the air temperature at grid point j is pre-

dicted using its elevation value, according to:

Tji =  sTji – Γzji (10)

where Tji is the predicted value at grid point i, and zji

is the elevation at grid point i.

3.6. Test and validation of climatic maps

Temperature and precipitation maps must be assessed

by statistics that indicate the degree of concordance be-

tween models and reality. Following Willmott’s (1982)

suggestion, we determined, through various statistical

calculations, the error between predictions obtained by

the different interpolation methods and the real data

recorded at the weather stations. Table 5 shows these

measurements, which include the coefficient of deter-

mination (r2) between real and predicted data as a first

calculation of the reliability of the model, and the inter-

cept–slope pair to indicate whether or not there is a bias

in the models. These measurements give a preliminary

idea of the model’s validity. Nevertheless, Willmott

(1982) emphasized that the relationship between r2 and

model performance is not well defined, and the magni-

tudes of r2 are not consistently related to the accuracy of

prediction. For this reason, other statistics were used to

determine the performance of each model, such as mean

bias error (MBE), mean absolute error (MAE) and root-

mean-square error (RMSE). Willmott (1982) suggests

that RMSE and MAE are among the ‘best’ overall mea-

sures of model performance, as they summarize the

mean difference in the units of observed and predicted

values. The problem is that RMSE provides a measure-

ment of model validity that places a lot of weight on high

errors, whereas MAE is less sensitive to extreme values.

Other accuracy measurements were also used to test the

temperature and precipitation models. Model efficiency

(EF), proposed by Greenwood et al. (1985), is calculated

on the basis of the relationship between the observed

and predicted mean deviations. If EF is close to zero, it

indicates that the mean value of the observations is more

reliable than the predictions, and the model has impor-

tant limitations. Finally, a relative and bounded measure

of model validity was used. The agreement index (D;

Willmott 1981) was used, because it scales with the mag-

nitude of the variables, retains mean information and

does not amplify outliers.

Nevertheless, not only statistical criteria were used

to determine the validity of the interpolated climatic

maps. Daly et al. (2002) emphasized that subjective

evaluation of the reasonableness of the maps is worth-

while. Direct empirical climatic knowledge can help

determine the models that reflect reality best, as long

as their statistical values are reasonable. Therefore,

subjective comments, based on our knowledge of spa-

tial distribution of precipitation and temperature in the

middle Ebro Valley, were also added.

4. RESULTS

4.1. Precipitation maps

Twelve representative examples of the 23 precipita-

tion maps created are shown in Fig. 4. Some common

spatial patterns can be observed. A clear north–south

precipitation gradient exists in all the maps, with high

precipitation in the north due to the greater influence of

the Atlantic disturbances there than in the rest of the

study area. The characteristic dryness in the center of the
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Statistical criteria Definitions:

N : no. of observations

O : observed value

O : mean of obs. values

P : predicted value

P 'i =  Pi – O

O'i =  Oi – O

Least-square regression Slope

Intercept

r2 = coefficient of 
determination

Mean bias error (MBE)

Root-mean-square error
(RMSE) 

Mean absolute error (MAE)

Model efficiency (EF)

Willmott’s D

Table 5. Statistical criteria used to assess the agreement of the 

models
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Fig. 4. Results of interpolation methods for annual mean precipitation (mm). (a) Trend surface (second order); (b) trend surface

(fourth order); (c) regression model; (d) Thiessen polygons; (e) inverse distance weighting (r = 2); (f) splines with tension; 

(g) smoothing splines; (h) ordinary kriging; (i) block kriging; (j) universal kriging with quadratic drift; (k) co-kriging; (l) regression 

model + residuals (inverse distance, r = 2)
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valley, where annual precipitation is less than 350 mm, is

well reflected too. The transition between the 2 climatic

environments is very abrupt, with close parallel precip-

itation bands on all the maps. There is also a north-

west–southeast transition, though less abrupt than the

north–south one, caused by the greater influence of the

Mediterranean flows over the eastern areas. Spatial dif-

ferences between the different models were also de-

tected. The trend surface maps (Fig. 4a,b) indicate the

general patterns of precipitation distribution in the study

area. How well they reflect reality is conditioned by the

polynomial order of the function used. Nevertheless,

both maps smooth the real distribution of precipitation

too much. In reality, it is more complex spatially.

The multiple regression model (Fig. 4c) shows more

spatial diversity, determined by the richness that the in-

clusion of topographic and geographic variables gives

to performance prediction. This model also shows the

north–south gradient, but with more spatial details,

generated by the relief configuration. Higher precipita-

tion values are recorded in the tabular relief in the cen-

ter of the valley, and more spatial differences than in

the other models are seen in mountainous areas.

The Thiessen polygons map (Fig. 4d) shows an

unreal spatial distribution of precipitation, with abrupt

limits between precipitation areas caused by the loca-

tion of the stations. Other local interpolators, such as

inverse distance weighting and splines, are very differ-

ent from the Thiessen polygon model. The spatial

smoothing is greater using splines (Fig. 4g) with visual

patterns similar to higher-order trend surface models.

The 4 geostatistical methods (ordinary kriging, block

kriging, universal kriging with quadratic drift and co-

kriging) differ little visually from each other. However,

greater spatial extension of low-precipitation areas

(<350 mm) is seen in the co-kriging (Fig. 4k) and block

kriging maps (Fig. 4i). Finally, the regression model,

corrected with residuals (Fig. 4l), differs little visually

from the original map (Fig. 4c).

The differences between predicted values and

observed mean annual precipitation in test stations are

shown in Fig. 5. The straight 45° line indicates absolute

coincidence between observed and predicted data. A

first approach to the accuracy of the models is deter-

mined using the coefficient of determination (r2)

between observed and predicted data on the different

maps. In general, there are few differences between

them (Table 6), but the lowest coefficients are

observed in the second-order trend surface (r2 = 0.82),

Thiessen polygons (r2 = 0.86) and inverse distance

weighting maps (r2 = 0.90). The regression map and

the different kriging models show the highest coeffi-

cients of determination between real and predicted

data (r2 = 0.95–0.96). However, in general, observed

and predicted data are similar in most of the models.

The results of the accuracy measurements in the

different precipitation models are shown in Table 6.

The first- and second-order trend surfaces and the

map created from the Thiessen polygon method can

be considered the worst models in statistical terms.

These models give the higher values of RMSE and

MAE and lower coefficients of determination

between observed and predicted data. EF and D indi-

cate poor results using these methods, especially in

the case of the first-order trend surface (EF = 0.25,

D = 0.71).

The differences in accuracy measurements between

third- and fourth-order trend surfaces and the regres-

sion model are small. The coefficients of determination

are similar in the 3 cases (r2 = 0.94 to 0.95), as are the

model efficiency (EF = 0.94) and agreement (D = 0.99)

indices. The regression model has a lower RMSE value

than other general methods; nevertheless the MAE

value is lower in the third- and fourth-order trend sur-

faces. This supposes that trend surfaces show the gen-

eral spatial patterns of precipitation distribution (indi-

cated by low MAE values), but that higher differences

than in the regression model are recorded at deter-

mined points, because RMSE is more sensitive to

extremes.

Of the local methods, different spline techniques pro-

duce the lowest errors, comparable to the errors found

with higher-order trend surfaces and the regression

model. Inverse distance weighting, whatever the expo-

nent used, and the Thiessen polygon maps have high er-

ror values which do not qualify them for precipitation

mapping in the middle Ebro Valley. The different krig-

ing models show lower error values than the rest of the

methods used in precipitation mapping (e.g. the models

obtained by block kriging and co-kriging show MAE

values of 15.80 and 16.19 mm, respectively), and the dif-

ferences between them are small, with good general re-

sults in all cases.

Finally, the regression map corrected using residual

interpolation shows error values similar to those in the

original model. Nevertheless, the RMSE and MAE sta-

tistics are slightly higher, while EF and D values are

lower.

According to the statistical results, the different

precipitation models indicate, in general, good

results. There are few differences between the maps.

There are, however, some methods that should be

rejected at once due to their unrealistic approxima-

tion of real data (Thiessen polygons and first-order

trend surfaces). Local methods (especially inverse

distance weighting) also conflict with reality and

show marked differences with global and geostatisti-

cal methods, with the latter having less statistical

error (RMSE and MAE), and greater EF and D with

real data.
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Fig. 5. Differences between observed and predicted values for precipitation (mm) in different models
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4.2. Temperature maps

Twelve representative examples of the 25 annual

mean temperature maps are shown in Fig. 6. The gen-

eral spatial patterns are more complex than those in

the precipitation maps, although a north–south gradi-

ent is also detected. Coldest temperatures are found in

the north of the study area, while high thermal values

are shown in the center of the valley, coinciding with

the lowest elevation areas. Low thermal values also

appear in the southeast, coinciding again with a moun-

tainous relief. Large spatial differences between the

diverse interpolated maps are observed. Trend surface

interpolations (Fig. 6a) indicate the general distribu-

tion of temperatures in the study area, with high ther-

mal values in the center of the valley and low temper-

atures in the north and southeast mountainous chains.

The Smart interpolation (Fig. 6b) shows a spatial distri-

bution of temperatures mainly determined by the

topography of the study area. The highest elevations

have the lowest mean temperatures (T < 12°C),

whereas lower areas have the highest. Although the

multiple regression model (Fig. 6c) also shows a cer-

tain relief incidence, the spatial distribution of temper-

atures is not explained just by elevation, as in the

Smart interpolation model. In the regression model

map, the highest elevations (northern sector) also have

the lowest temperature values, but there are areas

where the elevation increase is not accompanied by a

decrease in thermal values (NW areas and eastern

relief). The inclusion of other geographic and topo-

graphic variables, mainly distance from water, intro-

duces an aspect which was ignored by the Smart inter-

polation, but improves the prediction. The regression

model map shows that being closer to the Mediter-

ranean Sea determines higher temperatures in the

eastern areas, which means that elevation is not the

only variable affecting the spatial distribution of tem-

peratures in the middle Ebro Valley.

The Thiessen polygon map (Fig. 6d) is chaotic and far

removed from our empirical knowledge of the distribu-

tion of temperatures in the valley. The inverse distance

weighting (Fig. 6e) and spline methods (Fig. 6f,g) give

great spatial heterogeneity, with some marked ‘fried

egg’ effects as a consequence of the spatial distribution

of stations. The temperature distribution is highly

smoothed in these models, which do not reflect the real

spatial diversity that relief produces. Despite this, lower

thermal values are also shown in the mountainous

northern relief, and higher values in the eastern areas

nearest to the Mediterranean. Similar maps are ob-

tained by the different kriging methods, although these

maps show higher smoothness in temperature values

than local interpolations. The results of the different

geostatistical methods vary considerably. The map ob-

tained by means of universal kriging with quadratic

173

Model Mean r2 Slope Intercept RMSE MBE MAE EF D

Trend surface (first order) 455.84 0.30 0.39 284.61 94.24 15.17 78.42 0.25 0.71

Trend surface (second order) 444.71 0.82 0.89 54.28 46.73 4.04 39.96 0.81 0.95

Trend surface (third order) 438.87 0.95 1.04 –18.43 27.26 –1.80 22.09 0.94 0.99

Trend surface (fourth order) 442.77 0.94 1.02 –6.39 27.50 2.11 20.16 0.94 0.98

Trend surface (fifth order) 441.40 0.93 1.03 –11.46 30.42 0.73 22.73 0.92 0.98

Regression model 446.12 0.95 1.01 0.80 26.13 5.45 22.38 0.94 0.99

Thiessen polygons 444.46 0.86 0.94 29.97 41.81 3.80 37.53 0.85 0.96

Inverse distance weighting (r = 1) 446.14 0.88 0.79 99.25 39.35 5.48 30.21 0.87 0.96

Inverse distance weighting (r = 2) 446.57 0.90 0.90 49.89 34.49 5.90 26.73 0.90 0.97

Inverse distance weighting (r = 3) 446.58 0.89 0.95 27.61 37.08 5.91 29.84 0.88 0.97

Splines with tension (ϕ = 400) 446.47 0.94 0.95 25.99 28.29 5.80 22.46 0.93 0.98

Splines with tension (ϕ = 5000) 445.35 0.93 0.87 60.95 29.98 4.68 23.80 0.92 0.98

Smoothing splines [T(x,y) = 0] 447.24 0.92 1.04 –10.00 33.36 6.57 27.06 0.91 0.98

Smoothing splines [T(x,y) = 400] 452.95 0.95 0.91 52.21 27.25 12.28 20.98 0.94 0.98

Simple kriging 444.12 0.96 0.99 7.18 22.52 3.45 16.55 0.96 0.99

Ordinary kriging 446.27 0.95 1.01 1.10 24.49 5.61 18.46 0.95 0.99

Block kriging 444.40 0.96 1.00 4.40 22.03 3.74 15.80 0.96 0.99

Ordinary kriging with anisotropy 443.64 0.95 0.89 51.96 25.86 2.97 19.71 0.94 0.98

Universal kriging with linear drift 447.86 0.95 1.03 –7.11 26.10 7.19 20.51 0.94 0.99

Universal kriging with quadratic drift 446.22 0.95 1.05 –15.40 27.12 5.55 21.55 0.94 0.99

Co-kriging 444.11 0.96 1.00 2.13 22.11 3.44 16.18 0.96 0.99

Regression model + residuals 447.78 0.95 1.06 –17.42 28.21 7.11 22.57 0.93 0.98

(inverse distance, r = 2)

Regression model + residuals 448.23 0.95 1.07 –23.55 29.60 7.56 23.43 0.93 0.98

(splines with tension, ϕ = 400)

Table 6. Accuracy measurements for precipitation models. Mean, MBE, RMSE and MAE are expressed in mm
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Fig. 6. Results of interpolation methods  for annual mean temperature (°C). (a) Trend surface (fourth order); (b) Smart interpola-

tion (inverse distance, r = 2); (c) regression model; (d) Thiessen polygons; (e) inverse distance weighting (r = 2); (f) splines with

tension; (g) smoothing splines; (h) ordinary kriging; (i) block kriging; (j) universal kriging with quadratic drift; (k) co-kriging; 

(l) regression model + residuals (inverse distance, r = 2)
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drift (Fig. 6j) shows an area of low temperatures in the

south that does not appear on the maps obtained with

ordinary kriging (Fig. 6h) and block kriging (Fig. 6i).

Co-kriging interpolation (Fig. 6k) enhances this band

and extends it to the center of the valley.

The regression model corrected using residuals indi-

cates few differences from the original model. We

should only note that there are fewer areas with mean

temperature above 15°C in the east than in the original

model, while in the west higher temperatures are

predicted.

Fig. 7 shows the differences between the observed

annual temperatures in the test stations and the pre-

dictions obtained with the different methods. In gen-

eral, the differences between real and predicted val-

ues are higher than the results shown in the

precipitation analysis, and the coefficients of determi-

nation are lower than those for the precipitation maps.

The values predicted by the fourth-order trend surface

are significantly different (r2 = 0.68) from the tempera-

tures recorded at the test stations. In the case of the

Smart interpolation, the coefficient is even lower (r2 =

0.55), while the highest coefficients are found for the

regression model (r2 = 0.75) and in the same model cor-

rected by residual interpolation (r2 = 0.74). The

Thiessen polygon method has r2 = 0.63. Curiously, the

observed and predicted values in this map, whose spa-

tial distribution is very far from the real temperature

distribution, are much closer than on those in other,

more realistic maps, such as the Smart interpolation,

the universal kriging or the co-kriging maps. Finally,

kriging methods show low coefficients of determina-

tion in relation to the precipitation results. In the tem-

perature analysis, the coefficients oscillate from r2 =

0.39 for the co-kriging map to r2 = 0.63 for the block

kriging model.

For the temperature analysis, the accuracy measure-

ments are shown in Table 7. All measurements indi-

cate less coincidence between real and predicted val-

ues than for precipitation and show the great difficulty

of mapping annual mean temperatures in the middle

Ebro Valley. The models differ from each other in

important ways. The coefficients of determination, the

initial adjustment measurement between observed

and predicted data, show that the higher values corre-

spond to the regression model (r2 = 0.75) and to the

same map corrected by residual interpolation using

inverse distance weighting (r2 = 0.74). The lowest coef-

ficients of determination are shown in the third-order

trend surface (r2 = 0.48), co-kriging (r2 = 0.39) and

Smart interpolation, using inverse distance weighting

(r2 = 0.55) and splines (r2 = 0.52) to map the average

annual air temperature at sea level.

Among the global methods, the regression model is

the closest to the climatic data observed at the test sta-

tions. Even though D is equal in fourth- and fifth-order

trend surface models and in the regression model (D =

0.87), EF is higher in the regression model (EF = 0.56),

and the error statistics (MAE and RMSE) are lower. In

relation to local methods, the inverse distance weight-

ing (r = 2) is the most accurate, in that it is closest to the

real data observed at the test stations. Although D is

higher using r = 3 (D = 0.81), the use of r = 2 indicates

lower values of RMSE and MAE and higher values of r2

and EF. The models obtained from spline methods

show higher errors than the maps created by inverse

distance weighting and, curiously, those created by the

Thiessen polygon method, which in spite of its chaotic

shape (Fig. 6) shows better accuracy measurements

than other methods. The different kriging methods

show similar results, although co-kriging produces the

worst map of all the models performed. As in the pre-

cipitation analysis, the correction of regression models

using residuals does not improve the original model.

The Smart interpolation method gives a bad result, in

that the RMSE values are higher than 0.7°C and the EF

values are less than 0.35. Therefore, Smart interpola-

tion does not seem an adequate method to perform

temperature map models in the middle Ebro Valley,

although temperatures correlate significantly with ele-

vation (r = –0.74) in this area.

5. DISCUSSION AND CONCLUSIONS

The availability of high-quality climatic maps is a key

issue for agricultural and hydrological management in

many regions of the world, especially in Mediterranean

areas, where water is a primary resource. The creation

of digital grid maps makes it possible to obtain climatic

information at any point, whether there is a weather

station there or not. In this study, we show that the cre-

ation of climatic maps must start with an application of

different mapping techniques and then a comparison of

the results to determine the validity of the final models.

This process is very important, because subsequent

agricultural or hydrological decisions may differ de-

pending on the information available.

The best method varies as a function of the area and

the spatial scale desired for mapping. Areas of great

topographic complexity and regions with contrasting

atmospheric or oceanic influences present more

problems than flatter areas or regions with constant

atmospheric patterns. Nevertheless, regardless of geo-

graphic characteristics, we must start from a compari-

son of interpolation techniques to select the best possi-

ble model, because even in areas in which geographic

differences and spatial climatic diversity are signifi-

cant (e.g. the middle Ebro Valley), the differences

between the models can be marked. Moreover, the
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Fig. 7. Differences between observed and predicted values for temperature (°C) in different models
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best mapping method may change as a function of the

climatic variable mapped, because the factors that

determine spatial distribution may differ for different

variables. In this paper, we show that in the middle

Ebro Valley the results of the same interpolation meth-

ods differ considerably according to whether tempera-

ture or precipitation is being mapped.

Topographic, geographic and atmospheric factors,

which determine the spatial distribution of the climatic

variables, condition the difficulty of map creation. For

example, mapping annual mean temperatures is easier

than minimum temperatures, because to predict the

latter, situations such as thermal inversions would

have to be included (Daly et al. 2002). This is especially

true in lower-elevation areas such as the center of the

middle Ebro Valley, where these situations are very

common. We obtained better predictions using precip-

itation mapping than using temperature mapping,

unlike Goodale et al. (1998), Agnew & Palutikof (2000)

or Ninyerola et al. (2000). Their regression models of

temperatures and precipitation in the Mediterranean

Basin, Catalonia (Spain) and Ireland, respectively,

showed that precipitation mapping gave more prob-

lems than temperature mapping. In the middle Ebro

Valley, the relationships between geographic and

topographic variables and the spatial distribution of

temperature can be more complex than those for pre-

cipitation. The main topographic factor, elevation, has

less influence on the temperature distribution in the

middle Ebro Valley than in other areas. Here, the coef-

ficient of determination (r2) between temperature and

elevation is only 0.55, less than that for precipitation

(r2 = 0.64). The poor results shown by Smart interpola-

tion and co-kriging, the 2 methods that consider eleva-

tion as the only auxiliary variable in temperature

interpolation, underline how elevation is not the only

variable that conditions the spatial distribution of

temperature in the study area.

The selection of the temporal scale can have impor-

tant effects on interpolation results. As climate varies

richly, on a seasonal, monthly or even daily temporal

scale, the validity of an interpolation technique could

change according to the time frame. Because of this, the

selection of the best method may depend on the tempo-

ral scale used. For example, Agnew & Palutikof (2000)

show that spatial variance explained by different re-

gression models, in order to obtain temperature and

precipitation seasonal maps in the Mediterranean

Basin, varies significantly between one station and an-

other. Ninyerola et al. (2000) also show that the validity
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Model Mean r2 Slope Intercept RMSE MBE MAE EF D

Trend surface (first order) 13.84 0.64 0.44 7.62 0.65 –0.34 0.50 0.42 0.77

Trend surface (second order) 14.03 0.55 0.72 3.82 0.63 –0.16 0.55 0.46 0.84

Trend surface (third order) 13.93 0.48 0.77 3.07 0.76 –0.25 0.60 0.22 0.81

Trend surface (fourth order) 13.84 0.68 0.81 2.40 0.61 –0.35 0.53 0.50 0.87

Trend surface (fifth order) 13.92 0.65 0.86 1.79 0.62 –0.26 0.51 0.49 0.87

Smart interpolation 13.98 0.55 0.85 1.99 0.70 –0.20 0.57 0.33 0.84

(inverse distance, r = 2)

Smart interpolation 14.01 0.52 0.82 2.38 0.71 –0.18 0.58 0.31 0.83

(splines with tension, ϕ = 400)

Regression model 14.13 0.75 0.82 2.60 0.58 –0.06 0.46 0.56 0.87

Thiessen polygons 13.91 0.63 0.75 3.27 0.61 –0.27 0.49 0.50 0.86

Inverse distance weighting (r = 1) 13.89 0.69 0.57 5.84 0.57 –0.29 0.46 0.55 0.84

Inverse distance weighting (r = 2) 13.86 0.72 0.65 4.66 0.56 –0.32 0.46 0.57 0.86

Inverse distance weighting (r = 3) 13.84 0.71 0.71 3.81 0.58 –0.34 0.47 0.55 0.87

Splines with tension (ϕ = 400) 13.86 0.64 0.63 4.90 0.61 –0.32 0.49 0.50 0.84

Splines with tension (ϕ = 5000) 13.91 0.66 0.59 5.57 0.58 –0.28 0.47 0.55 0.85

Smoothing splines [T(x,y) = 0] 13.85 0.49 0.70 3.90 0.74 –0.33 0.62 0.26 0.81

Smoothing splines [T(x,y) = 400] 13.90 0.58 0.68 4.28 0.64 –0.29 0.54 0.45 0.84

Simple kriging 13.89 0.62 0.65 4.71 0.61 –0.30 0.52 0.50 0.84

Ordinary kriging 13.91 0.62 0.66 4.55 0.60 –0.28 0.50 0.51 0.85

Block kriging 13.88 0.63 0.65 4.71 0.61 –0.31 0.52 0.50 0.84

Ordinary kriging with anisotropy 13.79 0.71 0.64 4.65 0.61 –0.39 0.51 0.49 0.84

Universal kriging with linear drift 13.84 0.61 0.71 3.71 0.65 –0.34 0.51 0.43 0.84

Universal kriging with quadratic drift 13.89 0.57 0.74 3.39 0.66 –0.29 0.54 0.40 0.84

Co-kriging 14.00 0.39 0.68 4.33 0.80 –0.19 0.63 0.13 0.78

Regression model + residuals 14.00 0.74 0.82 2.65 0.62 –0.18 0.50 0.48 0.85

(inverse distance, r = 2)

Regression model + residuals 13.98 0.70 0.76 3.52 0.67 –0.20 0.54 0.44 0.82

(splines with tension, ϕ = 400)

Table 7. Accuracy measurements for temperature models. Mean, MBE, RMSE and MAE are expressed in °C
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of regression models and the explanatory variables

changes substantially according to the month of the

year and the climatic variable modeled. Seasonal

changes in direction and intensity of the wind flows

may complicate spatial modeling of temperatures and

precipitation: leeward slopes in winter can become

windward slopes in summer and vice versa. The prob-

lem is greater when creating daily maps, due to very

high daily spatial and temporal climatic variability (e.g.

convective precipitation, local thermal inversions and

different directions of wind flows on consecutive days).

As the same analysis can give different results in dif-

ferent areas, prior tests need to be established to deter-

mine the most adequate method in each case. In moun-

tainous areas and in regions with complex atmospheric

influences, the global trend surfaces, the local interpo-

lators and geostatistics which do not use external vari-

ables, do not show the spatial richness of climate at

local scales and do have higher errors in prediction

(Hevesi et al. 1992, Ishida & Kawashima 1993,

Martínez-Cob 1996, Pardo-Igúzquiza 1998). This is

true for the middle Ebro Valley too. The use of the dif-

ferent topographic and geographic factors that deter-

mine the spatial distribution of climatic variables

makes it possible to map more local climatic features.

The creation of models establishing empirical relation-

ships between variables enables us to make maps that

reflect the real spatial richness of the climatic data,

whereas the other methods smooth the final results

much more. Nowadays, multiple regression method is

very common in the mapping of climatic variables,

because it adapts to almost any space and usually

generates adequate maps (Vogt et al. 1997, Goodale et

al. 1998, Ninyerola et al. 2000).

In the middle Ebro Valley, we showed that the inclu-

sion of several variables in temperature and precipita-

tion mapping leads to maps that reflect reality more

closely; for example, elevation is insufficient in ex-

plaining the spatial distribution of climatic variables.

Distance from water bodies can be a determining fac-

tor in the prediction of precipitation and temperature.

Distances from the Mediterranean and Cantabrian

Seas, included in temperature and precipitation

regression models, gave excellent results in both cases.

In local or geostatistical methods, the influence of sea

distance was also noted, with higher temperatures

near the Mediterranean and higher precipitation

closer to the Cantabrian Sea. Nevertheless, the effects

that relief and distance from water bodies exercise

jointly on climatic distribution were only reflected well

on the regression maps, which shows that the effects of

relief differ as a function of geographical location and

the influence of other variables. In addition, the influ-

ence of relief on the distribution of climatic variables in

the study area was not spatially homogeneous.

Other factors modify more locally the values of cli-

matic variables. For example, the aspect of the differ-

ent areas to air-flow directions (e.g. steep, bulky fea-

tures oriented normal to the average air flow generally

cause steeper precipitation–elevation slopes than low,

gently rising slopes parallel to the air flow). Brundsdon

et al. (2001) indicated that the relationship between

precipitation and elevation changes significantly

according to wind direction. Konrad (1996) also

showed variations in the spatial distribution of precipi-

tation as a function of the dominant wind flows within

the United States. In the middle Ebro Valley, the

atmospheric patterns and the direction of the wind

determine the spatial distribution of climatic variables.

This is shown by the inclusion of related variables

(ZX5N, ZX5W, ZX5S and ZX25S). The mountain ranges

located in the northern area receive greater precipita-

tion during the seasons, with intense westerlies and

low pressures associated with polar fronts (winter),

whereas the southeastern areas are affected by

Mediterranean flows (more intense in fall). The same

atmospheric factors condition precipitation distribution

in the flattest areas, but there is great uncertainty

about the type of dominant influence, because in some

years Mediterranean patterns prevail, while in others

NW flows are dominant (Creus 1983).

As far as statistical results are concerned, in the mid-

dle Ebro Valley the different precipitation models show

few statistic differences, including the models that do

not utilize auxiliary (topographic or geographic) infor-

mation, such as several of the different kriging meth-

ods, give good results and are consistent with observed

values. Nevertheless, on the basis of our knowledge of

the climate in the region, we state that the regression

model map shows high diversity at a local scale, which

is closer to reality. This model shows, for example,

higher precipitation in the marginal relief in the center

of the valley than in surrounding areas, as well as local

details in the precipitation in the mountainous relief of

the northern and SE sectors. Moncayo mountain (west

of the study area) is an ‘island of high precipitation’ in

the valley, and it is only recognized in the regression

model.

For temperature mapping, it has been shown that the

distribution of annual means is highly conditioned by

topographic factors, fundamentally elevation, but also

by distance to seas and oceans, and by the presence of

topographic shadows at different spatial scales. Using

only elevation as the auxiliary information when map-

ping, as in Smart interpolation and co-kriging, leads to

worse results than when other variables are included.

Even though the accuracy measurements give small

differences between the final regression model and

the maps obtained from local interpolations, it is better

to use the map obtained by applying the empirical
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regression model, because it provides a more accurate

reflection of thermal diversity at a local scale. In addi-

tion, regression-based methods are not as conditioned

by the location of the weather stations as local and geo-

statistical methods, which give better predictions in

areas with low spatial density of available data.

Although the topography of the middle Ebro Valley

is not very complex, geographic differences and spatial

climatic diversity are significant (Vicente & Cuadrat

2001). The annual temperature and precipitation maps

developed here can be very useful for hydrological and

agricultural management in the region (CIRCE 2001).

These maps must be the first step in the creation of a

more complete spatial climatic database, which in-

cludes the diversity offered by seasonal or monthly

temporal scales, and of temporal map series (New et al.

2000, Brown & Comrie 2002). The latter, which are

very useful for planning, expand our understanding of

spatial climatic complexity and its variation over time

in the study area.

The main conclusion to be drawn from this paper is

that, given the importance of making climatic maps that

correspond closely to reality, different interpolation

methods need to be tested before the most appropriate

scheme for a given area and climatic variable is selected.

The versatility of the geographic information systems

and the inclusion of most major interpolation methods in

common software packages make the process of pro-

ducing and comparing climatic maps easier. Reliable cal-

culations for agricultural and hydrological management,

and the improvement of climatic models at local scales,

can thus be obtained with increased efficiency.
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