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  ABSTRACT 

Devanagari has been widely adopted across India and Nepal to write Sanskrit , Marathi , Hindi , Hindi dialects , 

Konkani , boro and various Nepalese languages. Millions of people all in India use this script for writing 

documents in Hindi and Marathi. Many of the Indian mythology is written in this script. Therefore, it has 

received a tons of popularity over the decades. In this paper, we have taken a dataset of handwritten 

Devanagari characters which consist of 61200 handwritten photographs of the characters. Along with the 

dataset we have also proposed the deep learning algorithms for recognition of those characters named as 

“multi-layer perceptron classifier“, “Random Forest classifier“  and “ K-Nearest Neighbor classifier “. The sole 

purpose of this paper is to compare all the three classifiers on the basis of their accuracy for recognition of the 

images and to come up with the best one.  
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I. INTRODUCTION 

Recognition of handwritten characters has been an extremely popular research area for many years because of 

its different application potentials [1]. It is getting a high amount of attention because of its wide range of 

applications. India is a multi-script multi-lingual country and have 22 languages. Eleven Scripts are used to 

write these 22 languages and in these Devanagari is the most popular Script in India. Many approaches have 

been proposed by the researchers towards handwritten character recognition and many recognition system for 

isolated numerals/characters. The Devanagari Script has different characters such as complexity in shape, 

presence of modifiers, similarities between characters which makes it difficult to recognize.  

The recognition system techniques associate a symbolic identity with the image of a character. These 

characters are then preprocessed and after preprocessing of characters features are extracted from them. 

Features which are extracted from the characters are then encoded to the structural characteristics of the 

character shape. 

The handwritten character recognition is classified into two parts :- 

1. Online character recognition:  

In online character recognition the characters are written as soon as they are recognized. It gives better 

performance than offline character recognition as it does not have to locate the character and also have time 

information.  

This process consist of three main steps i.e. Image segmentation , extraction of features and classification. On 

every step different algorithms and methods are used. 

2. Offline character recognition: 

Offline character recognition is further divided into following: 

a. Printed characters recognition 

b. Handwritten character recognition 

The classification of handwritten character recognition is more difficult due to the shape of characters, greater 

variation of character symbol and quality of image. Because of great variation of characters he writing style also 

changes from person to person which in turn results in difficulty in recognition. This process consist of four 

main steps i.e. image Acquisition, Data preprocessing , feature extraction and classification.[2] 

The recognition of handwritten Devanagari characters using convolutional neural networks and Dense neural 

networks for extracting features and various multiclass classifiers such as MLP () classifier , Random forest 

classifier and KNN() classifier for classifying characters. The used dataset consist of 36 unique Devanagari 
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characters with 1700 images of specific character is being used for training as well as testing the model. 

Predicting each character by the full image. 

II. RELATED WORK 

Comparative Study of Devnagari Handwritten Character Recognition using Different Feature and Classifiers:- 

This paper contains a comparative study of 12 different classifiers for recognizing handwritten Devanagari 

characters and it has been concluded that mirror image learning gave best results among all the 12 classifiers 

and showed highest results which was 95.19% accuracy [3] . 

Devanagari Handwritten Character Recognition using Hybrid Features Extraction and Feed Forward Neural 

Network Classifier (FFNN) 

In this paper a 100 image dataset is evaluated for recognition of the characters. It proposed the final method 

and the framework using combination of different features like efficient FFNN and appropriate segmentation 

method. It concluded that FFNN have gave the best accuracy (i.e. 91.3%)  than others [4]. 

The third most popular language in the world after Chinese and English is Indian national language Hindi 

(Devanagari script). 

Some of the leading institutes in India doing research on Devanagari OCR are International Institute of 

Information Technology in Hyderabad,  the Indian Statistical Institute in Kolkata, the Indian Institute of Science 

in Bangalore and the Indian Institute of Technology in New Delhi. [5] 

III. METHODOLOGY 

This paper uses CNN (convolutional neural network) and DNN(Deep neural network) for extracting features 

and some classifiers are proposed for classifying the image. 

 

Figure 1: steps for recognition 

1. Image Acquisition :- 

Image Acquisition :- scanning of images 

Due to a huge growth in technology now a days we have a good digital camera on our such a smaller devices 

such as mobile phones. The image which is clicked from the mobile phone is almost better for preprocessing of 

image. Some issues while capturing the image using digital camera are blurring , shadows and text-skewing. 

These issues can be rectified by using some image enhancement techniques.[6] 

2. Preprocessing data :-  

Preprocessing data :- noise removal , binarization , slant angle correction, resize  

To enhance and to make it suitable preprocessing performs series of operation[7]. Preprocessing step involves 

Gray into binary conversion by using threshold value obtained by Otsu’s method noise removal generated 

during document generation [8]. 
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Some filters like mean filter , min-max filter, gaussian filter, etc. can be used for the removal of noise from the 

image. Binarization changes the colored or gray scale image to black and white image. If the document is not 

perfectly horizontally aligned, so it can be aligned by using slant angle correction. To improve the speed of 

processing and to reduce dimensions we can resize the document. But the drawback of reducing the 

dimensions of image is that we may remove some of the useful features too. 

3. Extracting features :- 

The features should be selected in such a way that it minimizes the intra-class variability and maximize the 

inter-class discriminability in the feature space. CNN has been the best for the feature extraction neural 

network. The scope has been tested and experimented by using dense neural network in the combination to 

CNN. Activation layer used are  

Input and hidden layers :- “RELU” 

Output layer :- “SIGMOID” [9] 

 
Figure 2: Architecture of neural network 

 

Fig 3: Architecture of CNN 

4. Classifying :-  

The extracted features from neural network layers are then passed to different classifiers. The extracted 

features are taken as input to the neural network . the classifiers compare the input features with the stored 

pattern and finds the most matching class for input.[10] 

5. Prediction :-  

In this paper the model is trained on full character handwritten images of Devanagari character with high 

accuracy. So we can predict the output by using different classifiers. 
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IV. RESULTS AND DISCUSSION 

          

           Figure 4: Bar Graph on Accuracy of classifiers                                   Figure 5: Pie chart on accuracy 

              

                  Figure 6: Accuracy based on time(in secs)                                                    Figure 7: Accuracy  

V. CONCLUSION 

From the above experiment it is clearly visible that random forest classifier have shown most accuracy that the 

other two. If we see according to the time so it can be concluded that KNN takes lesser time to give the output 

so the speed is higher in KNN, whereas on the other hand random forest classifier took the maximum time to 

give the output. MLP classifier with 75.3% accuracy , random forest classifier with 77.6% accuracy and KNN 

classifier with 76.9% accuracy on the basis of these experimental results random forest has shown its best 

performance. And overall KNN is also good for the character recognition because it took lesser time and shown 

a certain good amount of accuracy.  
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