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Abstract— 3D range sensing is one of the important topics
in robotics, as it is often a component in vital autonomous
subsystems like collision avoidance, mapping and semantic
perception. The development of affordable, high frame rate
and precise 3D range sensors is thus of considerable interest.
Recent advances in sensing technology have produced several
novel sensors that attempt to meet these requirements. This
work is concerned with the development of a holistic method
for accuracy evaluation of the measurements produced by such
devices. A method for comparison of range sensor output to
a set of reference distance measurements is proposed. The ap-
proach is then used to compare the behavior of three integrated
range sensing devices, to that of a standard actuated laser range
sensor. Test cases in an uncontrolled indoor environment are
performed in order to evaluate the sensors’ performance in a
challenging, realistic application scenario.

I. INTRODUCTION

In recent years, a multitude of range sensing devices

have become available at more affordable costs. Notably, 2D

laser range sensors have demonstrated reliable performance

and therefore have been widely used for both research and

industrial applications. As the complexity of application

scenarios considered in mobile robotics increases, so does

the use of 3D range sensors. Although precise commercial

3D laser sensors are available, their prohibitively high cost

has limited their use. Actuated laser range finders (aLRF)

have thus been the most widely used 3D range sensors in

the mobile robotics community. Usually aLRF sensors utilize

commercially available 2D laser sensors of high accuracy and

well known precision, resulting in a reliable measurement

system. Nevertheless, aLRF sensors have several disadvan-

tages — the lack of commercial availability of an integrated

system, slow refresh rates on the order of 0.1Hz, a high

weight and a high number of moving parts.

Several competing sensor technologies that attempt to

solve the problems of aLRF systems have been proposed. Re-

cently, time-of-flight (ToF) and structured light cameras have

become more available and more widely used. ToF sensors

operate by emitting modulated infrared light and measuring

the phase shift of the reflected signal. Typically, ToF cameras

can deliver dense range measurements at high frame rates of

up to 50Hz. Structured light cameras can produce similar

measurements, using a projected pattern that is observed by

a CCD camera with a known baseline distance. Although

the ToF and structured light sensor technologies have a lot

of potential for use in mobile robotics, both are affected by

several error sources. It is thus very important to evaluate

the accuracy of these emerging sensors, compared to that of

the actuated LRF.

Over the course of development of ToF sensors, several

works have evaluated their accuracy, in the context of sensor

calibration. Kahlmann [1] proposes several calibration rou-

tines for the SwissRanger SR-2 and SR-3000 cameras. In or-

der to evaluate their effect on the range measurement quality,

he proposes to scan a flat wall and compare offsets from the

expected distance. Later, several precisely engineered optical

calibration setups, as well as a calibration track line are

used. Linder et. al. also use standard optical calibration set-

ups (checkerboard images), in order to calibrate PMD ToF

cameras [2]. Fuchs et. al. [3] evaluate distance accuracy using

a modified checkerboard pattern and a pair of ToF cameras

mounted on an industrial manipulator. Chiabrando et. al. [4]

perform a comprehensive evaluation of the SR-4000 ToF

camera, also using a pre-fixed optical calibration pattern and

a tilted calibration board. While these set-ups constitute an

important test case for ToF cameras, they do not capture the

complexity of typical uncontrolled environments encountered

by mobile robots. May et. al. [5] consider several real-world

environments and measure the distance to well known objects

in these set-ups, resulting in a more complete accuracy

evaluation. Several works have also implicitly evaluated the

accuracy of ToF ranging systems by considering their utility

in the context of mapping [6] [7], obstacle avoidance [8] and

object modeling [9].

Prior work dealing with the accuracy of ToF systems has

uncovered complex error sources. Features of the environ-

ment, such as dark textures, sharp edges, foreground objects

and distant bright objects, all introduce measurement errors

in the obtained ranges. Although investigations into struc-

tured light camera accuracy are lacking, similar complexity

of the error sources may be expected. Thus, the evaluation of

both ToF and structured light cameras in strictly controlled

environments and engineered test scenarios may not properly

reflect on their performance in a real world setting. It is

therefore important to develop a procedure for a holistic

evaluation of novel range sensing devices for the purposes

of mobile robotics applications.

This work extends a recently proposed method for spa-

tial representation accuracy evaluation [10] to perform a

comparison of range sensor measurements. Three integrated

3D range sensors — the SR-4000 and Fotonic B70 ToF

cameras and the Microsoft Kinect structured light camera are

compared to a standard aLRF sensor. This article proceeds

with a description of the accuracy evaluation approach. Sec-

tion III describes the test setup and evaluation environments

considered. Section IV presents an analysis of the obtained

results, followed by a summary of the major contributions.



II. ACCURACY EVALUATION

In order to objectively compare the performance of differ-

ent 3D range sensors, a well-defined framework is needed. It

is also important to define well-formed comparison criteria

and obtain meaningful, easy to interpret statistical results.

The main objective of this work is to propose a method

to compare the accuracy of range measurements in an

uncontrolled environment, closely related to the application

scenario in which the sensors are to be used.

The information returned by 3D range sensors consists

of discrete samples from a real world environment. Due to

differences in sensing methodology, position and orientation

of the devices, the discrete points obtained by each sensor

do not correspond to precisely the same physical locations.

Thus, a simple, per-point distance error would not be an

accurate measure of the discrepancies between different sen-

sors. Rather, in order to compare a test point set Pt to a ref-

erence measurement Pr, a continuous model M(Pr) should

be used. The model M should be capable of evaluating the

occupancy of any arbitrary point in the field of view of the

sensor. Several alternative probabilistic modeling techniques

could be used for constructing M. Building on previous

results in spatial representation accuracy evaluation [10],

the Three-Dimensional Normal Distributions Transform (3D-

NDT) is chosen for constructing the reference model M(Pr).

A. The Three-Dimensional Normal Distributions Transform

(3D-NDT)

The Normal Distributions Transform was originally de-

veloped in the context of 2D laser scan registration [11].

The central idea is to represent the observed range points

as a set of Gaussian probability distributions. In order to

better account for outliers in the data, a mixture of a

Gaussian distribution and a uniform distribution may also be

used [12]. NDT has been extended to three dimensions [13]

and applied to the domains of 3D scan registration [14] and

loop detection [15], as well as change detection [16] and

path planning [17]. One of the key advantages of the 3D-

NDT is the fact that it forms a piecewise smooth spatial

representation, resulting in the existence of analytic deriva-

tives. Consequently, standard optimization methods can be

employed to produce state-of-the-art registration of 3D point

clouds using the 3D-NDT representation [14].

Assuming that a set of n point samples P = {(xi, yi, zi)}
has been drawn from a Gaussian distribution N (µ,Σ), the

maximum likelihood estimates of the covariance and mean

can be obtained from the observations:

µ =
1

n

i=n
∑

i=0





xi

yi
zi



 (1)

M =





x0 − µx .. xn − µx

y0 − µy .. yn − µy

z0 − µz .. zn − µz



 (2)

Σ =
1

n− 1
MMT (3)

The 3D-NDT partitions space into a set of disjoint voxels

and fits a Gaussian distribution to the points in each cell.

In order to obtain a well-fitting estimate, it is important

to choose a discretisation strategy that would permit for

each distribution to be well supported by the observations

in P . The most typical implementation of 3D-NDT utilizes

a regular grid, though the use of an OcTree data structure of

irregular cell size is also possible [15]. As shown previously,

the spatial indexing used has an effect on the representation

accuracy of the 3D-NDT [10], as well as on the speed and

accuracy of the registration algorithms that utilize it [15].

B. Comparing Range Sensor Accuracy using the 3D-NDT

Prior work in evaluating the discriminative capabilities

of the 3D-NDT [10] has demonstrated that it is a robust

spatial representation with better accuracy than the standard

occupancy grid map. Thus, the 3D-NDT is used in this work

to represent the ground truth models of the environment.

An important feature of the 3D-NDT is that due to its

probabilistic foundations, it can be used to evaluate the

occupancy likelihood of any point in space. Thus, given a

3D-NDT model Mndt and a query point x, a probability

of occupancy can be estimated. The PDFs in each cell of

Mndt can be treated as surface generation processes, thus

the probability of observing x, generated from N (µ,Σ) is:

p(x|N (µ,Σ)) =
1

(2π)3/2
√

|Σ|
e−

(x−µ)T Σ−1(x−µ)
2 (4)

As the PDFs in the model Mndt are largely disjoint, the

probability p(x|Mndt) can be evaluated by only using the

closest 3D-NDT component and directly applying Equa-

tion 4. In order to declare the point in space as occupied,

the probability p(x|Mndt) can be tested against a pre-

fixed threshold. Previous work has empirically determined

that a conservative threshold value of 0.1 results in a very

accurate model. For the purposes of the current evaluation,

an OcTree version of the 3D-NDT is used, as it offers stable

performance over varying discretisation sizes.

The proposed evaluation procedure assumes a reference

3D sensor, which produces a ground truth point cloud

Pr. First, the 3D-NDT model of the reference point cloud

Mndt(Pr) is constructed. The point set output of a test

sensor Pt is then considered as a set of positive examples

post, produced by a binary classifier associated with the

sensor. Next, a set of corresponding negatively classified

points negt can be generated, using Pt. For each point in

Pt, a random offset of between 0.1 and 1 meters along

the beam direction is subtracted. This method of generating

free space samples is consistent with the sensor output, as

each point in negt is located between the sensor origin

and a corresponding reported obstacle point from post.

Next, all points in post and negt are tested for occupancy,

using the ground truth model Mndt. The samples in post
correctly labeled positive represent the true positives. The

negatively labeled samples from post are false negatives.

Similarly, the positively labeled points from negt constitute



false positives, while the remaining points are true negatives.

The true positive rate (tpr) can then be calculated as the

number of true positives over all samples labeled positive by

the classifier (true positives and false negatives). The false

positive rate (fpr) is defined as the number of false positives

over all negatively labeled points (false positives and true

negatives). Thus, the point set Pt can be represented by a

corresponding point p = (tpr, fpr) on a Receiver Operating

Characteristic (ROC) plot — a standard method of evaluating

and comparing binary classifiers in machine learning.

III. EVALUATION METHODOLOGY

Using the evaluation procedure proposed in Section II-B,

any number of sensors can be compared against a ground

truth reference scan. In this work, four different 3D range

sensors were mounted on a mobile platform. The sensor

setup and sample output point sets are shown in Figure 1.

In order to use the evaluation methodology previously pre-

sented, the output point clouds have to be placed in a

common reference system.

One possible method for extrinsic sensor calibration would

be to consult the data sheets and then precisely measure

the relative displacements and orientations. The main dis-

advantages of this approach are that it lacks robustness to

changing the sensor configuration and that small errors in

the orientation can be made easily, resulting in large discrep-

ancies of the obtained measurements. A common strategy

from photogammetry is the use of a calibration pattern. Due

to the large amounts of noise present and low resolution of

some of the sensors, this also is not a feasible alternative.

Thus, the sensors were registered together directly using the

obtained range measurements and the 3D-NDT registration

algorithm [15]. The advantages of this approach are that

using several test scans rich in features minimizes the effect

of sensor noise, resulting in a more accurate calibration.

Several procedures for intrinsic parameter calibration of

ToF sensors have been proposed [1]–[3]. Prior work on the

SR-4000 sensor [4] has however concluded that most of these

procedures have been performed by the manufacturer and are

not necessary. Notably, the evaluation scenario with known

ground-truth information (discussed in Section IV-A) could

be further used to improve the calibration parameters and

internal noise models of the evaluated sensors. While such

an investigation could be of interest in correcting the internal

sensor errors, it would not offer insights into environment-

induced discrepancies and will not be further pursued in the

current work. Thus, an out-of-the-box testing approach was

used in this work, with no further sensor-specific filtering or

noise removal techniques employed. Factory settings were

used for all sensors, with automatic parameter estimation

enabled whenever possible. The Fotonic camera was used in

25Hz mode, with four samples used to estimate each pixel

depth and two alternating modulation frequencies. Finally,

in order to provide for a more objective evaluation, only the

overlapping parts of the sensors fields of view were used.

Once all sensor data has been reliably registered in a

common reference frame, the accuracy of the range mea-

Fig. 1. Sensor setup used for the presented evaluation. An actuated SICK
LMS-200, a SwissRanger SR-4000, a Fotonic B70 and a Microsoft Kinect
camera were all mounted on a mobile platform. The resulting point sets
were registered in a common reference system and used for evaluation.

surements can be evaluated. As ground truth geometrical

models of uncontrolled indoor environments are generally

not available, this work uses as a reference measurement

set the actuated laser points. In order to demonstrate the

feasibility of this assumption, an initial test of the evaluation

procedure was performed in a controlled environment. Fig-

ure 2 shows the environment used to perform an evaluation

with a known ground truth. Three standardized boxes of

known dimensions were placed in front of a white wall. In

order to increase the complexity of the scene and test for

robustness to texture, a black and white calibration board

was also placed on the wall. The sensor setup was placed

at three meters from the wall and used to collect data from

all sensors. A ground truth model of the environment was

created by hand using 3D modeling software and sampled

uniformly to obtain a reference point cloud Pr. Next, a more

extensive real world scenario data set was collected. Point

clouds from an indoor laboratory environment were gathered

at fifty distinct positions. The resulting ROC plots obtained

are discussed in the next section.

IV. RESULTS

A. Evaluation with Known Ground-Truth Information

Ten point clouds from each of the four sensors were

collected and compared to the reference point cloud Pr,

resulting in the ROC plot in Figure 3(a). Evidently, the point

sets obtained by the actuated laser are spread with the largest

variance of all four sensors. This behavior is unexpected, as

a large spread indicates a big difference between individual

point clouds. The variance can be explained by some inaccu-

racies in the laser sensor system — namely an inconsistency

in the timing of messages originating from the laser and from

the tilting actuator. The problem is further complicated by

the large amount of data coming from the three high frame

rate 3D sensors, resulting in high computational load of the

data collection computer.

The three integrated range sensing devices all exhibit

highly repeatable measurements with low variance in the

scan scores. The Microsoft Kinect sensor has the best

performance in this test scenario, with results very close



(a) (b) (c)

Fig. 2. Setup for Evaluation with Known Ground Truth. Figure 2(a) shows a picture of the controlled testing environment. Figure 2(b) shows the output
from the SwissRanger SR-4000 camera (red), registered together with the ground truth point set (white.) Finally, Figure 2(c) shows the SwissRanger point
set along with the 3D-NDT distributions constructed from the ground truth model. The normal distributions are drawn as ellipsoids at three standard
deviations, with color coding indicating the dominant orientations of the distributions.
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Fig. 3. Receiver Operating Characteristic (ROC) plots for all the evaluation scenarios discussed. Figure 3(a) shows the ROC points for the test scans
in the ground truth scenario, for all four sensors. Figure 3(b) shows the ROC points in the same scenario, when considering the actuated laser points
as ground truth data. Figure 3(c) shows the ROC plots for all sensors in the lab environment scenario. Finally, Figures 3(d)–3(f) show partitions of the
lab environment test set, according to the average point distances from the sensor. The figures show point sets at 0 − 3m, 3 − 5m and > 5m ranges
respectively.



to those of the laser sensor. The two time-of-flight cameras

exhibit similar performance, with the SwissRanger slightly

outperforming the Fotonic camera.

Figure 3(b) shows results from the same test scenario,

with the laser sensor point clouds used as a reference sensor,

providing the point cloud Pr. Comparing with Figure 3(a)

can give a good sense of the expected accuracy of the results

presented later. First, due to the inaccuracies in the laser sys-

tem discussed earlier, measurements are considerably more

spread across the ROC plot. Notably though, the comparative

performance of the evaluated sensors remains the same, with

the Kinect sensor producing the best results. The average

values of the sensor accuracy also remain close to their

ground truth values, making a strong case for the proposed

comparison strategy, especially so in the absence of reliable

ground truth information.

B. Evaluation in an Uncontrolled Environment

Fifty sets of test examples collected from an indoor

laboratory environment were used to generate the ROC plot

shown in Figure 3(c). The ROC points associated with

the measurements from the actuated laser are as expected

concentrated in the top-left area of the plot. The obtained

points are spread over a small area, featuring a high rate of

true positives and a negligible rate of false positives. As the

laser points were used to construct the ground truth 3D-NDT

models, this behavior is normal and only serves as a reference

for the best possible results on the data set. The points from

the other three sensors are spread over a large area of the

ROC plot and do not seem to offer a clear distinction between

the sensors. A closer look at the collected data can however

offer some insights about the sensor performance.

It is important to note that in the operational mode used

(millimeter precision), the SICK LMS-200 has a maximum

range of eight meters. The operational ranges of the three

integrated 3D sensors, as declared by the manufacturers are

between 0.8 and 3.5 meters for the Kinect, up to 5 meters for

the SR-4000 and between 0.1 and 7 meters for the Fotonic

B70. Thus, a separate evaluation, depending on the average

distances measured in the collected point sets is necessary.

Figures 3(d)–3(f) show the results obtained for partitions of

the evaluation set into point clouds containing ranges of up

to 3, between 3 and 5 and above 5 meters respectively. The

distributions of points on the ROC plots obtained are notably

more concentrated and easier to interpret.

When observing objects that are closer than three me-

ters, the Microsoft Kinect structured light camera performs

the best, delivering point clouds with a high likelihood

conditioned on the laser measurements. The Fotonic and

SwissRanger cameras have slightly worse performance, with

a slightly higher rate of false positives. Table I summarizes

the average performance of each sensor on the full data set, as

well as the partitioned sets. As also testified by Figure 3(d),

the performance of the Kinect sensor is very close to that

of the laser, for short range environments. The two time-

of-flight cameras did not show significant differences in the

short range test set. In the indoor environment tested, the

Data Set True Positive σ(TPR) False Positive σ(FPR)
Rate (TPR) Rate (FPR)

aLRF full 0.91 0.02 0.01 0.01
Kinect full 0.77 0.15 0.22 0.20
SR-4000 full 0.87 0.05 0.26 0.14
F B700 full 0.86 0.04 0.24 0.11

Kinect low 0.89 0.05 0.05 0.05
SR-4000 low 0.89 0.05 0.14 0.10
F B700 low 0.89 0.04 0.16 0.09

Kinect mid 0.71 0.13 0.34 0.18
SR-4000 mid 0.87 0.02 0.30 0.07
F B700 mid 0.85 0.04 0.25 0.07

Kinect high 0.61 0.12 0.44 0.07
SR-4000 high 0.87 0.04 0.41 0.04
F B700 high 0.83 0.02 0.35 0.05

TABLE I

AVERAGE AND STANDARD DEVIATION OF TRUE AND FALSE POSITIVE

RATES FOR DIFFERENT SENSORS AND SCAN TYPES

two cameras performed in a similar fashion over the whole

test set, with the SwissRanger naturally degrading on scans

containing longer distances.

In the evaluation performed, no sensor achieved perfor-

mance comparable to the one of the laser sensor at the

full distance range. Depending on the application scenario

and intended use of the sensors, additional evaluation might

be needed to asses the feasibility of using an integrated

3D range device, in place of an actuated laser sensor.

For example, if the primary use of the sensor is collision

avoidance, distances of less than three meters from the robot

are usually a sufficient look-ahead interval. Thus, any of the

three evaluated 3D range sensors would perform well. If a

mapping application is envisioned, the uncertainty in far-

away objects position would have to be explicitly taken into

account, if one of the evaluated 3D range cameras is to be

used. Amplitude thresholding for the time-of-flight cameras,

or a distance cutoff for the structured light sensor might be

necessary to ensure better performance.

In order to demonstrate the precision of the evaluated

sensors at shorter ranges, an additional test was performed.

The point sets, obtained by all four sensors were filtered,

eliminating all obstacle points found at ranges above 3.5

meters. Thus, when only close points are considered both

for model building and testing, the ROC plots in Figure 4

are obtained. The improvement in performance is evident,

with the average accuracy of the Kinect sensor increasing

from (0.77, 0.22) TPR/FPR (σ(0.20, 0.15)) to (0.90, 0.06)
TPR/FPR (σ(0.03, 0.01)). A similar performance gain can

be observed for the Fotonic B70 camera. The SwissRanger

SR-4000 is not influenced by the relaxed conditions, due to

the severe backfolding effects that occur in high range scans

— due to the modulation frequency used bright objects at

more than five meters cannot be distinguished from faint

objects at very close range. This effect was not observed in

the Fotonic ToF sensor, due to the use of multiple modulation

frequencies for range disambiguation.

V. DISCUSSION

This work presented a comparative evaluation of three in-

tegrated 3D range cameras. A novel evaluation methodology,
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Fig. 4. ROC plot for the full indoor environment data set, considering only
ranges of less than 3.5 meters. The performance of the Kinect and Fotonic
cameras improves drastically.

based on previous work on spatial representation evaluation,

was used to compare the outputs of the three cameras. The

proposed approach offers easy to interpret statistics for the

descriptive power of different sensors, compared to a set of

reference range observations. In simple environments, hand-

crafted precise geometric models can be used to evaluate ab-

solute sensor performance. In addition, a sensor with known

performance can be used to collect reference measurements

in arbitrarily complex application scenarios. A direct compar-

ison of the ranges obtained with a different sensor can then

be performed, allowing for further analysis into the usability

of novel range sensors. The proposed methodology does not

make any assumptions about the operational principle of the

evaluated range sensors and can thus be used for generic

benchmarking of newly available devices.

The accuracy of three integrated 3D range sensors — a

SwissRanger SR-4000 and Fotonic B70 ToF cameras and

a Microsoft Kinect structured light camera, was compared

to that of an actuated laser range sensor. The three devices

evaluated can deliver high frame rates and dense range

measurements, but none of them features an accuracy similar

to that of the laser system. A notably different conclusion

can be reached when explicitly considering environments of

constrained size. When all range measurements are concen-

trated within a sphere of radius 3.5 meters, the Microsoft

Kinect sensor has an accuracy, similar to the one obtained

by the actuated laser sensor. In conclusion, when considering

smaller environments the Kinect and Fotonic B70 sensors can

be directly used as a high data rate substitute of an aLRF

system.

Future work in sensor evaluation will focus on a more in-

depth analysis of the acquired data set and more extensive

comparison of the expressive power of the sensors consid-

ered. One option to be explored is the direct comparison of

the 3D-NDT models that can be constructed from the range

measurements returned by each sensor. Other directions to

be further explored are a diversification of the set of sensors

evaluated and the collection of a larger test sample from

different environments. Emphasis will also be placed on out-

door environments and some application specific scenarios,

in particular the scenario of grasping deformable objects,

stacked in a container.
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