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#### Abstract

The present paper is a continuation of [2] where we deal with the duality for a multiobjective fractional optimization problem. The basic idea in [2] consists in attaching an intermediate multiobjective convex optimization problem to the primal fractional problem, using an approach due to Dinkelbach ([6]), for which we construct then a dual problem expressed in terms of the conjugates of the functions involved. The weak, strong and converse duality statements for the intermediate problems allow us to give dual characterizations for the efficient solutions of the initial fractional problem.

The aim of this paper is to compare the intermediate dual problem with other similar dual problems known from the literature. We completely establish the inclusion relations between the image sets of the duals as well as between the sets of maximal elements of the image sets.


## 1 Introduction

In this paper we continue the study in [2] on duality assertions for multiobjective fractional optimization problems. In the mentioned paper, considering a primal optimization problem having as objective function a vector function with components that are quotients of a convex and a concave function, we attach to it an intermediate multiobjective convex optimization problem by using an approach due to Dinkelbach ([6]), which we denote by $\left(P_{\mu}\right)$ for $\mu \in \mathbb{R}^{m}$. To this last problem we construct a multiobjective dual $\left(D_{\mu}\right)$ expressed in terms

[^0]of the conjugates of the functions involved. For the intermediate primal and dual problems we prove weak, strong and converse duality assertions which we use then to give dual characterizations for the efficient solutions of the initial fractional problem.

The aim we follow in this paper is to make a comparison of the dual $\left(D_{\mu}\right)$ with different dual problems to the parameterized multiobjective optimization problem $\left(P_{\mu}\right)$ given in the past in literature. On the one hand we consider two multiobjective problems constructed by using the approach described in [3] and on the other hand the multiobjective dual due to Ohlendorf and Tammer ([11]). The approach described by Boţ and Wanka in [3] for constructing multiobjective dual problems by using different scalar dual problems extends the results of Jahn ([8]) for Lagrange duality. Here we consider the multiobjective duals based on some conjugate duality concepts like Fenchel duality and Fenchel - Lagrange duality (for more on this see [14]). For the four dual problems we completely establish inclusion relations between the image sets of their feasible sets through their objective functions. Moreover, we prove that the sets of maximal elements of these image sets are equal for all $\mu \in \mathbb{R}_{+}^{m}$.

Similar investigations on the existence of inclusion relations between the image sets and, respectively, between the sets of maximal elements of the image sets of different multiobjective duals have been done by two of the authors in [3] and [4]. A general scheme containing the relations between the multiobjective duals of Jahn ([8]), Nakayama ([10]), Wolfe ([15]), Mond-Weir ([16]) and a conjugate dual introduced by Wanka and Boţ in [13] is presented. Furthermore, conditions under which the dual problems are equivalent are given. In the current paper we extend these investigations to fractional multiobjective optimization problems.

A duality concept for multiobjective fractional optimization problems which is not considered here, but is worth mentioning has been introduced by Chandra, Craven and Mond in [5] and is also based on Dinkelbach's parametrization approach. The formulation of the dual problem in the paper mentioned above is close to the ones in this paper. The feasible set of the multiobjective dual is defined by means of the Lagrange duality while we consider here the Fenchel and Fenchel-Lagrange duality concepts. An extension of the considerations we make in this paper to the dual problem introduced in [5] could be done in the lines of the theory presented in [3] and [4], where for a convex vector optimization problem different dual problems defined by means of the Lagrange, Fenchel and Fenchel-Lagrange duality concepts are introduced and investigated.

The paper is structured as follows.
In Section 2 we introduce some preliminary notions and we formulate the multiobjective fractional primal problem and the intermediate convex problem $\left(P_{\mu}\right), \mu \in \mathbb{R}^{m}$, which is equivalent to the original in some sense. Furthermore,
we introduce the dual $\left(D_{\mu}\right)$ for $\left(P_{\mu}\right)$ and recall the weak, strong and converse duality theorems given in [2].

In Section 3 we introduce the other multiobjective duals to $\left(P_{\mu}\right)$ and then we give the relations of inclusion between the image sets of these problems. The existence of strict inclusion relations is shown by some examples. Finally, we prove that the sets of maximal elements of the image sets are equal for all $\mu \in \mathbb{R}_{+}^{m}$.

## 2 Preliminaries

In this section we give some notations and preliminary results used later in the paper. The first definition introduces the ordering relation induced on $\mathbb{R}^{k}$ by the ordering cone $\mathbb{R}_{+}^{k}$.

Definition 2.1. For $y, z \in \mathbb{R}^{k}$ we denote $y \leqq z$ if $z-y \in \mathbb{R}_{+}^{k}=\{u=$ $\left.\left(u_{1}, \ldots, u_{k}\right)^{T} \in \mathbb{R}^{k}: u_{i} \geq 0, i=1, \ldots, k\right\}$.

The notions we introduce now come from convex analysis.
Definition 2.2. Let be $\mathcal{A} \subseteq \mathbb{R}^{n}$. The indicator function of the set $\mathcal{A}, \chi_{\mathcal{A}}$ : $\mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$, is defined by

$$
\chi_{\mathcal{A}}= \begin{cases}0, & \text { if } x \in \mathcal{A} \\ +\infty, & \text { otherwise }\end{cases}
$$

Definition 2.3. Let $f: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$ be a given function. Then the conjugate function of $f, f^{*}: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$, is defined by $f^{*}(p)=\sup _{x \in \mathbb{R}^{n}}\left\{p^{T} x-f(x)\right\}$. Having a given subset $\mathcal{A} \subseteq \mathbb{R}^{n}$ we define the conjugate function of $f$ with respect to $\mathcal{A}$, $f_{\mathcal{A}}^{*}: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}$, as being

$$
f_{\mathcal{A}}^{*}(p)=\left(f+\chi_{\mathcal{A}}\right)^{*}(p)=\sup _{x \in \mathcal{A}}\left\{p^{T} x-f(x)\right\} .
$$

The primal multiobjective fractional optimization problem considered here is

$$
\begin{align*}
& \mathrm{V}-\min _{x \in \mathcal{A}} \Phi(x)  \tag{P}\\
& \mathcal{A}=\left\{x \in \mathbb{R}^{n}: g(x)=\left[g_{1}(x), \cdots, g_{k}(x)\right]^{T} \leqq 0\right\},
\end{align*}
$$

where $\mathcal{A}$ is assumed to be non-empty, $\forall x \in \mathbb{R}^{n}, \Phi(x)=\left[\Phi_{1}(x), \cdots, \Phi_{m}(x)\right]^{T}$
$=\left[\frac{f_{1}(x)}{h_{1}(x)}, \cdots, \frac{f_{m}(x)}{h_{m}(x)}\right]^{T}, f_{i}: \mathbb{R}^{n} \rightarrow \overline{\mathbb{R}}=\mathbb{R} \cup\{ \pm \infty\}$ are convex and proper functions, $\left(-h_{i}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}$ are convex functions fulfilling $h_{i}(x)>0, \forall x \in \mathcal{A}$, $i=1, \ldots, m, g_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are real-valued convex functions, $j=1, \ldots, k$, and $\bigcap_{i=1}^{m} \operatorname{ri}\left(\operatorname{dom} f_{i}\right) \neq \emptyset$.

Note that $\mathcal{A}$ is convex, but nevertheless $(P)$ is in general a non-convex problem.

In order to point out the optimal solutions of the problem $(P)$, let us introduce the following definitions of efficiency and proper efficiency.

Definition 2.4 (Efficiency for problem $(P)$ ). An element $\bar{x} \in \mathcal{A}$ is said to be efficient (or minimal) for $(P)$ if

$$
\left\{\Phi(\bar{x})-\mathbb{R}_{+}^{m}\right\} \cap \Phi(\mathcal{A})=\{\Phi(\bar{x})\}
$$

or, equivalently, if there is no $x \in \mathcal{A}$ such that

$$
\Phi(x) \leqq \Phi(\bar{x})
$$

and

$$
\Phi(x) \neq \Phi(\bar{x}) .
$$

Definition 2.5 (Proper efficiency for problem $(P)$ ). A point $\bar{x} \in \mathcal{A}$ is said to be properly efficient for $(P)$ if there exists $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{T} \in \operatorname{int}\left(\mathbb{R}_{+}^{m}\right)$ such that

$$
\sum_{i=1}^{m} \lambda_{i} \Phi_{i}(\bar{x}) \leq \sum_{i=1}^{m} \lambda_{i} \Phi_{i}(x), \forall x \in \mathcal{A} .
$$

Let us notice that any properly efficient solution turns out to be an efficient one, too.

In order to investigate the duality for $(P)$ we considered in [2] the following parameterized optimization problem by using an idea due to Dinkelbach ([6])
$\left(P_{\mu}\right)$

$$
\mathrm{v}-\min _{x \in \mathcal{A}} \Phi^{(\mu)}(x)
$$

where

$$
\Phi^{(\mu)}(x)=\left[\begin{array}{c}
\Phi_{1}^{(\mu)}(x) \\
\vdots \\
\Phi_{m}^{(\mu)}(x)
\end{array}\right]=\left[\begin{array}{c}
f_{1}(x) \\
\vdots \\
f_{m}(x)
\end{array}\right]-\left[\begin{array}{c}
\mu_{1} \cdot h_{1}(x) \\
\vdots \\
\mu_{m} \cdot h_{m}(x)
\end{array}\right]
$$

and $\mu=\left(\mu_{1}, \ldots, \mu_{m}\right)^{T} \in \mathbb{R}^{m}$. Note that $\Phi_{i}^{(\mu)}$ are proper and convex if $\mu_{i} \geq$ $0, i=1, \ldots, m$.

Efficiency and proper efficiency for $\left(P_{\mu}\right)$ are defined in an analogous manner as done above for $(P)$.

Kaul and Lyall ([9]) and Bector, Chandra and Singh ([1]) stated the connections between the efficient elements of $(P)$ and $\left(P_{\mu}\right)$.

Theorem 2.1 ([1], [9]). A point $\bar{x} \in \mathcal{A}$ is efficient for problem $(P)$ if and only if $\bar{x}$ is efficient for problem $\left(P_{\bar{\mu}}\right)$, where $\bar{\mu}=\left(\bar{\mu}_{1}, \ldots, \bar{\mu}_{m}\right)$ and $\bar{\mu}_{i}:=\frac{f_{i}(\bar{x})}{h_{i}(\bar{x})}, i=$ $1, \ldots, m$.

Another efficiency notion used in [2] is the so-called properly efficiency in the sense of Geoffrion.

Definition 2.6 (Proper efficiency in the sense of Geoffrion [7]). A point $\bar{x} \in \mathcal{A}$ is said to be properly efficient in the sense of Geoffrion for $(P)$ if it is efficient and if there is some real number $M>0$ such that for each $i=1, \ldots, m$ and each $x \in \mathcal{A}$ satisfying $\Phi_{i}(x)<\Phi_{i}(\bar{x})$ there exists at least one $j \in\{1, \ldots, m\}$ such that $\Phi_{j}(\bar{x})<\Phi_{j}(x)$ and

$$
\frac{\Phi_{i}(\bar{x})-\Phi_{i}(x)}{\Phi_{j}(x)-\Phi_{j}(\bar{x})} \leq M .
$$

Proper efficiency in the sense of Geoffrion for problem $\left(P_{\mu}\right)$ is defined in an analogous way, with $\Phi^{(\mu)}$ instead of $\Phi$.
Theorem 2.2 ([2]). Let be $\bar{x} \in \mathcal{A}$ and assume that $\bar{\mu}_{i}:=\frac{f_{i}(\bar{x})}{h_{i}(\bar{x})} \geq 0, i=$ $1, \ldots, m$. The point $\bar{x}$ is properly efficient in the sense of Geoffrion for problem $(P)$ if and only if $\bar{x}$ is properly efficient (in the sense of Definition 2.5) for problem $\left(P_{\bar{\mu}}\right)$, where $\bar{\mu}=\left(\bar{\mu}_{1}, \ldots, \bar{\mu}_{m}\right)^{T}$.

The multiobjective dual problem to $\left(P_{\mu}\right), \mu \in \mathbb{R}^{m}$, introduced in [2], based on the duality concept developed by two of the authors in [13], is the following one

$$
\left(D_{\mu}\right) \quad \mathrm{v}-\max _{(u, v, q, \lambda, t) \in \mathcal{B}_{\mu}} \Psi^{(\mu)}(u, v, q, \lambda, t),
$$

where

$$
\begin{aligned}
\Psi^{(\mu)}(u, v, q, \lambda, t)= & {\left[\Psi_{1}^{(\mu)}(u, v, q, \lambda, t), \cdots, \Psi_{m}^{(\mu)}(u, v, q, \lambda, t)\right]^{T} } \\
\Psi_{i}^{(\mu)}(u, v, q, \lambda, t)= & -f_{i}^{*}\left(u_{i}\right)-\left(-\mu_{i} h_{i}\right)^{*}\left(v_{i}\right) \\
& -\left(q_{i}^{T} g\right)^{*}\left(-\frac{1}{m \lambda_{i}} \sum_{j=1}^{m} \lambda_{j}\left(u_{j}+v_{j}\right)\right)+t_{i}, i=1, \ldots, m,
\end{aligned}
$$

the set of constraints is defined by

$$
\mathcal{B}_{\mu}=\left\{(u, v, q, \lambda, t): \lambda \in \operatorname{int} \mathbb{R}_{+}^{m}, \sum_{i=1}^{m} \lambda_{i} q_{i} \geqq 0, \sum_{i=1}^{m} \lambda_{i} t_{i}=0\right\}
$$

and the dual variables are $u=\left(u_{1}, \ldots, u_{m}\right), u_{i} \in \mathbb{R}^{n}, v=\left(v_{1}, \ldots, v_{m}\right), v_{i}$ $\in \mathbb{R}^{n}, q=\left(q_{1}, \ldots, q_{m}\right), q_{i} \in \mathbb{R}^{k}, i=1, \ldots, m, \lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{T} \in \operatorname{int} \mathbb{R}_{+}^{m}, t$ $=\left(t_{1}, \ldots, t_{m}\right)^{T} \in \mathbb{R}^{m}$.

The efficient elements of $\left(D_{\mu}\right)$ are defined in an analogous manner as for $(P)$.

Definition 2.7 (Efficiency for problem $\left(D_{\mu}\right)$ ). An element $(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t}) \in \mathcal{B}_{\mu}$ is said to be efficient (or maximal) for $\left(D_{\mu}\right)$ if

$$
\left\{\Psi^{(\mu)}(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t})+\mathbb{R}_{+}^{m}\right\} \cap \Psi^{(\mu)}\left(\mathcal{B}_{\mu}\right)=\left\{\Psi^{(\mu)}(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t})\right\} .
$$

We were able to prove the following weak duality result.
Theorem 2.3 (Weak duality [2]). Let be $\mu \in \mathbb{R}^{m}$. There is no $(u, v, q, \lambda, t) \in$ $\mathcal{B}_{\mu}$ and $x \in \mathcal{A}$ such that

$$
\Psi^{(\mu)}(u, v, q, \lambda, t) \geqq \Phi^{(\mu)}(x),
$$

and

$$
\Psi^{(\mu)}(u, v, q, \lambda, t) \neq \Phi^{(\mu)}(x)
$$

For the strong duality theorem and the optimality conditions we need a constraint qualification. In order to formulate it let us consider the sets $L=\left\{j \in\{1, \ldots, k\}: g_{j}\right.$ is affine $\}$ and $N=\{1, \ldots, k\} \backslash L$.

Constraint qualification $(C Q)$
There exists an element $x^{\prime} \in \bigcap_{i=1}^{m} \mathrm{ri}\left(\operatorname{dom} f_{i}\right)$ such that $g_{j}\left(x^{\prime}\right)<0, j \in N$, and $g_{j}\left(x^{\prime}\right) \leq 0, j \in L$.

Theorem 2.4 (Strong duality [2]). Let $\mu \in \mathbb{R}_{+}^{m}$ and ( $C Q$ ) be fulfilled. If $\bar{x}$ is a properly efficient element of $\left(P_{\mu}\right)$, then there exists an efficient solution $(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t}) \in \mathcal{B}_{\mu}$ of $\left(D_{\mu}\right)$ and strong duality holds, i.e.

$$
\Phi^{(\mu)}(\bar{x})=\Psi^{(\mu)}(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t}) .
$$

Let us introduce now the following condition which will be helpful for the converse duality theorem.

Definition 2.8. Let be $\mu \in \mathbb{R}_{+}^{m}$ and $\lambda \in \operatorname{int}\left(\mathbb{R}_{+}^{m}\right)$. The condition $\left(C_{\mu, \lambda}\right)$ is fulfilled when from

$$
\inf _{x \in \mathcal{A}} \sum_{i=1}^{m} \lambda_{i} \Phi_{i}^{(\mu)}(x)>-\infty
$$

it follows that there exists $x_{\lambda} \in \mathcal{A}$ such that

$$
\inf _{x \in \mathcal{A}} \sum_{i=1}^{m} \lambda_{i} \Phi_{i}^{(\mu)}(x)=\sum_{i=1}^{m} \lambda_{i} \Phi_{i}^{(\mu)}\left(x_{\lambda}\right) .
$$

Now the converse duality theorem for $\left(P_{\mu}\right)$ can be formulated.
Theorem 2.5 ([2]). Let be $\mu \in \mathbb{R}_{+}^{m}$ given, $(C Q)$ be fulfilled and assume that $\left(C_{\mu, \lambda}\right)$ holds for all $\lambda \in \operatorname{int}\left(\mathbb{R}_{+}^{m}\right)$.
(1) Let $(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t})$ be an efficient solution of $\left(D_{\mu}\right)$. Then
(a) $\Psi^{(\mu)}(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t}) \in \operatorname{cl}\left(\Phi^{(\mu)}(\mathcal{A})+\mathbb{R}_{+}^{m}\right)$;
(b) there exists a properly efficient solution $\bar{x}_{\bar{\lambda}} \in \mathcal{A}$ of $\left(P_{\mu}\right)$ such that

$$
\sum_{i=1}^{m} \bar{\lambda}_{i}\left[\Phi_{i}^{(\mu)}\left(\bar{x}_{\bar{\lambda}}\right)-\Psi_{i}^{(\mu)}(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t})\right]=0 .
$$

(2) If, additionally, $\Phi^{(\mu)}(\mathcal{A})$ is $\mathbb{R}_{+}^{m}$-closed $\left(\Phi^{(\mu)}(\mathcal{A})+\mathbb{R}_{+}^{m}\right.$ is closed), then there exists a properly efficient solution $\bar{x} \in \mathcal{A}$ of $\left(P_{\mu}\right)$ such that

$$
\sum_{i=1}^{m} \bar{\lambda}_{i} \Phi_{i}^{(\mu)}\left(\bar{x}_{\bar{\lambda}}\right)=\sum_{i=1}^{m} \bar{\lambda}_{i} \Phi_{i}^{(\mu)}(\bar{x}),
$$

and

$$
\Phi^{(\mu)}(\bar{x})=\Psi^{(\mu)}(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t}) .
$$

By using the previous results, one can give dual characterizations for the solutions of the fractional multiobjective optimization problem $(P)$.
Theorem 2.6 ([2]). Let $(C Q)$ be fulfilled and $\bar{x} \in \mathcal{A}$ be properly efficient in the sense of Geoffrion for problem $(P)$ with $\bar{\mu}_{i}:=\frac{f_{i}(\bar{x})}{h_{i}(\bar{x})} \geq 0, i=1, \ldots, m$. Let be $\bar{\mu}:=\left(\bar{\mu}_{1}, \ldots, \bar{\mu}_{m}\right)^{T}$. Then $\bar{x}$ is properly efficient for $\left(P_{\bar{\mu}}\right)$, there exists $(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t}) \in \mathcal{B}_{\bar{\mu}}$ that is efficient for $\left(D_{\bar{\mu}}\right)$ and strong duality between $\left(P_{\bar{\mu}}\right)$ and $\left(D_{\bar{\mu}}\right)$ holds.
Theorem 2.7 ([2]). Let (CQ) be fulfilled and $\bar{\mu} \in \mathbb{R}_{+}^{m}$ such that the set $\Phi^{\bar{\mu}}(\mathcal{A})$ is $\mathbb{R}_{+}^{m}$-closed. Moreover, assume that $\left(C_{\bar{\mu}, \lambda}\right)$ holds for all $\lambda \in \operatorname{int}\left(\mathbb{R}_{+}^{m}\right)$. Let $(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t})$ be an efficient solution for $\left(D_{\bar{\mu}}\right)$. Then there exists $\bar{x} \in \mathcal{A}, a$ properly efficient solution for $\left(P_{\bar{\mu}}\right)$, and strong duality between $\left(P_{\bar{\mu}}\right)$ and $\left(D_{\bar{\mu}}\right)$ holds. If $\Phi(\bar{x})=\bar{\mu}$ then $\bar{x}$ is properly efficient in the sense of Geoffrion for $(P)$.

## 3 Comparison with other dual problems

In this section we make a comparison between different dual problems to the parameterized multiobjective optimization problem $\left(P_{\mu}\right)$ when $\mu \in \mathbb{R}_{+}^{m}$. Along the problem $\left(D_{\mu}\right)$ introduced in the previous section we consider other two multiobjective problems constructed by using the approach described in [3] as well as the multiobjective dual due to Ohlendorf and Tammer ([11]).

### 3.1 Formulation of the dual problems

Boţ and Wanka developed in [3] an approach for constructing multiobjective dual problems by using different scalar dual problems. They extended the results of Jahn ([8]) for Lagrange duality to different conjugate duality concepts like Fenchel duality and the so-called Fenchel - Lagrange duality (for more on this see [14]). We also take these two duals into consideration in order to formulate two further multiobjective dual problems to $\left(P_{\mu}\right)$
$\left(D_{F}^{\mu}\right)$

$$
\mathrm{v}-\max _{(u, v, \lambda, y) \in \mathcal{B}_{\mu}^{F}} \Psi^{(F)}(u, v, \lambda, y),
$$

where

$$
\begin{aligned}
& \Psi^{(F)}(u, v, \lambda, y)=\left[\begin{array}{c}
\Psi_{1}^{(F)}\left(u, v, \lambda, y_{1}\right) \\
\vdots \\
\Psi_{m}^{(F)}\left(u, v, \lambda, y_{m}\right)
\end{array}\right]=\left[\begin{array}{c}
y_{1} \\
\vdots \\
y_{m}
\end{array}\right] \\
& \mathcal{B}_{\mu}^{F}=\left\{(u, v, \lambda, y): \lambda \in \operatorname{int} \mathbb{R}_{+}^{m}, \sum_{i=1}^{m} \lambda_{i} y_{i}\right. \\
& \left.\quad \leq-\sum_{i=1}^{m} \lambda_{i}\left[f_{i}^{*}\left(u_{i}\right)+\left(-\mu_{i} h_{i}\right)^{*}\left(v_{i}\right)\right]-\chi_{\mathcal{A}}^{*}\left(-\sum_{i=1}^{m} \lambda_{i}\left(u_{i}+v_{i}\right)\right)\right\}
\end{aligned}
$$

and

$$
\left(D_{F L}^{\mu}\right) \quad{ }^{\mathrm{v}-} \max _{(u, v, q, \lambda, y) \in \mathcal{B}_{\mu}^{F L}} \Psi^{(F L)}(u, v, q, \lambda, y),
$$

where

$$
\begin{aligned}
& \Psi^{(F L)}(u, v, q, \lambda, y)=\left[\begin{array}{c}
\Psi_{1}^{(F L)}\left(u, v, q, \lambda, y_{1}\right) \\
\vdots \\
\Psi_{m}^{(F L)}\left(u, v, q, \lambda, y_{m}\right)
\end{array}\right]=\left[\begin{array}{c}
y_{1} \\
\vdots \\
y_{m}
\end{array}\right], \\
& \mathcal{B}_{\mu}^{F L}=\left\{(u, v, q, \lambda, y): \lambda \in \operatorname{int} \mathbb{R}_{+}^{m}, q \in \mathbb{R}_{+}^{k},\right. \\
& \sum_{i=1}^{m} \lambda_{i} y_{i} \leq-\sum_{i=1}^{m} \lambda_{i}\left[f_{i}^{*}\left(u_{i}\right)+\left(-\mu_{i} h_{i}\right)^{*}\left(v_{i}\right)\right] \\
&\left.-\left(q^{T} g\right)^{*}\left(-\sum_{i=1}^{m} \lambda_{i}\left(u_{i}+v_{i}\right)\right)\right\} .
\end{aligned}
$$

The fourth multiobjective dual problem considered here is the so - called Fenchel - type dual according to Ohlendorf and Tammer [11]
$\left(D_{O}^{\mu}\right)$

$$
\mathrm{v}-\max _{(p, \lambda, y) \in \mathcal{B}_{\mu}^{O}} \Psi^{(O)}(p, \lambda, y),
$$

where

$$
\begin{aligned}
& \Psi^{(O)}(p, \lambda, y)=\left[\begin{array}{c}
\Psi_{1}^{(O)}\left(p, \lambda, y_{1}\right) \\
\vdots \\
\Psi_{m}^{(O)}\left(p, \lambda, y_{m}\right)
\end{array}\right]=\left[\begin{array}{c}
y_{1} \\
\vdots \\
y_{m}
\end{array}\right] \\
& \mathcal{B}_{\mu}^{O}=\left\{(p, \lambda, y): \lambda \in \operatorname{int} \mathbb{R}_{+}^{m}, p \in \mathbb{R}^{n},\right. \\
& \left.\sum_{i=1}^{m} \lambda_{i} y_{i}=-\left(-\sum_{i=1}^{m} \lambda_{i} \mu_{i} h_{i}\right)_{\mathcal{A}}^{*}(-p)-\left(\sum_{i=1}^{m} \lambda_{i} f_{i}\right)_{\mathcal{A}}^{*}(p)\right\} .
\end{aligned}
$$

The weak and strong duality assertions for the presented problems have been proved by Boţ and Wanka in [3] and Ohlendorf and Tammer in [11], respectively.

### 3.2 Inclusions between the image sets

For $\mu=\left(\mu_{1}, \ldots, \mu_{m}\right)^{T} \in \mathbb{R}_{+}^{m}$ we denote the image sets of the feasible sets of the four multiobjective duals through their objective functions by $\mathcal{D}_{\mu}:=\Psi^{(\mu)}\left(\mathcal{B}_{\mu}\right)$, $\mathcal{D}_{F L}^{(\mu)}:=\Psi^{(F L)}\left(\mathcal{B}_{\mu}^{F L}\right), \mathcal{D}_{F}^{(\mu)}:=\Psi^{(F)}\left(\mathcal{B}_{\mu}^{F}\right)$ and $\mathcal{D}_{O}^{(\mu)}:=\Psi^{(O)}\left(\mathcal{B}_{\mu}^{O}\right)$. Next we study the inclusion relations which exist between them.

We omit proving the theorem below as this result can be derived from Proposition 5.2 in [3] and Proposition 2.1 in [4].

Theorem 3.1. It holds $\mathcal{D}_{\mu} \cap \mathbb{R}^{m} \subseteq \mathcal{D}_{F L}^{(\mu)} \subseteq \mathcal{D}_{F}^{(\mu)}, \forall \mu \in \mathbb{R}_{+}^{m}$.
Example 5.2 in [3] and Example 2.1 in [4] show that the relations of inclusion in Theorem 3.1 can be also strict.

Assuming the constraint qualification $(C Q)$ is fulfilled, Proposition 3.1 in [4] offers a refinement of the relation above.

Theorem 3.2 (Proposition 3.1, [4]). Let ( $C Q$ ) be fulfilled. Then it holds

$$
\mathcal{D}_{F L}^{(\mu)}=\mathcal{D}_{F}^{(\mu)}, \forall \mu \in \mathbb{R}_{+}^{m} .
$$

This means that if $(C Q)$ is fulfilled, then we have for all $\mu \in \mathbb{R}_{+}^{m}$

$$
\mathcal{D}_{\mu} \cap \mathbb{R}^{m} \subseteq \mathcal{D}_{F L}^{(\mu)}=\mathcal{D}_{F}^{(\mu)}
$$

In the next example we show that the first inclusion in the relation above can be strict.

Example 3.1. Let $n=1, m=2, k=1, f_{1}(x)=x, f_{2}(x)=0, x \in \mathbb{R}$, $g(x)=-x, x \in \mathbb{R}, h_{1}(x)=h_{2}(x)=1, x \in \mathbb{R}$, and $\mu=(1,1)^{T}$. Thus the feasible set $\mathcal{A}$ looks like $\mathcal{A}=\{x \in \mathbb{R}: x \geq 0\}$ and it is obvious that the constraint qualification $(C Q)$ is fulfilled.

The conjugate functions turn out to be

$$
\begin{aligned}
& f_{1}^{*}\left(u_{1}\right)= \begin{cases}0, & \text { if } u_{1}=1, \\
+\infty, & \text { otherwise },\end{cases} \\
& f_{2}^{*}\left(u_{2}\right)= \begin{cases}0, & \text { if } u_{2}=0 \\
+\infty, & \text { otherwise, }\end{cases}
\end{aligned}
$$

and, respectively, for $i=1,2$,

$$
\left(-h_{i}\right)^{*}\left(v_{i}\right)= \begin{cases}1, & \text { if } v_{i}=0 \\ +\infty, & \text { otherwise }\end{cases}
$$

For $u=(1,0), v=(0,0), \lambda=(1,1)^{T}$ and $d=(-2,-2)^{T}$ we have that $\lambda_{1} d_{1}+\lambda_{2} d_{2}=-4$ and, on the other hand,

$$
-\lambda_{1}\left[f_{1}^{*}\left(u_{1}\right)+\left(-h_{1}\right)^{*}\left(v_{1}\right)\right]-\lambda_{2}\left[f_{2}^{*}\left(u_{2}\right)+\left(-h_{2}\right)^{*}\left(v_{2}\right)\right]
$$

$$
-\chi_{\mathcal{A}}^{*}\left(-\sum_{i=1}^{2} \lambda_{i}\left(u_{i}+v_{i}\right)\right)=-2+\inf _{x \geq 0} x=-2
$$

This means that $(u, v, \lambda, d) \in \mathcal{B}_{\mu}^{F}$, which is nothing else than $d \in \mathcal{D}_{F}^{(\mu)}$.
Let us show now that $d \notin \mathcal{D}_{\mu}$. If this were not true, then there would exist an element $(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t}) \in \mathcal{B}_{\mu}$ such that

$$
\binom{-2}{-2}=\binom{-f_{1}^{*}\left(\bar{u}_{1}\right)-\left(-h_{1}\right)^{*}\left(\bar{v}_{1}\right)-\left(\bar{q}_{1} g\right)^{*}\left(-\frac{1}{2 \lambda_{1}} \sum_{j=1}^{2} \bar{\lambda}_{j}\left(\bar{u}_{j}+\bar{v}_{j}\right)\right)+\bar{t}_{1}}{-f_{2}^{*}\left(\bar{u}_{2}\right)-\left(-h_{2}\right)^{*}\left(\bar{v}_{2}\right)-\left(\bar{q}_{2} g\right)^{*}\left(-\frac{1}{2 \bar{\lambda}_{2}} \sum_{j=1}^{2} \bar{\lambda}_{j}\left(\bar{u}_{j}+\bar{v}_{j}\right)\right)+\bar{t}_{2}}
$$

In order to happen this we must have $\bar{u}_{1}=1, \bar{u}_{2}=0, \bar{v}_{1}=0, \bar{v}_{2}=0$ and so

$$
\binom{-2}{-2}=\binom{-1+\inf _{x \in \mathbb{R}}\left[\left(\frac{1}{2}-\bar{q}_{1}\right) x\right]+\bar{t}_{1}}{-1+\inf _{x \in \mathbb{R}}\left[\left(\frac{\bar{\lambda}_{1}}{2 \lambda_{2}}-\bar{q}_{2}\right) x\right]+\bar{t}_{2}}
$$

This relation can be true just if $\bar{q}_{1}=\frac{1}{2}, \bar{q}_{2}=\frac{\bar{\lambda}_{1}}{2 \lambda_{2}}$ and $\bar{t}_{1}=\bar{t}_{2}=-1$. As $\bar{\lambda}_{1} \bar{t}_{1}+\bar{\lambda}_{2} \bar{t}_{2}<0$, this leads to a contradiction to $(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t}) \in \mathcal{B}_{\mu}$.

Next we study the existence of an inclusion between $\mathcal{D}_{O}^{(\mu)}$ and $\mathcal{D}_{F}^{(\mu)}$, assuming that the constraint qualification $(C Q)$ is fulfilled. To this end we formulate and study the Fenchel dual to the following scalarized primal
$\left(P_{\mu, \lambda}\right) \quad \inf _{x \in \mathcal{A}} \Phi^{(\mu, \lambda)}(x)$,
where

$$
\Phi^{(\mu, \lambda)}(x)=\sum_{i=1}^{m} \lambda_{i} \cdot \Phi_{i}^{(\mu)}(x)=\sum_{i=1}^{m} \lambda_{i} \cdot\left(f_{i}(x)-\mu_{i} \cdot h_{i}(x)\right), x \in \mathbb{R}^{n}
$$

and $\lambda_{i}>0, i=1, \ldots, m$.
The Fenchel dual to $\left(P_{\mu, \lambda}\right)$ is (see, for example, [12])
$\left(D_{\mu, \lambda}^{(F)}\right)$

$$
\sup _{p \in \mathbb{R}^{n}}\left\{-\left(\Phi^{(\mu, \lambda)}\right)^{*}(p)-\chi_{\mathcal{A}}^{*}(-p)\right\}
$$

As we will see in the proof of the next lemma, the Fenchel dual to $\left(P_{\mu, \lambda}\right)$ turns out to be
$\left(D_{\mu, \lambda}^{(F)}\right) \sup _{\substack{u_{i}, v_{i} \in \mathbb{R}^{n}, i=1 \ldots m}}\left\{-\sum_{i=1}^{m} \lambda_{i}\left[f_{i}^{*}\left(u_{i}\right)+\left(-\mu_{i} h_{i}\right)^{*}\left(v_{i}\right)\right]-\chi_{\mathcal{A}}^{*}\left(-\sum_{i=1}^{m} \lambda_{i}\left(u_{i}+v_{i}\right)\right)\right\}$.

Lemma 3.1. Assume that $(C Q)$ is fulfilled and $\inf \left(P_{\mu, \lambda}\right)$ is finite. Then there is

$$
\inf \left(P_{\mu, \lambda}\right)=\max \left(D_{\mu, \lambda}^{(F)}\right)
$$

and the dual problem $\left(D_{\mu, \lambda}^{(F)}\right)$ has an optimal solution.
Proof. The constraint qualification $(C Q)$ being fulfilled, according to Theorem 31.1 in [12], it follows that between $\left(P_{\mu, \lambda}\right)$ and $\left(D_{\mu, \lambda}^{(F)}\right)$ strong duality holds, namely

$$
\inf \left(P_{\mu, \lambda}\right)=\max \left(D_{\mu, \lambda}^{(F)}\right)
$$

and $\left(D_{\mu, \lambda}^{(F)}\right)$ has an optimal solution. Thus there exists $\bar{p} \in \mathbb{R}^{n}$ such that

$$
\inf \left(P_{\mu, \lambda}\right)=-\left(\Phi^{(\mu, \lambda)}\right)^{*}(\bar{p})-\chi_{\mathcal{A}}^{*}(-\bar{p}) .
$$

On the other hand, as $\bigcap_{i=1}^{m}\left(\operatorname{ri}\left(\operatorname{dom} f_{i}\right)\right) \neq \emptyset$, the conjugate function of $\Phi^{(\mu, \lambda)}$ turns out to be $\forall p \in \mathbb{R}^{n}$ (cf. Theorem 16.4 in [12])

$$
\begin{aligned}
\left(\Phi^{(\mu, \lambda)}\right)^{*}(p) & =\min \left\{\sum_{i=1}^{m}\left(\lambda_{i} f_{i}\right)^{*}\left(r_{i}\right)+\sum_{i=1}^{m}\left(-\lambda_{i} \mu_{i} h_{i}\right)^{*}\left(s_{i}\right): \sum_{i=1}^{m}\left(r_{i}+s_{i}\right)=p\right\} \\
& =\min \left\{\sum_{i=1}^{m} \lambda_{i} f_{i}^{*}\left(u_{i}\right)+\sum_{i=1}^{m} \lambda_{i}\left(-\mu_{i} h_{i}\right)^{*}\left(v_{i}\right): \sum_{i=1}^{m} \lambda_{i}\left(u_{i}+v_{i}\right)=p\right\} .
\end{aligned}
$$

One can see that indeed

$$
\left(D_{\mu, \lambda}^{(F)}\right) \sup _{\substack{u_{i}, v_{i} \in \mathbb{R}^{n}, i=1 \ldots m}}\left\{-\sum_{i=1}^{m} \lambda_{i}\left[f_{i}^{*}\left(u_{i}\right)+\left(-\mu_{i} h_{i}\right)^{*}\left(v_{i}\right)\right]-\chi_{\mathcal{A}}^{*}\left(-\sum_{i=1}^{m} \lambda_{i}\left(u_{i}+v_{i}\right)\right)\right\}
$$

is the Fenchel dual of $\left(P_{\mu, \lambda}\right)$ and that strong duality holds.
Theorem 3.3. Let $(C Q)$ be fulfilled. Then it holds $\mathcal{D}_{O}^{(\mu)} \subseteq \mathcal{D}_{F}^{(\mu)}$.
Proof. Let be $\bar{d} \in \mathcal{D}_{O}^{(\mu)}$ with corresponding $(\bar{\lambda}, \bar{p}) \in \operatorname{int} \mathbb{R}_{+}^{m} \times \mathbb{R}^{n}$. Then we get
the following relations

$$
\begin{aligned}
\sum_{i=1}^{m} \bar{\lambda}_{i} \bar{d}_{i} & =-\left(-\sum_{i=1}^{m} \bar{\lambda}_{i} \mu_{i} h_{i}\right)_{\mathcal{A}}^{*}(-\bar{p})-\left(\sum_{i=1}^{m} \bar{\lambda}_{i} f_{i}\right)_{\mathcal{A}}^{*}(\bar{p}) \\
& =\inf _{x \in \mathcal{A}}\left\{\bar{p}^{T} x-\sum_{i=1}^{m} \bar{\lambda}_{i} \mu_{i} h_{i}(x)\right\}+\inf _{x \in \mathcal{A}}\left\{-\bar{p}^{T} x+\sum_{i=1}^{m} \bar{\lambda}_{i} f_{i}(x)\right\} \\
& \leq \inf _{x \in \mathcal{A}}\left\{\bar{p}^{T} x-\sum_{i=1}^{m} \bar{\lambda}_{i} \mu_{i} h_{i}(x)-\bar{p}^{T} x+\sum_{i=1}^{m} \bar{\lambda}_{i} f_{i}(x)\right\} \\
& =\inf _{x \in \mathcal{A}}\left\{\sum_{i=1}^{m} \bar{\lambda}_{i}\left(f_{i}(x)-\mu_{i} h_{i}(x)\right)\right\}
\end{aligned}
$$

The right-hand side is nothing else but the scalarization of the parameterized primal problem $\left(P_{\mu}\right)$. According to Lemma 3.1 there exists an optimal solution to $\left(D_{\mu, \bar{\lambda}}^{(F)}\right)$, say $(\bar{u}, \bar{v})=\left(\bar{u}_{1}, \ldots, \bar{u}_{m}, \bar{v}_{1}, \ldots, \bar{v}_{m}\right), \bar{u}_{i}, \bar{v}_{i} \in \mathbb{R}^{n}, i=1, \ldots, m$, such that strong duality holds.Thus,

$$
\begin{aligned}
\sum_{i=1}^{m} \bar{\lambda}_{i} \bar{d}_{i} & \leq \max \left(D_{\mu, \bar{\lambda}}^{(F)}\right) \\
& =-\sum_{i=1}^{m} \bar{\lambda}_{i} f_{i}^{*}\left(\bar{u}_{i}\right)-\sum_{i=1}^{m} \bar{\lambda}_{i}\left(-\mu_{i} h_{i}\right)^{*}\left(\bar{v}_{i}\right)-\chi_{\mathcal{A}}^{*}\left(-\sum_{i=1}^{m} \bar{\lambda}_{i}\left(\bar{u}_{i}+\bar{v}_{i}\right)\right) .
\end{aligned}
$$

This means that $(\bar{u}, \bar{v}, \bar{\lambda}, \bar{d}) \in \mathcal{B}_{\mu}^{F}$ and so $\bar{d} \in \Psi^{F}\left(\mathcal{B}_{\mu}^{F}\right)=\mathcal{D}_{F}^{(\mu)}$.
Assuming the constraint qualification $(C Q)$ is fulfilled, by Theorem 3.2 and Theorem 3.3, we have for all $\mu \in \mathbb{R}_{+}^{m}$

$$
\mathcal{D}_{O}^{(\mu)} \subseteq \mathcal{D}_{F L}^{(\mu)}=\mathcal{D}_{F}^{(\mu)}
$$

Below we introduce a further example which shows that, in general, one can find an element $\mu \in \mathbb{R}_{+}^{m}$ such that the inclusion $\mathcal{D}_{\mu} \cap \mathbb{R}^{m} \subseteq \mathcal{D}_{O}^{(\mu)}$ fails. This implies that the inclusion in the relation above can indeed be strict.

Example 3.2. Let $n=1, m=2, k=1, f_{1}(x)=x+2, f_{2}(x)=-x+2$, $h_{1}(x)=h_{2}(x)=1, x \in \mathbb{R}$ and $\mu=(1,1)^{T}$. For

$$
g(x)=\left\{\begin{array}{lr}
(x-1)^{2}-1, & \text { if } x \leq 1 \\
-1, & \text { otherwise }
\end{array}\right.
$$

the feasible set is defined as $\mathcal{A}=\{x \in \mathbb{R}: g(x) \leq 0\}=[0,+\infty)$. The constraint qualification $(C Q)$ is again fulfilled. The conjugate functions become

$$
\begin{aligned}
& f_{1}^{*}\left(u_{1}\right)= \begin{cases}-2, & \text { if } u_{1}=1 \\
+\infty, & \text { otherwise }\end{cases} \\
& f_{2}^{*}\left(u_{2}\right)= \begin{cases}-2, & \text { if } u_{2}=-1 \\
+\infty, & \text { otherwise }\end{cases}
\end{aligned}
$$

and for $i=1,2$

$$
\left(-h_{i}\right)^{*}\left(v_{i}\right)= \begin{cases}1, & \text { if } v_{i}=0 \\ \infty, & \text { otherwise }\end{cases}
$$

Choosing $u=(1,-1), v=(0,0), q=(1,1), \lambda=(1,1)^{T}, t=(0,0)^{T}$, we get that $(u, v, q, \lambda, t) \in \mathcal{B}_{\mu}$ because $\lambda \in \operatorname{int} \mathbb{R}_{+}^{2}, \sum_{i=1}^{2} \lambda_{i} q_{i}=1+1=2 \geq 0$ and $\sum_{i=1}^{2} \lambda_{i} t_{i}=0$. Furthermore

$$
\begin{aligned}
\Psi_{i}^{(\mu)}(u, v, q, \lambda, t) & =2-1-(1 \cdot g)^{*}\left(-\frac{1}{2} \sum_{i=1}^{2}\left(u_{i}+v_{i}\right)\right)+0 \\
& =1+\inf _{x \in \mathbb{R}} g(x)=0, i=1,2
\end{aligned}
$$

This means that the element $d=(0,0)^{T} \in \mathcal{D}_{\mu} \cap \mathbb{R}^{2}$.
But $d \notin \mathcal{D}_{O}^{(\mu)}$, because in the opposite situation there would exist $\bar{\lambda}=$ $\left(\bar{\lambda}_{1}, \bar{\lambda}_{2}\right)^{T} \in \operatorname{int} \mathbb{R}_{+}^{2}$ and $\bar{p} \in \mathbb{R}$ such that

$$
\begin{gathered}
\bar{\lambda}_{1} d_{1}+\bar{\lambda}_{2} d_{2}=0=-\left(-\sum_{i=1}^{2} \bar{\lambda}_{i} h_{i}\right)_{\mathcal{A}}^{*}(-\bar{p})-\left(\sum_{i=1}^{2} \bar{\lambda}_{i} f_{i}\right)_{\mathcal{A}}^{*}(\bar{p}) \\
=\inf _{x \in \mathcal{A}}[\bar{p} x]+\bar{\lambda}_{1}+\bar{\lambda}_{2}+\inf _{x \in \mathcal{A}}\left[\left(-\bar{p}+\bar{\lambda}_{1}-\bar{\lambda}_{2}\right) x\right]
\end{gathered}
$$

This can be the case just if $\bar{p} \geq 0,-\bar{p}+\bar{\lambda}_{1}-\bar{\lambda}_{2} \geq 0$ and $\bar{\lambda}_{1}+\bar{\lambda}_{2}=0$. As this can never be the case, the assertion is proved.

The last example of this section shows that, in general, one can find an element $\mu \in \mathbb{R}_{+}^{m}$ such that the inclusion $\mathcal{D}_{O}^{(\mu)} \subseteq \mathcal{D}_{\mu} \cap \mathbb{R}^{m}$ also fails. This means that, even if the constraint qualification $(C Q)$ is fulfilled, between the image sets $\mathcal{D}_{O}^{(\mu)}$ and $\mathcal{D}_{\mu} \cap \mathbb{R}^{m}$ there exists no relation of inclusion which holds for all $\mu \in \mathbb{R}_{+}^{m}$.

Example 3.3. Let $n=2, m=2, k=1, f_{1}\left(x_{1}, x_{2}\right)=x_{2}, f_{2}\left(x_{1}, x_{2}\right)=$ $0,\left(x_{1}, x_{2}\right)^{T} \in \mathbb{R}^{2}, h_{1}\left(x_{1}, x_{2}\right)=h_{2}\left(x_{1}, x_{2}\right)=1,\left(x_{1}, x_{2}\right)^{T} \in \mathbb{R}^{2}$, and $\mu=(1,1)^{T}$. For $g\left(x_{1}, x_{2}\right)=x_{1}^{2}-x_{2},\left(x_{1}, x_{2}\right)^{T} \in \mathbb{R}^{2}$, the feasible set looks like $\mathcal{A}=\left\{\left(x_{1}, x_{2}\right)^{T}\right.$ $\left.\in \mathbb{R}^{2}: x_{1}^{2} \leq x_{2}\right\}$ and it obvious that the constraint qualification ( $C Q$ ) is fulfilled.

The conjugate functions turn out to be

$$
\begin{aligned}
& f_{1}^{*}\left(u^{1}\right)= \begin{cases}0, & \text { if } u^{1}=(0,1)^{T} \\
+\infty, & \text { otherwise },\end{cases} \\
& f_{2}^{*}\left(u^{2}\right)= \begin{cases}0, & \text { if } u^{2}=(0,0)^{T} \\
+\infty, & \text { otherwise, }\end{cases}
\end{aligned}
$$

and, respectively, for $i=1,2$,

$$
\left(-h_{i}\right)^{*}\left(v^{i}\right)= \begin{cases}1, & \text { if } v^{i}=(0,0)^{T} \\ +\infty, & \text { otherwise }\end{cases}
$$

For $p=\left(-1, \frac{1}{2}\right), \lambda=(1,1)^{T}$ and $d=(-2,-1)^{T}$ we have that $\lambda_{1} d_{1}+\lambda_{2} d_{2}=$ -3 and, on the other hand,

$$
\begin{gathered}
-\left(-\lambda_{1} h_{1}-\lambda_{2} h_{2}\right)_{\mathcal{A}}^{*}(-p)-\left(\lambda_{1} f_{1}+\lambda_{2} f_{2}\right)_{\mathcal{A}}^{*}(p)= \\
\inf _{x_{1}^{2} \leq x_{2}}\left[-x_{1}+\frac{1}{2} x_{2}-2\right]+\inf _{x_{1}^{2} \leq x_{2}}\left[x_{1}+\frac{1}{2} x_{2}\right]=-\frac{1}{2}-2-\frac{1}{2}=-3 .
\end{gathered}
$$

This means that $(p, \lambda, d) \in \mathcal{B}_{\mu}^{O}$, which is nothing else than $d \in \mathcal{D}_{O}^{(\mu)}$.
Let us show now that $d \notin \mathcal{D}_{\mu}$. If this were not true, then there would exist an element $(\bar{u}, \bar{v}, \bar{q}, \bar{\lambda}, \bar{t}) \in \mathcal{B}_{\mu}, \bar{u}=\left(\bar{u}^{1}, \bar{u}^{2}\right) \in \mathbb{R}^{2} \times \mathbb{R}^{2}, \bar{v}=\left(\bar{v}^{1}, \bar{v}^{2}\right) \in \mathbb{R}^{2} \times \mathbb{R}^{2}$, $\bar{q}=\left(\bar{q}_{1}, \bar{q}_{2}\right) \in \mathbb{R}_{+}^{2}, \bar{\lambda}=\left(\bar{\lambda}_{1}, \bar{\lambda}_{2}\right)^{T} \in \operatorname{int} \mathbb{R}_{+}^{2}, \bar{t}=\left(\bar{t}_{1}, \bar{t}_{2}\right)^{T} \in \mathbb{R}^{2}$, such that

$$
\binom{-2}{-1}=\binom{-f_{1}^{*}\left(\bar{u}^{1}\right)-\left(-h_{1}\right)^{*}\left(\bar{v}^{1}\right)-\left(\bar{q}_{1} g\right)^{*}\left(-\frac{1}{2 \lambda_{1}} \sum_{j=1}^{2} \bar{\lambda}_{j}\left(\bar{u}^{j}+\bar{v}^{j}\right)\right)+\bar{t}_{1}}{-f_{2}^{*}\left(\bar{u}_{2}\right)-\left(-h_{2}\right)^{*}\left(\bar{v}^{2}\right)-\left(\bar{q}_{2} g\right)^{*}\left(-\frac{1}{2 \lambda_{2}} \sum_{j=1}^{2} \bar{\lambda}_{j}\left(\bar{u}^{j}+\bar{v}^{j}\right)\right)+\bar{t}_{2}} .
$$

In order to happen this we must have $\bar{u}^{1}=(0,1), \bar{u}^{2}=(0,0), \bar{v}^{1}=(0,0), \bar{v}^{2}$ $=(0,0)$ and, so,

$$
\binom{-2}{-1}=\binom{-1+\inf _{\left(x_{1}, x_{2}\right)^{T} \in \mathbb{R}^{2}}\left[\bar{q}_{1} x_{1}^{2}+\left(\frac{1}{2}-\bar{q}_{1}\right) x_{2}\right]+\bar{t}_{1}}{-1+\inf _{\left(x_{1}, x_{2}\right)^{T} \in \mathbb{R}^{2}}\left[\bar{q}_{2} x_{1}^{2}+\left(\frac{\bar{\lambda}_{1}}{2 \lambda_{2}}-\bar{q}_{2}\right) x_{2}\right]+\bar{t}_{2}} .
$$

This relation can be true just if $\bar{q}_{1}=\frac{1}{2}, \bar{q}_{2}=\frac{\bar{\lambda}_{1}}{2 \lambda_{2}}, \bar{t}_{1}=-1$ and $\bar{t}_{2}=0$. As $\bar{\lambda}_{1} \bar{t}_{1}+\bar{\lambda}_{2} \bar{t}_{2}<0$, this leads to a contradiction.

What we succeeded to prove is that, assuming that $(C Q)$ holds, for all $\mu \in \mathbb{R}_{+}^{m}$,

$$
\mathcal{D}_{\mu} \cap \mathbb{R}^{m} \subseteq \mathcal{D}_{F L}^{(\mu)}=\mathcal{D}_{F}^{(\mu)}
$$

and

$$
\mathcal{D}_{O}^{(\mu)} \subseteq \mathcal{D}_{F L}^{(\mu)}=\mathcal{D}_{F}^{(\mu)} .
$$

In general, both inclusions in the relations above can be strict. Moreover, between the image sets $\mathcal{D}_{O}^{(\mu)}$ and $\mathcal{D}_{\mu} \cap \mathbb{R}^{m}$ there exists no relation of inclusion which holds for all $\mu \in \mathbb{R}_{+}^{m}$.

### 3.3 Inclusion between the efficiency sets

In this section we extend our study to the comparison of the sets of maximal elements of the image sets we dealt with in the previous subsection. Having a given subset $\mathcal{D} \subseteq \mathbb{R}^{m}$, an element $d \in \mathcal{D}$ is said to be maximal if there exists no $\bar{d} \in \mathcal{D}$ such that $\bar{d}-d \in \mathbb{R}_{+}^{m}$ and $\bar{d} \neq d$. The set of maximal elements of $\mathcal{D}$ will be denoted by $\operatorname{vmax}(\mathcal{D})$.

In the following we assume that the constraint qualification $(C Q)$ is fulfilled. Under this assumption we can derive the first theorem from Theorem 3.2 and, respectively, Theorem 5.4 in [3].

## Theorem 3.4. It holds

$$
\operatorname{vmax}\left(\mathcal{D}_{\mu}\right)=\operatorname{vmax}\left(\mathcal{D}_{F}^{(\mu)}\right)=\operatorname{vmax}\left(\mathcal{D}_{F L}^{(\mu)}\right), \forall \mu \in \mathbb{R}_{+}^{m}
$$

The sets of maximal elements are nothing else than the image sets of the efficiency sets of the corresponding dual problems.

Now it remains to investigate if there are some connections between the set of maximal elements of $\operatorname{vmax}\left(\mathcal{D}_{O}^{(\mu)}\right)$ and the sets in the relation above. We prove first the following theorem.

Theorem 3.5. It holds

$$
\operatorname{vmax}\left(\mathcal{D}_{O}^{(\mu)}\right) \subseteq \operatorname{vmax}\left(\mathcal{D}_{F}^{(\mu)}\right), \forall \mu \in \mathbb{R}_{+}^{m}
$$

Proof. Let be $\mu \in \mathbb{R}_{+}^{m}$ fixed and $d \in \operatorname{vaxax}\left(\mathcal{D}_{O}^{(\mu)}\right)$. This implies that $d \in \mathcal{D}_{O}^{(\mu)}$ and, according to Theorem 3.3, we have $d \in \mathcal{D}_{F}^{(\mu)}$.

Now assume that $d \notin \operatorname{vmax}\left(\mathcal{D}_{F}^{(\mu)}\right)$. This means that there exists $(\bar{u}, \bar{v}, \bar{\lambda}, \bar{d})$ $\in \mathcal{B}_{\mu}^{F}$ such that $d \in \bar{d}-\left\{\mathbb{R}_{+}^{m} \backslash\{0\}\right\}$. Furthermore it holds

$$
\begin{aligned}
\sum_{i=1}^{m} \bar{\lambda}_{i} d_{i}< & \sum_{i=1}^{m} \bar{\lambda}_{i} \bar{d}_{i} \\
\leq & -\sum_{i=1}^{m} \bar{\lambda}_{i}\left[f_{i}^{*}\left(\bar{u}_{i}\right)+\left(-\mu_{i} h_{i}\right)^{*}\left(\bar{v}_{i}\right)\right]-\chi_{\mathcal{A}}^{*}\left(-\sum_{i=1}^{m} \bar{\lambda}_{i}\left(\bar{u}_{i}+\bar{v}_{i}\right)\right) \\
= & -\sum_{i=1}^{m} \bar{\lambda}_{i} \sup _{x \in \mathbb{R}^{n}}\left\{\bar{u}_{i}^{T} x-f_{i}(x)\right\}-\sum_{i=1}^{m} \bar{\lambda}_{i} \sup _{x \in \mathbb{R}^{n}}\left\{\bar{v}_{i}^{T} x-\left(-\mu_{i} h_{i}\right)(x)\right\} \\
& -\sup _{x \in \mathbb{R}^{n}}\left\{\left(-\sum_{i=1}^{m} \bar{\lambda}_{i}\left(\bar{u}_{i}+\bar{v}_{i}\right)\right)^{T} x-\chi_{\mathcal{A}}(x)\right\} .
\end{aligned}
$$

The supremum of a function over the whole space is always greater than or equal to the supremum over a subset of this space. Thus it follows

$$
\begin{aligned}
\sum_{i=1}^{m} \bar{\lambda}_{i} d_{i}< & -\sum_{i=1}^{m} \bar{\lambda}_{i} \sup _{x \in \mathcal{A}}\left\{\bar{u}_{i}^{T} x-f_{i}(x)\right\}-\sum_{i=1}^{m} \bar{\lambda}_{i} \sup _{x \in \mathcal{A}}\left\{\bar{v}_{i}^{T} x+\mu_{i} h_{i}(x)\right\} \\
& -\sup _{x \in \mathcal{A}}\left\{\left(-\sum_{i=1}^{m} \bar{\lambda}_{i}\left(\bar{u}_{i}+\bar{v}_{i}\right)\right)^{T} x\right\}
\end{aligned}
$$

and from here there is

$$
\begin{aligned}
\sum_{i=1}^{m} \bar{\lambda}_{i} d_{i}< & -\sup _{x \in \mathcal{A}}\left\{\sum_{i=1}^{m} \bar{\lambda}_{i}\left[\bar{u}_{i}^{T} x-f_{i}(x)\right]\right\}-\sup _{x \in \mathcal{A}}\left\{\sum_{i=1}^{m} \bar{\lambda}_{i}\left[\bar{v}_{i}^{T} x+\mu_{i} h_{i}(x)\right]\right\} \\
& -\sup _{x \in \mathcal{A}}\left\{\left(-\sum_{i=1}^{m} \bar{\lambda}_{i}\left(\bar{u}_{i}+\bar{v}_{i}\right)\right)^{T} x\right\} \\
\leq & -\sup _{x \in \mathcal{A}}\left\{-\sum_{i=1}^{m} \bar{\lambda}_{i}\left[\bar{u}_{i}^{T} x-\mu_{i} h_{i}(x)\right]\right\}-\sup _{x \in \mathcal{A}}\left\{\sum_{i=1}^{m} \bar{\lambda}_{i}\left[\bar{u}_{i}^{T} x-f_{i}(x)\right]\right\}
\end{aligned}
$$

$$
\begin{aligned}
= & \inf _{x \in \mathcal{A}}\left\{\left(\sum_{i=1}^{m} \bar{\lambda}_{i} \bar{u}_{i}\right)^{T} x-\sum_{i=1}^{m} \bar{\lambda}_{i} \mu_{i} h_{i}(x)\right\} \\
& -\sup _{x \in \mathcal{A}}\left\{\left(\sum_{i=1}^{m} \bar{\lambda}_{i} \bar{u}_{i}\right)^{T} x-\sum_{i=1}^{m} \bar{\lambda}_{i} f_{i}(x)\right\} \\
= & -\left(-\sum_{i=1}^{m} \bar{\lambda}_{i} \mu_{i} h_{i}\right)_{\mathcal{A}}^{*}\left(-\sum_{i=1}^{m} \bar{\lambda}_{i} \bar{u}_{i}\right)-\left(\sum_{i=1}^{m} \bar{\lambda}_{i} f_{i}\right)_{\mathcal{A}}^{*}\left(\sum_{i=1}^{m} \bar{\lambda}_{i} \bar{u}_{i}\right) .
\end{aligned}
$$

Choose now $\tilde{d} \in \bar{d}+\mathbb{R}_{+}^{m}$ such that

$$
\sum_{i=1}^{m} \bar{\lambda}_{i} \tilde{d}_{i}=-\left(-\sum_{i=1}^{m} \bar{\lambda}_{i} \mu_{i} h_{i}\right)_{\mathcal{A}}^{*}\left(-\sum_{i=1}^{m} \bar{\lambda}_{i} \bar{u}_{i}\right)-\left(\sum_{i=1}^{m} \bar{\lambda}_{i} f_{i}\right)_{\mathcal{A}}^{*}\left(\sum_{i=1}^{m} \bar{\lambda}_{i} \bar{u}_{i}\right) .
$$

As for $\bar{p}:=\sum_{i=1}^{m} \bar{\lambda}_{i} \bar{u}_{i},(\bar{p}, \lambda, \tilde{d}) \in \mathcal{B}_{\mu}^{O}$, it follows $\tilde{d} \in \mathcal{D}_{O}^{(\mu)}$. But $\tilde{d} \in d+$ $\left\{\mathbb{R}_{+}^{m} \backslash\{0\}\right\}$ and this contradicts the maximality of $d$ in $\mathcal{D}_{O}^{(\mu)}$.

The next theorem shows that the reverse inclusion also holds.
Theorem 3.6. It holds

$$
\operatorname{vmax}\left(\mathcal{D}_{F}^{(\mu)}\right) \subseteq \operatorname{vmax}\left(\mathcal{D}_{O}^{(\mu)}\right), \forall \mu \in \mathbb{R}_{+}^{m}
$$

Proof. Let be $\mu \in \mathbb{R}_{+}^{m}$ fixed and $d \in \operatorname{vmax}\left(\mathcal{D}_{F}^{(\mu)}\right)$. As $d \in \mathcal{D}_{F}^{(\mu)}$, there exists $\bar{u}=\left(\bar{u}_{1}, \ldots, \bar{u}_{m}\right), \bar{v}=\left(\bar{v}_{1}, \ldots, \bar{v}_{m}\right), \bar{u}_{i}, \bar{v}_{i} \in \mathbb{R}^{n}, i=1, \ldots, m$, and $\bar{\lambda} \in \operatorname{int} \mathbb{R}_{+}^{m}$, such that $(\bar{u}, \bar{v}, \bar{\lambda}, d) \in \mathcal{B}_{\mu}^{F}$. Thus

$$
\begin{gathered}
\sum_{i=1}^{m} \bar{\lambda}_{i} d_{i} \leq-\sum_{i=1}^{m} \bar{\lambda}_{i}\left[f_{i}^{*}\left(\bar{u}_{i}\right)+\left(-\mu_{i} h_{i}\right)^{*}\left(\bar{v}_{i}\right)\right]-\chi_{\mathcal{A}}^{*}\left(-\sum_{i=1}^{m} \bar{\lambda}_{i}\left(\bar{u}_{i}+\bar{v}_{i}\right)\right) \\
\leq \sup _{\substack{u_{i}, v_{i} \in \mathbb{R}^{n}, i=1, \ldots, m}}\left\{-\sum_{i=1}^{m} \bar{\lambda}_{i}\left[f_{i}^{*}\left(u_{i}\right)+\left(-\mu_{i} h_{i}\right)^{*}\left(v_{i}\right)\right]-\chi_{\mathcal{A}}^{*}\left(-\sum_{i=1}^{m} \bar{\lambda}_{i}\left(u_{i}+v_{i}\right)\right)\right\} \\
=\inf _{x \in \mathcal{A}} \sum_{i=1}^{m} \bar{\lambda}_{i}\left(f_{i}(x)-\mu_{i} h_{i}(x)\right)<+\infty
\end{gathered}
$$

because of Lemma 3.1. The supremum in the relation above must be finite and, from the maximality of $d$ in $\mathcal{D}_{F}^{(\mu)}$, one has the following equality

$$
\sum_{i=1}^{m} \bar{\lambda}_{i} d_{i}=\sup _{\substack{u_{i}, v_{i} \in \mathbb{R}^{n}, i=1, \ldots, m}}\left\{-\sum_{i=1}^{m} \bar{\lambda}_{i}\left[f_{i}^{*}\left(u_{i}\right)+\left(-\mu_{i} h_{i}\right)^{*}\left(v_{i}\right)\right]-\chi_{\mathcal{A}}^{*}\left(-\sum_{i=1}^{m} \bar{\lambda}_{i}\left(u_{i}+v_{i}\right)\right)\right\} .
$$

This means that

$$
\sum_{i=1}^{m} \bar{\lambda}_{i} d_{i}=\inf _{x \in \mathcal{A}} \sum_{i=1}^{m} \bar{\lambda}_{i}\left(f_{i}(x)-\mu_{i} h_{i}(x)\right) .
$$

On the other hand, the infimum above can be written, equivalently, in the following way

$$
\begin{gathered}
\inf _{x \in \mathcal{A}} \sum_{i=1}^{m} \bar{\lambda}_{i}\left(f_{i}(x)-\mu_{i} h_{i}(x)\right)=\inf _{x \in \mathbb{R}^{n}}\left(\sum_{i=1}^{m} \bar{\lambda}_{i}\left(f_{i}(x)-\mu_{i} h_{i}(x)\right)+\chi_{\mathcal{A}}(x)\right) \\
=-\left(\left[\sum_{i=1}^{m} \bar{\lambda}_{i} f_{i}+\chi_{\mathcal{A}}\right]+\left[\sum_{i=1}^{m} \bar{\lambda}_{i}\left(-\mu_{i}\right) h_{i}+\chi_{\mathcal{A}}\right]\right)^{*}(0) .
\end{gathered}
$$

Using again the constraint qualification $(C Q)$, it follows by Theorem 16.4 in [12] that there exists $\bar{p} \in \mathbb{R}^{n}$ such that

$$
\begin{gathered}
\left(\left[\sum_{i=1}^{m} \bar{\lambda}_{i} f_{i}+\chi_{\mathcal{A}}\right]+\left[\sum_{i=1}^{m} \bar{\lambda}_{i}\left(-\mu_{i}\right) h_{i}+\chi_{\mathcal{A}}\right]\right)^{*}(0)= \\
\left(\sum_{i=1}^{m} \bar{\lambda}_{i} f_{i}+\chi_{\mathcal{A}}\right)^{*}(\bar{p})+\left(\sum_{i=1}^{m} \bar{\lambda}_{i}\left(-\mu_{i}\right) h_{i}+\chi_{\mathcal{A}}\right)^{*}(-\bar{p}) .
\end{gathered}
$$

This means that

$$
\sum_{i=1}^{m} \bar{\lambda}_{i} d_{i}=-\left(-\sum_{i=1}^{m} \bar{\lambda}_{i} \mu_{i} h_{i}\right)_{\mathcal{A}}^{*}(-\bar{p})-\left(\sum_{i=1}^{m} \bar{\lambda}_{i} f_{i}\right)_{\mathcal{A}}^{*}(\bar{p}),
$$

which is nothing else than $(\bar{p}, \bar{\lambda}, d) \in \mathcal{B}_{\mu}^{O}$. Therefore $d \in \mathcal{D}_{O}^{(\mu)}$.
Assuming that $d \notin \operatorname{vmax}\left(\mathcal{D}_{O}^{(\mu)}\right)$, there must exists $\bar{d} \in \mathcal{D}_{O}^{(\mu)}$ such that $d \in \bar{d}-\left\{\mathbb{R}_{+}^{m} \backslash\{0\}\right\}$. According to Theorem 3.3 we have that $\bar{d} \in \mathcal{D}_{O}^{(\mu)} \subseteq \mathcal{D}_{F}^{(\mu)}$ and this contradicts the maximality of $d$ in $\mathcal{D}_{F}^{(\mu)}$. In conclusion $d$ must belong to $\operatorname{vmax}\left(\mathcal{D}_{O}^{(\mu)}\right)$.

We conclude the paper by giving the relation which exists under the stated assumptions between the sets of maximal elements of the image sets of the multiobjective dual problems treated, namely

$$
\operatorname{vmax}\left(\mathcal{D}_{\mu}\right)=\operatorname{vmax}\left(\mathcal{D}_{O}^{(\mu)}\right)=\operatorname{vmax}\left(\mathcal{D}_{F}^{(\mu)}\right)=\operatorname{vmax}\left(\mathcal{D}_{F L}^{(\mu)}\right), \forall \mu \in \mathbb{R}_{+}^{m} .
$$

In other words, the image sets of the efficiency sets of all multiobjective dual problems $\left(D_{\mu}\right),\left(D_{F}^{\mu}\right),\left(D_{F L}^{\mu}\right)$ and $\left(D_{O}^{\mu}\right)$ to the primal problem $\left(P_{\mu}\right)$ coincide for all $\mu \in \mathbb{R}_{+}^{m}$.

Acknowledgements. We are thankful to an anonymous reviewer for helping us improve the quality of the paper.

## References

[1] C.R. Bector, S. Chandra, C. Singh. Duality on multiobjective fractional programming. In Lecture Notes in Economics and Mathematical Systems, Volume 345, Pages 232-241, Springer Verlag, Berlin, 1990.
[2] R.I. Boţ, R. Chares, G. Wanka. Duality for multiobjective fractional programming problems. Nonlinear Analysis Forum, Volume 11, Number 2, Pages 185-201, 2006.
[3] R.I. Boţ, G. Wanka. An analysis of some dual problems in multiobjective optimization (I). Optimization, Volume 53, Number 3, Pages 281-300, 2004.
[4] R.I. Boţ, G. Wanka. An analysis of some dual problems in multiobjective optimization (II). Optimization, Volume 53, Number 3, Pages 301-324, 2004.
[5] S. Chandra, B.D. Craven, B. Mond. Multiobjective fractional programming duality. A Lagrangian approach. Optimization, Volume 22, Number 4, Pages 549-556, 1991.
[6] W. Dinkelbach. On nonlinear fractional programming. Management Science, Volume 13, Number 7, Pages 492-497, 1967.
[7] A.M Geoffrion. Proper efficiency and the theory of vector maximization. Journal of Mathematical Analysis and Applications, Volume 22, Pages 618-630, 1968.
[8] J. Jahn. Duality in vector optimization. Mathematical Programming, Volume 25, Pages 343-353, 1983.
[9] R.N. Kaul, V. Lyall. A note on nonlinear fractional vector maximization. OPSearch, Volume 26, Number 2, Pages 108-121, 1989.
[10] H. Nakayama. Geometric consideration of duality in vector optimization. Journal of Optimization Theory and Application, Volume 44, Pages 625655, 1984.
[11] E. Ohlendorf, Ch. Tammer. Multicriteria fractional programming - an approach by means of conjugate functions. OR Spektrum, Volume 16, Pages 249-254, 1994.
[12] R.T. Rockafellar. Convex analysis. Princeton University Press, 1970.
[13] G. Wanka, R.I. Boţ. A new duality approach for multiobjective convex optimization problems. Journal of Nonlinear and Convex Analysis, Volume 3, Number 1, Pages 41-57, 2002.
[14] G. Wanka, R.I. Boţ. On the relations between different dual problems in convex mathematical programming. In: P. Chamoni and R. Leisten and A. Martin and J. Minnemann and A. Stadler, editors, Operations Research Proceedings 2001, Pages 255-265, Springer-Verlag, Berlin, 2002.
[15] T. Weir. Proper efficiency and duality for vector valued optimization problems. Journal of Australian Mathematical Society, Volume 43, Pages 2134, 1987.
[16] T. Weir and B. Mond. Generalised convexity and duality in multiple objective programming. Bulletin of Australian Mathematical Society, Volume 39, Pages 287-299, 1989.


[^0]:    *Faculty of Mathematics, Chemnitz University of Technology, D-09107 Chemnitz, Germany, e-mail: radu.bot@mathematik.tu-chemnitz.de
    ${ }^{\dagger}$ Center for Operations Research and Econometrics, Université Catholique de Louvain, B-1348 Louvain-la-Neuve, Belgium, e-mail: chares@core.ucl.ac.be
    ${ }^{\ddagger}$ Faculty of Mathematics, Chemnitz University of Technology, D-09107 Chemnitz, Germany, e-mail: gert.wanka@mathematik.tu-chemnitz.de

