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Abstract

Ultrasound Doppler (UD) velocity measurements are commonly used to quantify blood flow

velocities in vivo. The aim of our work was to investigate the accuracy of in vivo spectral Doppler

measurements of velocity waveforms. Waveforms were derived from spectral Doppler signals and

corrected for intrinsic spectral broadening errors by applying a previously published algorithm.

The method was tested in a canine aneurysm model by determining velocities in small arteries

(3-4 mm diameter) near the aneurysm where there was moderately disturbed flow. Doppler results

were compared to velocity measurements in the same arteries acquired with a rapid volumetric

phase contrast MR Angiography technique named PC-VIPR MRA. After correcting for intrinsic

spectral broadening, there was a high degree of correlation between velocities obtained by the

real-time UD and the accelerated PC-MRA technique. The peak systolic velocity yielded a linear

correlation coefficient of r= 0.83; end diastolic velocity resulted in r= 0.81; and temporally-

averaged mean velocity resulted in r= 0.76. The overall velocity waveforms obtained by the two

techniques were also highly correlated (r=0.89 ± 0.06). There were, however, only weak

correlations for the pulsatility index (PI; 0.25) and resistive index (RI; 0.14) derived from the two

techniques. Results demonstrate that to avoid overestimations of peak systolic velocities, the

results for UD must be carefully corrected to compensate for errors caused by intrinsic spectral

broadening.
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1. Introduction

The etiology and progression of many cardiovascular abnormalities are associated with

certain patterns of blood flow. Consequently, blood flow imaging is of clinical interest

because it provides insight into factors that relate both to the progression of these disorders

and to changes in flow that occur following their treatment. Ultrasound Doppler [UD]

Address correspondence to: Jingfeng Jiang, PhD, Department of Medical Physics, WIMR-1005, 1111 Highland Ave., Madison, WI
53705, The University of Wisconsin-Madison, Madison, WI-53706, USA., Voice: (608)-262-4197, Fax: (608)-262-2413,
jjiang2@wisc.edu.

NIH Public Access
Author Manuscript
Phys Med Biol. Author manuscript; available in PMC 2012 June 28.

Published in final edited form as:

Phys Med Biol. 2011 March 21; 56(6): 1755–1773. doi:10.1088/0031-9155/56/6/015.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



velocity measurements are a noninvasive and cost-effective method to provide blood

velocity information (Gill, 1985; Hoskins, 1990). In addition to blood velocities, other

parameters e.g. pressure gradients (Holen et al., 1987; Faccenda et al., 1990) and wall shear

stress [WSS] (Hughes and How, 1993) have been quantified using UD Velocity

measurements. For instance, the pressure gradient, a clinically-relevant parameter for the

assessment of the severity of an arterial stenosis (Gross et al., 2001) is typically calculated

by applying the modified Bernoulli equation (Fuster, 2008). It is thus important to

understand the sources of potential error in Doppler velocity measurements and to make any

necessary corrections that will assure accuracy of results.

Early work using simple flow phantoms demonstrated the potential for UD velocity

assessments performed on spectral displays to overestimate blood velocities, largely because

of intrinsic spectral broadening (ISB) (Hoskins, 1996; Eicke et al., 1995). Several small

scale clinical or preclinical animal studies (Lee et al., 1997; Stadlbauer et al., 2009; Wendt et

al., 1992; Hoppe et al., 1998; Seitz et al., 2001a, 2001b) have also compared UD velocity

measurements to those obtained using 2D phase-contrast magnetic resonance (PC-MR)

angiography. In these comparisons, typically peak systolic velocities measured by UD were

higher than velocities measured using PC-MR, and correlation coefficients between the two

measurements ranged from 0.328 to 0.96 (Lee et al., 1997; Stadlbauer et al., 2009; Wendt et

al., 1992; Hoppe et al., 1998; Seitz et al., 2001a, 2001b).

It is recommended that clinical UD velocity measurements be performed at Doppler angles

less than 60° to minimize such overestimation (Allan, 2006). In the case where the long axis

of a vessel lies parallel to the skin surface (e.g. as for the common carotid artery), using a

small Doppler angle may, however, not be feasible due to limited beam steering angles

available with most ultrasound transducers. Also, to our knowledge, little attention has been

paid to the manner in which the Doppler spectral velocity display should be interpreted so as

to minimize errors caused by the intrinsic spectral broadening effect. One objective of this

study was to develop a practical tracing method that could improve accuracy and

reproducibility of UD velocity measurements when the Doppler angle was relatively large

(Doppler angle of 40-70 degrees). Our second goal was to expand the quantitative

comparisons of velocity measurements by UD and PC-MR techniques for moderately

disturbed blood flow in small arteries (3-4 mm diameter). Specifically, blood velocity

waveforms measured by UD after corrections were compared with those obtained using PC-

VIPR (Gu et al., 2005), an accelerated volumetric PC-MRA technique with three directional

flow encoding. Measurements were performed in and around experimental canine

aneurysms in a region of disturbed flow (Turk et al., 2007). The presence of one or more

aneurysms (acting as a cavity or cavities) leads to flow disturbance in and around the

aneurysm\s. In other words, locally disturbed laminar flow is often observed in and around

aneurysms located at small (3-4 mm diameter) arteries at physiological Reynold’s numbers

(e.g. 100-500), but no signs of fully developed turbulence have been reported (Steiger et al.,

1987). On the one hand, disturbed flow adds additional spectral broadening effects in the

UD velocity measurements (Douville et al., 1985). On the other hand, since PC-VIPR MRA

measurements assume a uniform velocity distribution within the resolution cell, disturbed

flow leads to intra-voxel dephasing, where spins within the resolution cell become randomly

oriented such that the accuracy of velocity measurements is significantly affected

(Dyverfeldt et al., 2008).

Because of the presence of disturbed flow, velocity measurements obtained with either

technique are subject to errors. To help in understanding the extent and causes of

disagreements between results from the two imaging approaches, we have also included

computer simulated velocity values obtained using classic, animal-specific (i.e. image-based

geometries and pulsatile flow waves adjacent to the regions of interest) computational fluid
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dynamics (CFD) simulations (Steinman et al., 2003). Computed flows in these vessels were

used to arbitrate cases where the UD and the PC-MRA velocity measurements differed

significantly.

2. Materials and Methods

2.1 Selection of Subjects

Under an institutionally approved animal protocol, either a single bifurcation aneurysm or a

bifurcation aneurism and a side-wall (lateral) aneurysm (Figure 1) were created in adult

female Beagles using a technique originally described by German and Black (German and

Black, 1965) and later modified in our laboratory (Strother et al., 1992). At least three weeks

after the aneurysm was produced, animals were anesthetized and then subjected to PC-VIPR

MRA and Ultrasound imaging studies. In an internal database, we identified 4 animals who

had the imaging procedures conducted on the same day; it was also noted that, for the same

animal, there were no significant differences (< 15% difference) in the heart rates of these

animals at the time of the UD and the PC-VIPR MRA examinations. Small differences in

animals’ heart rates ensure that PC-VIPR MRA and UD exams were performed under

similar physiological conditions. Otherwise, significant changes in heart rates result in

significant changes of blood velocity in the common carotid artery (Jiang et al., 1995),

thereby making quantitative velocity comparison among the UD and PC-VIPR more

difficult. In these 4 animals, two had bifurcation aneurysms, while the other two had both a

bifurcation and a side-wall aneurysm. Hereafter we refer to these four animals as Subjects A

– D.

2.2 Description of the Ultrasound Doppler Examinations

The same experienced ultrasound technologist (SB) scanned all 4 animals. UD evaluations

were performed using a Siemens Antares scanner (Siemens Healthcare [USA] Inc.,

Mountain View, CA) equipped with a 5-to-13 MHz linear array transducer (VFX13-5). The

hand-held probe was positioned first over the common carotid artery (CCA; see Fig. 1) in

the lower part of the neck. By moving the probe toward the bifurcation aneurysm, the

examiner was able to image at least three planes related to the aneurysm (one proximal to

the aneurysm that included the parent artery upstream from the aneurysm, and two distal to

the aneurysm, one including the branch of the parent artery on the left side of the aneurysm

and the other including the branch of the parent artery on the right side of the aneurysm).

(Fig. 1) If a side-wall aneurysm was present, one additional plane distal to the side-wall

aneurysm was also imaged.

The vessels were scanned in both transverse and longitudinal planes to assess the overall

flow and aneurysm anatomy. Using color-flow B-mode real-time imaging as a map (see Fig.

2a), the examiner placed the pulsed Doppler sample volume (axial gate size of 2-mm) in the

stream of flow in the center of the artery (approximately 4-mm diameter for a canine CCA)

being examined. The corresponding focal lateral and elevational beam widths (−6 dB) are

approximately 1 mm and 1.5 mm, respectively, for imaging conditions investigated (a

transmit focal depth of 10~20 mm and a center frequency of 6-8 MHz). The angle correct

cursor was manually aligned parallel to the flow direction. Doppler angles were

approximately 60 degrees (54.4 ± 9.7 degrees; mean ± standard deviation). Obtaining angles

at the 60 degree range is challenging because the vessels (10-15 mm away from the skin

surface) lie approximately parallel to the skin surface. Instrument imaging adjustments (e.g.

persistence, image depth, and transmit power) were set at fixed values. Other settings

including the pulse repetition frequency and gain, however, were adjusted according to

individual animals (based mainly on the peak systolic velocity and Doppler signal strength)
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to obtain optimal visualization of the aneurysm anatomy and flow patterns. The UD data

acquisitions were not Electrocardiogram (ECG)-gated.

2.3 Description and Calibration of the Accelerated PC-VIPR MRA Technique

MR imaging was conducted on a 1.5 T clinical scanner (Signa HD, GE Healthcare,

Waukesha, WI, USA) with a standard 8-channel knee coil. The 3D PC-VIPR (Phase

Contrast Vastly Undersampled Isotropic Projection Reconstruction) technique (Gu et al.,

2005) uses a highly accelerated 3D radial acquisition that provides isotropic voxel

dimensions. PC-VIPR MRA exploits the sparsity of the phase contrast data sets and allows

for high resolution imaging in relatively short acquisition windows (Gu et al., 2005; Johnson

et al., 2008). PC-VIPR data were acquired covering the vasculature of interest using the

following parameters: TE/TR of 3.6/14.0 ms, retrospective ECG gating, a bandwidth of

±31.25 kHz, a FOV of approximately 18× 18× 18 cm3, isotropic acquired spatial resolution

of 0.8 mm, and scan time of 8 minutes. Temporal resolution varies from 33 to 45 ms. For

each animal a conventional 2D cine PC-MRA sequence with a high encoding velocity was

first prescribed. This was subsequently used to determine the appropriate velocity encoding

(Venc) for the PC VIPR acquisition, which ranged from ±1.5-2m/s. All MR experiments

were conducted by MR physicists experienced in cardiovascular MRI (K. J. or O. W.).

The most-recent experimental validation of the accuracy of the PC-VIPR MRA technique

was described by Nett and colleagues(Nett et al., 2009) who used a MR compatible flow

pump (CompuFlow 1000 MR, Shelley Medical Imaging Technologies, London, ON,

Canada) and a flow phantom consisting of a 7.94 mm diameter tube filled with a blood-

mimicking fluid (BMF-MR, Shelley Medical Imaging Technologies). In their study, the

steady flow rates estimated with a Venc of 120 cm/s were, on average, only 0.4% less than

the actual pump flow rate.

2.4 Off-line Visualization and Data Analysis

Doppler velocity spectrograms were transferred from the Antares scanner to a computer

workstation (Dell Precision 390, Dell Inc., Austin, TX) for processing. A digitizer software

(Engauge Digitizer, sourceforge.net) was used to measure Doppler waveforms by a single

user (JJ). As shown in Fig. 2a, both the inner and outer envelopes of the spectral display

were measured from all Doppler signal spectrograms. Velocity measurements on

spectrograms were corrected for the intrinsic spectral broadening (ISB) effect as follows,

(1)

where Vcorr is the velocity value after correction, max(A, B) is the larger value of A and B

and, Vouter and Vinner are velocity measurements corresponding to the outer and inner

envelopes (see Fig. 2a), respectively. α is a correction factor based on theoretical derivations

given by Newhouse et al (Newhouse et al., 1987; Newhouse et al., 1994). For completeness,

a brief derivation of Eqn. (1) can be found in Appendix A .

MR-measured 4D velocity data were exported to the same computer workstation for

analysis. A MATLAB (Mathworks Inc., Natick, MA) graphical user interface (GUI) (Nett et

al., 2009) was developed to process the time-resolved, volumetric PC-VIPR data containing

three-directional velocity information. The user interface allows for the interactive

placement of an oblique plane (see Fig. 2b) through the measurement volume, usually

placed perpendicular to the long axis of the artery of interest. To ensure the analysis plane

was perpendicular to the long axis of the artery, the algorithm first connected centroids of

adjacent vessel slices to approximate the long axis and then rotated the plane until it was

perpendicular to the long axis. This approach has proven to work well given straight arterial
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segments like ours as shown in Fig. 2. The through plane velocity component is then

calculated from the velocity vectors. The maximum through-plane velocity measurement for

the given plane at each point of a cardiac cycle was used to generate VMRA, the axial

velocity waveform for that plane.

To ensure that velocity waveforms under the PC-VIPR MRA and UD methods were

obtained from the same (at least closely adjacent) locations, we first selected an identifiable

anatomical feature (e.g. the apex of the bifurcation aneurysm in Figs. 2a and 2b) and then

manually aligned the cross-sectional plane described above to be approximately an equal

distance from the anatomical feature for each modality.

The peak systolic velocity (PSV), mean velocity (MV), end diastolic velocity (EDV),

pulsatility index  and resistive index  determined with

the UD and the PC-VIPR MRA methods were compared by the Bland-Altman Plot method

(Bland and Altman, 1986). Bi-variate linear regression analyses and Spearman’s linear

correlations were also performed to determine correlation coefficients (r) and regression

parameters (slope and intercept with the y-axis) for these five velocity parameters (PSV,

MV, EDV, PI and RI) for the UD and the PC-VIPR MRA experiments. Exact permutation

distributions were used to calculate P values in Matlab (Mathworks Inc., Natick, MA). A

probability value of 0.05 was considered significant. Absolute differences (cm/s) were also

calculated for above-mentioned five velocity parameters.

Pearson’s linear correlations as well as the root mean squared errors (RMSE) were also

assessed between overall velocity waveforms from both UD and the PC-VIPR MRA

techniques. The RMSEs were also normalized by corresponding (temporal) mean velocity

values to obtain normalized (unit-less) RMSEs.

All above-mentioned parameters obtained by applying the proposed ISB-correction method

(i.e. Eqn. (1); hereafter referred as to the “post-correction method”) are compared to the

conventional tracing method (i.e. velocity measurements corresponding to the outer envelop

of Doppler Spectral display [see Fig. 2a] and hereafter referred as to the “pre-correction

method”).

2.5 Description of “Animal-specific” Computational Fluid Dynamics (CFD) Simulations

3D-digital subtraction angiography (DSA) data were obtained for subject D with a bi-plane

flat detector C-arm fluoroscopy system (Axiom Artis dBA, Siemens Medical System Inc.,

Forchheim, Germany). Images were acquired following the injection of contrast agent. A

Siemens Leonardo workstation was used to convert the 3D angiographic data into a

sequence of standard DICOM images. Image segmentation was done with a commercially

available package named ScanIP (Simpleware Inc., Exeter, United Kingdom) to obtain

realistic vessel geometries. Then, the reconstructed geometry was imported to a mesh

generator ScanFE (Simpleware) to create an 3D unstructured mesh.

To compute velocity waveforms in and around the aneurism, we solved the time-dependent

3D Navier-Stokes equations [i.e. Eqns. (2) and (3)] for the 3D meshed vessel geometry

using Fluent software, a commercially-available computational fluid dynamic (CFD) solver

(version 12.0; ANSYS-FLUENT Inc., Lebanon, NH). The equations for velocity are written

as:

(2)
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(3)

where  is the three-dimensional velocity vector, ρ is the blood density, p is the pressure

and μ is the viscosity. Blood was modeled as an incompressible laminar fluid with a density

of 1050 kg/m3 and a dynamic viscosity of 0.0035 kg/m-s. For the simulations, time step was

fixed at 0.0002 seconds per step (approximately 2000 steps per cardiac cycle for subject D).

For Subject D, approximately 600,000 tetrahedral cells were used to solve the Navier-Stokes

equations.

The first inlet flow rate waveform needed as a part of the boundary conditions was chosen

from PC-MRA measurements made upstream (approximately 4 cm; hereafter referred as to

section 0) from the bifurcation aneurysm of the subject being investigated. Time-dependent

flow rates were obtained by integrating the through-plane PC-MRA velocity component

over the artery lumen on a slice perpendicular to the axis of the artery. It is reported that

uncertainties of in vivo conventional PC-MRA in terms of flow rate range from 3-13%

(Maguire et al., 2006; Evans et al., 1993; Lotz et al., 2002). This accuracy remains adequate

for use in establishing boundary conditions for CFD calculations (Kohler et al., 2001). Since

the flow rate information from UD was not available, the second inlet flow rate waveform

mimicking the UD velocity waveform measured also at the section 0 of the same subject

was derived by matching its peak systolic flow rate with the peak systolic flow rate of the

first MRA inlet flow rate waveform.

Using inlet flow rate waveforms described above, fully developed velocities were prescribed

at the inlet by weighting Womersley’s analytic solution for fully developed pulsatile flow

with the Fourier coefficients (Frayne et al., 1995). We also assumed zero pressure outlets,

resulting in a flow volume division rate of approximately 50:50 between two outlets for

Subject D, which was consistent with MRA measurements.

We assumed a “no slip” boundary condition on the arterial wall (i.e., velocity is zero at the

wall), and walls were assumed to be rigid. The rigid wall assumption may be a limiting

factor for detailed hemodynamic analysis of secondary flows (Jin et al., 2003) but should be

acceptable for predicting transient axial velocity waveforms along relatively straight arterial

segments like ours (Rayz et al., 2008). Convergence criteria for continuity (i.e. residual of

the continuity equation) and velocity were both set to 10−4. Sensitivity tests on mesh size,

step size and convergence criteria in terms of simulated velocity values at selected locations

were performed similar to methods described by Valencia et al. (Valencia et al., 2006).

We computed flow over a total of three cardiac cycles by solving Eqns. (2) and (3); almost

no differences (i.e. full periodicity) were observed after the second cycle. Since a steady

state computation was used by Ansys Fluent 12.0 as the initial guess for the transient

simulation, multiple cardiac cycles were necessary for the result to be considered as fully

periodic in time. Therefore, results corresponding to the last cycle simulated will be reported

below. More details using about the procedures of “image-based” CFD simulations can be

found in our previous publication (Jiang and Strother, 2009).

3. Results

3.1 Comparison of Velocity Waveforms between UD and PC-VIPR

To compare the velocity waveforms obtained with the UD and the PC-VIPR MRA

techniques, three or four axial sections were analyzed for each animal [see Fig. 3]; Section 1

was proximal (upstream) to the bifurcation aneurysm, Sections 2 and 3 were distal
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(downstream) to the bifurcation aneurysm (across the branch to the left and right sides of the

bifurcation aneurysm, respectively, when it was viewed from the front). In the two animals

with a side-wall aneurysm, velocity was also measured at a plane distal (downstream) to the

side-wall aneurysm (Section 4).

To evaluate correlation between velocity information obtained by the two modalities, high

resolution UD velocity waveforms were re-sampled to the temporal resolution of MRA

velocity measurements. Following this, the Pearson’s linear correlation was computed for

VUD [from both the “pre-” and “post-correction” Doppler spectral data] and VMRA [from

MRA data] from the same site. We found high correlations for both the pre- and post-

correction UD data, ranging from 0.78 to 0.98 [mean ± standard deviation: 0.89 ± 0.06 (pre)

vs. 0.89 ± 0.06 (post)] between the velocity waveforms measured by PC-VIPR MRA and

UD.

“Post-correction” UD and MRA velocity waveforms are displayed in Fig. 3 for all four

subjects. It is easy to see, from these RMSEs including normalized RMSEs (Table 1), that

differences between the UD and the MRA velocity waveforms are significant. Furthermore,

the proposed correction method did not significantly improve registration between the UD

and the MRA velocity waveforms, as evident by virtually unchanged normalized RMSEs

[0.47 ± 0.13 (pre) vs. 0.45 ± 0.20 (post)] and RMSEs [20.5 ± 14.7 cm/s (pre) vs. 18.4 ± 10.5

cm/s (post)].

We also compared the EDV, temporally-averaged mean velocity (MV), PSV, PI and RI

between the UD and PC-VIPR MRA techniques. Table 2 summarizes results for these five

parameters (PSV, MV, EDV, PI and RI) of absolute difference, Bland-Altman analyses

(mean difference, lower and upper limits), Spearman’s correlations including P-values and

Bivariate linear regression analyses (slope and interception with y-axes). Among PSV, MV

and EDV measured by the UD and the PC-VIPR MRA methods, we found significant

correlations (0.76-0.83, p<0.005 for the post-correction UD data and 0.78-0.85, p<0.005 for

the pre-correction UD data). However, there were weak correlations (0.25 and 0.14 for the

post-correction UD data and, 0.35 and 0.23 for the pre-correction UD data) between the PI

and RI for the UD and the PC-VIPR MRA methods.

Also as shown in Table 2, as compared to the PC-VIPR MRA technique by the Bland-

Altman method (see Table 2), the post-correction UD data slightly underestimated the MV

and the EDV by 6.9 cm/s and 4.4 cm/s, respectively, whereas it slightly overestimated the

PSV by approximately 2.6 cm/s. However, as compared to the PC-VIPR MRA technique,

the pre-correction UD data significantly overestimated the PSV by approximately 29.2 cm/s

(see Table 2). Also seen from Table 2, due to variations (see absolute difference values in

Table 2) among measured PSVs, EDVs and MVs, UD velocity results for the PI and the RI

presented relatively large discrepancies from values derived using the PC-VIPR MRA

method. This is consistent with results shown in Table 1 where the normalized RMSE values

indicated that large quantitative differences between the UD and PC-VIPR MRA

measurements exist.

3.2 Comparison Between the “pre-” and “post-correction” UD Velocity Waveforms

We also compared the EDV, MV, PSV, PI and RI between the pre- and post-correction UD

velocity parameters. Table 3 summarizes results for these five parameters (PSV, MV, EDV,

PI and RI) of absolute mean difference, Bland-Altman analyses (mean difference, lower and

upper limits), Spearman’s correlations including P-values and Bivariate linear regression

analyses (slope and interception with y-axes).
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As compared to the post-correction UD velocity data, the pre-correction UD velocity data

significantly overestimated (see the mean differences by the Bland-Altman method Table 3)

all three parameters (PSV, MV EDV) by 26.6 cm/s (or 29.0%), 13.4 cm/s (or 28.2%) and 7.2

cm/s (or 25.2%), respectively. It is interesting to note that the mean absolute differences are

equal to the mean differences among PSV, MV and EDV in Table 1. This indicates that the

proposed correction method provides a nearly constant shift over the pre-correction UD data

(see Eqn. (1)). This also explains why the correlation values were very high, ranging from

0.93-0.98 for all five parameters.

3.3 Observations from “Animal-specific” CFD simulations

It is also easy to see, from Fig. 3 (also the largest RMSE in Table 1), that there were large

discrepancies among velocity waveforms corresponding to Section 3 of Subject D. In order

to obtain values that could be used to arbitrate these disagreements, we performed “animal-

specific” computational fluid dynamic (CFD) simulations on this animal using both MRA

and UD blood waveforms.

These simulations provided “idealized” velocity waveforms for each of the cross-sections

from subject D based on the physics of blood flow (i.e. 3D time-resolved Navier-Stokes

Equation [Eqns. 2 and 3]). We would thus expect that the true velocity waveform should lie

in the vicinity of the CFD-calculated velocity waveforms in each of the velocity waveform

plots (Fig. 4). The prescribed flow rate waveforms based on the UD and MRA

measurements are labeled as D-0 in Fig. 4. Visually, in both Sections 1 and 2 (Fig. 4), the

CFD-calculated velocity waveforms were in good agreements with both the UD and MRA

velocity measurements. However, the UD velocity measurements in Section 3 were

significantly higher (approximately 60%) than both the MRA-measured waveforms and

those predicted by the CFD simulations.

In order to calculate spatial velocity gradient at the measurement locations (i.e.

 where ux, uy and uz are three components of the CFD-simulated

velocity vector), one sample volume (1 × 1 × 1 mm3) comparable to the size of UD sample

volume was selected for each of three measurement sites (D-1, D-2 and D-3). Each sample

volume centered at the centerline of respective measurement cross-sectional plane. The

averaged and maximum spatial CFD-simulated velocity gradients over the corresponding

sample volume are illustrated in Fig. 5 for a cardiac cycle. It is easy to see, from Fig. 5, that

spatial velocity gradients at D-3 are higher than these estimated at either D-1 and D-2. The

sharp spatial velocity gradients at D-3 are likely due to the fact that the measurement site

D-3 was close to the velocity jet (see the horizontal arrow in Fig. 4).

4. Discussion

Without applying the proposed spectral broadening correction method, UD could

significantly overestimate (see Table 3) all three parameters (PSV, MV EDV) by 26.6 cm/s

(or 29.0%), 13.4 cm/s (or 28.2%) and 7.2 cm/s (or 25.2%), respectively. The overestimation

of PSV by the pre-correction UD data could be further confirmed by comparing to the MRA

measurements as shown in Table 2. More specifically, as compared to the MRA

measurements, the pre-correction UD data would have significantly overestimated the peak

systolic velocity values by 29.2 cm/s. This observation is consistent with those of other

studies, where overestimations by UD have been as high as 47% (Wendt et al., 1992;

Hoskins, 1996). The potential for this inaccuracy is illustrated well in one of the waveforms

investigated. At cross-section 3 in subject D (Figs. 3 and 4), UD overestimated the velocities
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by as much as 60% compared to both the PC-VIPR MRA and the velocities predicted by

“animal-specific” CFD simulations.

In Fig. 5, we found stronger spatial velocity gradients near the cross-section D-3 as

compared to the other two measurement sites (D-1 and D-2). Although we observed that the

complexity of the flow streamlines (i.e. the presence of helical flow and recirculation zones)

in and around the bifurcation aneurysm increases significantly compared to the upstream

parent artery and further downstream away from the bifurcation aneurysm (Fig. 4), no

turbulence was identified. Thus, we stipulate that the presence of strong velocity gradients

such as this causes significant spectral broadening (Campbell et al., 1989) at the cross-

section D-3, though the actual cause of this discrepancy could be multi-factorial and is

unknown. It is likely that the simple correction for Vcorr is inadequate for these extreme

conditions, leading to ultrasound Doppler derived velocities that significantly overestimated

(60%) the true velocity for Section 3 in Subject D (Hoskins, 2002).

It is also interesting to note that there were only weak correlations for the PI (r=0.35 and

0.25 for the pre- and post-correction UD data, respectively) and the RI (r=0.23 and 0.14 for

the pre- and post-correction UD data, respectively) determined from the UD and PC-VIPR

MRA measured velocity waveforms. Since the PI and RI have been used for various clinical

applications to assess the resistance of blood flow (Petersen et al., 1997; Pinggera et al.,

2008), further investigations are warranted to delineate conditions for which such

parameters lead to erroneous results.

Doppler ultrasound is the method of choice for evaluation of blood flow in many clinical

applications e.g. carotid artery evaluation. Its advantages over other techniques include its

portability, real-time imaging capability, high temporal resolution and, instant information

on peak velocities under various physiologic conditions. Improvements in ultrasound flow

imaging are ongoing (Hoskins, 2002; Ivancevich et al., 2008; Haworth et al., 2008). Any

assessment of the potential clinical utility of these and other new developments in velocity

assessments using ultrasound requires that they be evaluated and compared in vivo against

state of the art PC-MRA techniques (Gu et al., 2005; Wigstrom et al., 1996; Markl et al.,

2003; Johnson et al., 2008) or other gold standards. To our knowledge, this is the first study

to compare in vivo ultrasound Doppler measurements with results from a 4D accelerated

PC-MRA technique, in this case the PC-VIPR approach.

As proposed by Steinman and colleagues, the incorporation of ultrasound and PC-MRA data

that combine “subject specific” geometry information and velocity waveforms into

computer flow models for simulation of hemodynamics (Steinman et al., 2003) allows

calculation of expected/idealized ranges of flow velocities. We recognize that neither CFD-

calculated (Roache, 1997) or 4D PC-MRA measured flow is not sufficient to serve as the

gold standard to validate the UD measurements. However, they do, in our opinion, serve as

tools for performing valid comparisons of measured flow parameters. This is important,

especially for in vivo flow determinations where validation of the accuracy of techniques is

incomplete. Our work explored the use of this approach.

We also demonstrated that corrections for spectral broadening are needed in order to obtain

reliable ultrasound Doppler measurements (see Tables 2 and 3), especially for peak systolic

velocity measurements. While the proposed simple correction scheme could be easily used

in a clinical setting since all parameters used in this study are readily available to clinicians,

broad application of the ultrasound Doppler approach may be more limited since our

measurements included only superficial arteries studied using a high-frequency linear array

transducer. For this preliminary study, we also limited our effort to investigate the

correlations between MRA and ultrasound velocity parameters and waveforms to only a
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small number of animals. In the future we will extend our effort to obtain volumetric flow

information (e.g. flow rate) using 3-D ultrasound flow imaging to compare these to

measurements made by the PC-VIPR MRA technique. Further studies are needed to validate

Doppler ultrasound use with other transducers and other scanning conditions.

Besides the small number of animals (14 waveforms in 4 subjects), another limitation of this

study is that the locations of flow measurements were manually aligned using anatomical

features. The accuracy of such alignment was not verified in this study. In future work,

fiducial markers both visible under Ultrasound and MR will be implanted for more precise

and accurate alignment.

5. Conclusions

After application of a scheme for correcting for Doppler spectral broadening, the agreement

between velocity waveforms and peak systolic velocities (PSV) obtained from UD and those

derived from 3D-PC-MRA velocity was very good, with correlation values of 0.89 and 0.83

for waveforms and peak systolic velocities, respectively. The potential clinical importance

of these techniques warrants further study.
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Appendix A: Correction for Intrinsic Spectral Broadening and calibration

The Doppler frequency shift fd from a unidirectional flow (with a velocity of V) can be

estimated as follows:

(A1)

where θ is the Doppler angle, f0 is the center frequency of the Ultrasound and c is the speed

of sound in the medium of propagation.

Effects of Doppler bandwidth Bd are well understood in the literature with major

contributions from Newhouse and colleagues(Newhouse et al., 1987; Newhouse et al.,

1994). It can be computed using,

(A2)

where W is the active aperture width and F is the focal length. Tortoli et al. (Tortoli et al.,

1995) combined Eqns. (A1-A2) together by assuming the maximum Doppler frequency due

to the intrinsic spectral broadening, (ISB) effect is fd + Bd / 2. They showed that the rate of

overestimation α can be calculated as follows(Tortoli et al., 1995; Winkler and Wu, 1995),

(A3)

where Vmax is the estimated velocity based on the maximum Doppler frequency and V is the

true unidirectional velocity.
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Eqn. (A3) has been used to correct for the ISB effect by others(Winkler and Wu, 1995).

However, Eqn. (A3) is only theoretically valid for Doppler angles that are nearly 90 degree

(Censor et al., 1988). To avoid over-corrections that we and others (Winkler and Wu, 1995)

have observed for intermediate Doppler angles (31-72°), we empirically limited the

maximum correction ΔV is less than half of the width of the actual Doppler velocity

spectrogram. The width of the actual Doppler velocity spectrogram is defined by the

difference between the inner velocity Vinner and the outer velocity Vouter as shown in Fig.

2(a). Therefore, the corrected velocity Vcorr reads,

(A4)

where max(A, B) is the larger value between A and B.

The linear array transducer (VFX 13-5, Siemens Healthcare [USA] Inc., Mountain View,

CA) used in this study is a 192-element high frequency (5-13 MHz) ultrasound transducer.

In the Doppler mode, for the sample volume chosen by the operator, the transmitted

ultrasound beam is automatically focused at the nearest of possible foci with respect to the

center of the sample volume. We chose the depth corresponding to the center of the sample

volume to approximate the focal depth F.

Also, this linear array transducer is an f/1.33 transducer. Thus, the corresponding array

aperture width W initially increases with the sample volume depth until reaching the

maximum active number of elements (i.e. 32 elements).

The ultrasound transducer was calibrated using a flow phantom (Gammex 1430GS,

Gammex, Middleton, WI) by an Ultrasound engineer (JJ). The flow phantom contains a 4-

mm diameter tube mimicking a blood vessel embedded in a tissue-mimicking background

and a microprocessor-based flow controller producing accurate, steady flow (1.0 to 10 ml/

sec with less than ± 1.5% error) and highly reproducible pusatile waveforms. Only constant

flow was used for the calibration based on Eqn. (A4). The velocity measurements were

performed at a section of the tube parallel to the scanning surface, with a Doppler angle of

72 degrees and a sample volume with a gate size of 2-mm. The outer and inner velocities

were first noted on the angle-corrected spectral waveforms and then were calculated based

on Eqn. (A4) to compare with known velocity values in the phantom. A conversion curve

provided by the manufacture was used to convert volume flow rates to peak velocities in the

vessel. The ultrasound scanner performed well in this difficult scanning condition as

demonstrated in Figure A1. The mean percent error (one standard deviation/mean velocity;

1.1-6.8%) was 4.8%.
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Figure A1.
A plot of Ultrasound Doppler velocity measurements (solid line) and manufacture provided

conversion curve (dashed line) under various steady flow rates ranging from 2 to 13 5 ml/s.

The error bar represents one standard deviation of measurement errors.

A List of Abbreviations

CCA Common Carotid Artery

BA Bifurcation Aneurysm

CFD Computational Fluid Dynamics

DSA digital subtraction angiography

EDV End Diastolic Velocity

ISB Intrinsic Spectral Broadening

MV Mean Velocity

MRA Magnetic Resonance Angiography

PC-VIPR Phase Contrast Vastly undersampled Isotropic Projection Reconstruction

PC-MRA Phase Contrast Magnetic Resonance Angiography

PSV Peak Systolic Velocity

RMSE Root Mean Squared Error

SA Side-wall Aneurysm

SD Standard Deviation

UD Ultrasound Doppler
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WSS Wall Shear Stress
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Figure 1.
A bifurcation aneurysm (BA) and a side-wall aneurysm (SA) in a canine model. The left

image shows the reconstructed geometry based on 3D digital subtraction angiography

(DSA), while the right image is a matched power Doppler image overlaid onto a B-mode

Ultrasound image. CCA in both images stands for the common carotid artery. Sections 1-4

are approximately four planes where UD measurements were made in this animal. The 3D

DSA data were obtained using a clinical angiographic C-arm device (Axiom Artis dBA,

Siemens Medical System Inc., Forchheim, Germany). Since the ultrasound scanning plane

was set to visualize the bifurcation aneurysm, the side-wall aneurysm is not seen well in the

right image.
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Figure 2.
Schematic illustrations of off-line processing of velocity waveforms: (a) UD Velocity

Spectrogram and (b) 4D/3D PC-VIPR MRA. In (a), the red line with diamond markers and

the blue line with triangle markers are the outer and inner velocity waveforms, respectively.

Both lines are used in Eqn. (1). In (b), a MRA velocity waveform obtained from a matched

imaging plane (slice thickness 0.8-mm) is displayed.
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Figure 3.
Plots of velocity waveforms among Subjects A-D. Velocity measurements were performed

at either four or three cross-sectional planes for each subject. The top row shows geometries

and labeled cross-sectional planes, while the bottom four rows show respective velocity

waveforms. For instance, “A-1” stands for the Section 1 in Subject A. The labels “UDV”

and “MRA” refers to velocity data from UD (red) and MRA (black) measurements. Double

horizontal arrows in Subject C point to the location of the side-wall aneurysm that was

largely occluded due to spontaneous thrombosis.
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Figure 4.
An image showing streamlines (i.e. lines of tangent to instantaneous velocity vectors) of

CFD simulated velocity vectors at peak systole in Subject D is displayed in the top left,

while a three-dimensional velocity vector plot at a cutting plane of the same subject is

shown in the top right. The input flow rate waveforms prescribed at the inlet (D-0) are

shown in the middle left. The rest graphs in the bottom two rows illustrate CFD-simulated

velocity waveforms (dashed cyan [MRA] and solid blue [UD] lines), UD-measured (solid

red line), and MRA-measured (dashed black line) velocity waveforms at three different

cross-sectional planes (D-1, D-2 and D-3) of this subject. The CFD-simulated velocities

from which streamlines were derived were based on UD flow rates. The inclined and

horizontal arrows in the 3D velocity vector plot (top right) point to velocity jets nearly the

measurement sections D-2 and D-3, respectively. The double arrows in the streamline plot

(top left) point to the disturbed low velocity region proximal to D-3.
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Figure 5.
Plot of (a) averaged and (b) maximum spatial velocity gradients over the pre-selected

sample volumes (1 × 1 × 1 mm3) for a cardiac cycle. The CFD-simulated velocities from

which spatial gradients were derived were based on UD flow rates (see Fig. 4).
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