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ABSTRACT Image segmentation is considered as a key research topic in the area of computer vision. It is

pivotal in a broad range of real-life applications. Recently, the emergence of deep learning drives significant

advancement in image segmentation; the developed systems are now capable of recognizing, segmenting, and

classifying objects of specific interest in images. Generally, most of these techniques primarily focused on the

asymmetric field of view or frontal view objects. This work explores widely used deep learning-basedmodels

for person segmentation using top view data set. The first model employed in this work is Fully Convolutional

Neural Network (FCN) with Resnet-101 architecture. The network consists of a set of max-pooling and

convolution layers to identify pixel-wise class labels and prediction of the mask. The second model is

based on FCN called U-Net with Encoder-Decoder architecture. The encoder is mainly comprised of a

contracting path, also called an encoder, which captures the context in the image and symmetric expanding

path called decoder to enable accurate location. The third model used for top view person segmentation is

a DeepLabV3 model also with encoder-decoder architecture. The encoder consists of trained Convolutional

Neural Network (CNN) to encode feature maps of the input image. The decoder is used for up-sampling

and reconstruction of output using important information extracted by the encoder. All segmentation models

are firstly tested using pre-trained models (trained on frontal view data set). To improve the performance,

these models are further trained using person data set captured from a top view. The output of all models

consists of a segmented person in the top view images. The experimental results reveal the effectiveness

and performance of segmentation models by achieving IoU of 83%, 84%, and 86% and mIoU of 80% 82%

and 84% for FCN, U-Net, and DeepLabv3 respectively. Furthermore, the discussion is provided for output

results with possible future guidelines.

INDEX TERMS Deep learning, semantic segmentation, top view person, FCN, U-Net, DeepLab.

I. INTRODUCTION

Nowadays, image segmentation is considered an essential

component in many visual-based applications that enable

a better understanding of the scene [1]. It mainly involves

partitioning of video frames or images into multiple objects

or segments and plays a central role in many real-life

applications including remote sensing [2], facial segmen-

tation [3], autonomous driving [4], computational photog-

raphy [5], indoor object segmentation [6], medical image

analysis [7], [8], geo-land sensing, augmented reality [9]
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and object detection [10]. In literature for image segmen-

tation, various techniques have been used, such as region

growing, thresholding, watersheds, Otsu, k-means clustering,

histogram-based clustering, graph cuts, and Markov random

fields [11] and [12]. However, most of these former methods

use low-level features and clues for object segmentation.

In recent years, deep learning-based models have achieved

noteworthy success with remarkable improvement in terms

of time and performance accuracy. Researchers developed

various neural network-based methods for object detection

and classification [13]. In recent studies, deep learning-based

techniques created a new generation of image segmentation

models. These models are based on semantic pixel-wise
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labeling and gained significant research interest, as found

in [11]. Authors adopted Convolutional Neural Networks

(CNN) [14], [15] and pixel-wise labelling for object class

prediction [16], which demonstrate encouraging results in

terms of accuracy and effectiveness. These models segment

the object classes in the input image by predicting pixel

information. It also provides a comprehensive explanation

about the scene, including the information of the object class,

scene semantic, location, and shape, typically based on the

Fully Convolutional Network framework [17]. These models

are expressed as a pixel classification problem with semantic

labels (semantic segmentation).

The deep learning-based segmentation models perform

pixel-level labeling for different categories of objects (e.g.,

human, car, road horse, sky, tree.), as shown in Figure.1.

Mostly deep learning-based segmentation models are primar-

ily developed for frontal view object segmentation, as high-

lighted in Figure.1. From sample images, it can be observed

that the developed models predict the segmentation mask for

the object when captured from close range in frontal view.

Themajority of the deep learning-based segmentationmodels

recognize and characterize various objects using a number of

images during its training/ learning process, mainly including

person images.

FIGURE 1. Some results of deep learning-based segmentation models
including multiple objects mainly from the frontal view (a) & (b) [18],
(c) [19], (d) [17] and (e) & (f) [20].

Inspired from excellent results, in this work, widely used

deep learning-based segmentation models i.e. FCN [17],

U-Net [21] and DeepLabV3 framework [22] have been

explored for top view person segmentation. The top view per-

spective offers wide coverage, better visibility of the objects

in the field of view, andmay handle occlusion problems better

than frontal view [23] and [24]. Moreover, using a single

top view camera is also beneficial in terms of installation

expense, energy usage, and human resource (required to

monitor multiple cameras) [25]. These models were orig-

inally pre-trained using data set captured from normal or

frontal view i.e. PASCAL [26] and COCO [27]. In this work,

multiple person data set is recorded from the top view and

used for testing and training purposes. It contains images

of multiple persons with a variety of poses, scales, angles,

orientations, sizes, and camera resolutions. (See Figure.6

to 8). Experimental results show that deep learning-based

segmentation models efficiently segment the person in top

view images using semantic features. The specific color mask

is assigned using the pre-defined weights file. To decrease

computation time, these models are implemented using both

CPU and GPU. The main focus of the work is outlined as:

• To the best of our knowledge, in this work, for the

first time, deep learning-based segmentation models are

explored for top view person segmentation.

• To investigate the performance, pre-trained deep

learning-based segmentation models (trained on frontal

view data set) are first tested on top view person data set,

which is completely different than training data set.

• To improve the performance of pre-trained models,

training and testing of deep learning-based segmentation

models are performed using top view data set, containing

multiple person images with variation in appearance in

terms of size, scale, pose, and body orientation in indoor

and outdoor environments.

• The comparison of different segmentation models are

made for top view person data set.

• The comparison of computation cost of segmentation

models have also been made for both CPU and GPU.

• Discussion is made based on experimental results, which

provides the significance of deep learning-based models

for the segmentation of person in top view perspective

along with possible future guidelines.

The work is mainly organized in the following subsequent

sections. Section.II delivers a summary of various segmen-

tation based methods used for object segmentation. The top

view data set used for experimental purposes is discussed

in Section.III. The deep learning-based models used and

compared for top view person segmentation are elaborated

in Section.IV. The impact and evaluation of these models are

reported in Section V. The conclusion of the work, along with

future guidelines, is provided in Section.VI.

II. LITERATURE REVIEW

This section briefly describes different segmentation models

developed for object segmentation. It provides a summary

of traditional generic, machine learning, feature, and deep

learning-based methods. A good review of different seg-

mentation techniques is also provide by [11], [28] and [29].

Mostly, researchers in the past used color, texture, and shape

information for object segmentation. Some used Probabilistic

GraphicalModels (PGM’s)& graphical models like Bayesian

Network (BN) for image segmentation. These models

successfully applied in object segmentation using causal

relationships between random variables. Several researchers

utilized Fuzzy C Means based techniques for object seg-

mentation. Few of them combined traditional segmenta-

tion methods with machine learning techniques to enhance
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performance. However, recent advancement of deep learning

techniques in tasks of image classification [30]–[35] and

object detection [36]–[39]. These models have also adopted

for object segmentation tasks. [20] used convolutional layers,

mainly adoptedVGG16-layer network architecture for object

segmentation. This model includes deconvolution and pool-

ing layers employed to identify pixel-wise labels information

for each class. This information was also used for the predic-

tion of segmentation masks. The model was trained using the

PASCAL VOC data set [26]. Dong et al. [18] employed deep

learning for unified object segmentation. They used global

and local context information to distinguish the ambiguous

samples in the images. Another deep learning-based pedes-

trian semantic segmentation model is developed by [19]. This

model includes the Faster R-CNN object detection module,

and the branch of the network is combined for image segmen-

tation. [17] applied a fully convolutional neural network for

the object segmentation. Dvornik et al. [40] introduced a deep

learning-based scene understanding model called BlitzNet.

The model was used for object segmentation in the forward

pass, allowing real-time computation. Reference [41] devel-

oped Multitask Network Cascades for instance-aware based

segmentation. The model composed of three stages the first

one discriminates objects, the second estimate masks for each

object, and the third categorizes objects. The whole model

used convolutional features of VGG-16 as backbone archi-

tecture. Wang et al. [42] developed convolutional neural net-

works (CNNs) for scene understanding based on pixel-wise

segmentationmodel. Themodel used dense up-sampling con-

volution, which generates pixel-level prediction and hybrid

dilated convolution (HDC) framework. The authors used the

KITTI road and PASCAL VOC 2012 data set for segmenta-

tion tasks. Another instance aware based semantic segmen-

tation model was developed by [43], which used the merits

of FCN for segmentation. The developed model was capable

of detecting and segmenting the object instances simultane-

ously. Reference [44] used fully convolutional neural net-

works (FCN) for multi-scale input image.

From the literature survey, we concluded that most of the

segmentation models had been developed for frontal view

objects. The deep learning-based model in literature achieved

good accuracy results mainly for benchmark data sets such

as COCO [27] and PASCAL VOC [26]. Some researchers

also preformed top view person detection. Reference [45]

employed background subtraction based methods for top

view person detection and counting. Ullah et al. [46] used

rotation invariant blob-based segmentation to track and detect

people in top view images. Reference [47] developed a blob

based method for tracking people in industrial environments.

Reference [48] proposed an efficient detector using a lookup

table and point-based transformation for top view person

images. Reference [49] performed top view object detection

using deep learning models. In this work, segmentation mod-

els based on deep learning architecture are examined for the

top view person data set. Reference [50] used CNN based

algorithm for top view person tracking.

III. DATA SET

To the best of our knowledge, mostly existing data sets used

by researchers for person segmentation are mainly based on

the frontal view. Some researchers used top view images, but

those data sets are either not available or captured using drone

cameras from different heights in which the visibility of the

object is not clear. For person segmentation, a data set has

been recorded in this work using a single top-view camera.

It contains multiple person images against a variety of back-

grounds in outdoor and indoor environments. Utilizing the top

view perspective causes changes in the physical appearance

of the object in terms of pose, scale, size, and orientation.

Some sample images of the recorded data set are depicted

from Figure.6 to Figure.8. The data set contains multiple

person images recorded via Point Grey Fly Cap2 (wide-

angle lens) camera and Hikvision HV-DS-2CD2T83G0-I5

(normal view) camera at the Institute of Management Sci-

ences (IMSciences), Hayatabad, Peshawar (Pakistan). In this

research work, a person is mainly focused as it is considered

an essential part of video surveillance. Table.1 describes the

data set.

TABLE 1. Top view person data set.

IV. TOP VIEW PERSON SEGMENTATION USING DL

Image segmentation is also called semantic image labeling,

segments the arbitrary sized image by allocating every pixel

of an input image to the label class object [11]. It generally

combines the image segmentation method with object recog-

nition techniques. Various deep learning-based segmentation

models e.g. [1], [18], [21], [22] and [51] are developed for

different applications. In this section, we mainly focused on

prominent and widely used deep learning-based semantic

segmentation models for top view person data set. The first

model employed for top view person segmentation is Fully

Convolutional Network (FCN) [17]. It utilized only locally

connected layers, like up-sampling, pooling, and convolu-

tion. The architecture does not consist of any dense layer

in order to minimize the computation time and the num-

ber of parameters. To acquire output (segmentation map),

it has two paths; the first is the down-sampling path, used

to capture semantic/contextual information, while the second

one is the up-sampling path, which recovers spatial features.
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FIGURE 2. Frame work of Deep Leaning Based Segmentation for top view person images.

The characteristic of this model is mainly the generation of

segmentation map for arbitrary sized image. FCN is also used

as a baseline model for other semantic segmentation based

architectures, e.g., U-Net. The second model used in this

work is U-Net [21] having a similar encoder-decoder archi-

tecture as FCN but having two distinct features. U-net is sym-

metric, and it skips the connections between the up-sampling

and down-sampling path, used as a concatenation operator.

The last model explored for top view person segmentation is

recently developed DeepLabV3 framework. It usually shares

parallel and cascaded modules of atrous convolutions [22].

The ResNet-101 architecture has been modified, using atrous

convolutions it helps to keep high-resolution feature maps in

deep blocks. All these models have been trained using top

view person images. After training, models assign a color

to object using the color variable, as shown in Figure.2.

In the following subsection, deep learning-based semantic

segmentation models have been discussed and compared

using person data set captured from the top view. The gen-

eral framework of top view person segmentation is depicted

in Figure.2. It can be seen that before testing of the top view

images, pre-processing and normalization is performed. The

trained models require input images normalized similarly to

training. The pre-processed image is further given to deep

learning-based semantic segmentation models. The output

image is decoded bymapping it to the corresponding assigned

segmented color using the color variable. The color variable

assigns pre-defined color for each segmented object.

A. FCN BASED TOP VIEW PERSON SEGMENTATION

Long et al. [17] presented Fully Convolutional Networks

architecture (FCN) for robust segmentation by utilizing fully

convolutional layers in place of last fully connected layers,

as shown in Figure.3. This significant advancement enables

the network to create a dense pixel-wise prediction. To obtain

localization performance, up-sampled outputs are combined

with high-resolution activation maps, which is further trans-

ferred to the convolution layers to construct accurate output.

In this section, the FCN based semantic segmentation process

has been explored for person segmentation, as explained

in Figure.3. For training the model, person images captured

from the top view is used. The model extracts a semantic

feature map of the input image. These semantic features are

usually obtained using training images, which are further

used to build learned/trained semantic features. The overall

flow for top view person segmentation using the FCN model

is shown in Figure.3. The model allows dense prediction of

arbitrary sized images. The Resnet-101 (without fully con-

nected layers) is used as a backbone that generates features.

Instead of classification scores like other deep learning-based

object detection models, it outputs a spatial segmentation

map, as illustrated in Figure.3. It takes an arbitrary sized input

image and performs pre-processing. After forwarding to the

segmentation model, it generates a segmentation map of the

same size as input. The extracted features, then pass through

two 1 × 1 convolutional layers which generate output with

10 × 8 × 6 dimension.
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FIGURE 3. Framework of FCN architecture [17] (Resnet-101 as backbone) for top view person segmentation.

FIGURE 4. Framework of U-Net architecture [21] (left side with Resnet-101) for top view person segmentation.

The output of these convolutional layers is further

processed to FCN architecture [17], which performs

up-sampling. The models learning of the entire image is per-

formed by backpropagation and dense feed-forward compu-

tation [17]. The three up-sampling layers within the network

enable pixel-wise prediction. The loss function is measured

for the image segmentation task using pixel-wise cross-

entropy. It is widely used for image segmentation tasks.

It individually evaluates loss of class predictions for pixel

vector and further calculates the average value of all pixels.

In case, if in the input image, an unbalanced class representa-

tion exists, it may cause some error. Reference [17] presented

sample or weight loss function for each output channel to

reduce class imbalance problem. The function observes each

pixel separately by comparing the class prediction results

with the detected segmentation class. The function is defined

as [17];

λloss =
∑

xǫN

∑

xǫL

ytrue log ypred (1)

where N and L represents a set of all objects and set of all

class labels respectively. logypred represents predicted pixels

and ytrue is the ground truth.

B. U-NET TOP VIEW PERSON SEGMENTATION

The U-Net segmentation model is developed by [21], based

on the idea of FCN. Its architecture is similar to FCN

encoder-decoder architecture, basically divided into three

parts. The first part is the down-sampling path mainly uses

Resnet101 as the backbone consists of 4 stages. Each stage

primarily applies two 3 × 3 convolution with batch norm

followed by 2 × 2 max-pooling, as shown in Figure.4. The

horizontal bottleneck consists of two 3 × 3 convolution fol-

lowed by 2 × 2 up-convolution, as depicted in Figure.4.

The up-sampling path also consists of 4 stages shown as

decoder containing two 3 × 3 convolutional layers followed

by 2×2 up-sampling. The features maps become half at each

stage.

As shown in Figure.4 the model skips connections between

up-sampling and down-sampling paths in order to provide

local and global information during up-sampling. Finally,

at output 1 × 1 convolutional layer provides the segmented

output, where the number of feature maps is similar to the

number of desired segments. The general framework for

person segmentation is explained in Figure.4, The top view

person images are used for training the model; the images are

pre-processed and forward to the trained model.
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The input images are normalized with mini-batches of

3-channel RGB. The shape of the input images is

(N , 3,H ,W ), where N is the number of images, H , and W

represent the height and width of the image. The energy func-

tion is calculated as the cross-entropy loss function combined

with pixel-wise soft-max over the final feature map [21]. It is

defined as;

pk (x) =
exp(ak (x))

∑K
k ′=1 exp(a

′
k (x))

(2)

In above equation, activation in feature channel is denoted

by ak . The number of classes is represented as K , while

approximate maximum-function is represented by pk (x). The

value of pk (x) ≈ 1 for maximum activation with ak (x) at k

and for all other values of k it is given as pk (x) ≈ 0. At each

position the cross entropy is then penalized as [21];

E =
∑

w(x)ǫ�

log(pl(x)(x)) (3)

where true label of each pixel is represented as l : � →

1, . . . . . . . . . . . . ..,K and weight map is w : � → IR which

gives more importance to some pixels during training [21].

The ground truth segmentation with different frequency pix-

els in training data set for certain classes is pre-computed

through morphological operations, the weight map is given

as:

w(x) = wc(x) + wo.exp
−(d1(x) + d2(x))

2)

2σ 2
(4)

Hence, wc : � → IR represents weight map used for balanc-

ing of class frequencies. d1 shows distance to border and d2
represents distance from second nearest border. wo = 10 and

σ ≈ 5. (for more details of Equation.3 and Equation.4 readers

are refer to [21]).

C. DeepLabV3 TOP VIEW PERSON SEGMENTATION

Chen et al [22] recently developed deep learning-based seg-

mentation model. The model mainly uses encoder-decoder

architecture, as depicted in Figure.5. The encoder consists of

the CNN model, which is used to get encoded feature maps

of the input image. The decoder is used to reconstruct the out-

put from the essential information extracted by the encoder,

using the up-sampling method. It includes atrous separable

convolution for each input channel along with point-wise

convolution, as shown in Figure.5. To deal with multi-scale

images, DeepLab utilizes a method of multiple pooling lay-

ers, also known as Spatial Pyramid Pooling (SPP). It divides

the feature maps extracted from the convolutional layer into

spatial bins of fixed number as input image size. In order to

expand the field of view of filters, DeepLabV3 uses atrous

convolution with SPP, which helps to integrate larger context

without increasing the number of parameters. The model

presented by [22] has been modified from previous models,

with more layers of Xception backbone with depth wise

dilated separable convolutions is used rather than using of

max-pooling and batch normalization. The encoder module is

shown in Figure.5 applying atrous convolution and encodes

themulti-scale contextual information. The effective and sim-

ple decoder module refines the object boundaries and seg-

mentation results. The atrous convolution allows the network

to control features resolution, which is computed using CNN.

It also helps to capture multi-scale information by adjusting

filters. In case of two-dimensional signals for the input feature

map x atrous convolution is applied to compute output feature

map represented as y and convolution filter w as follows [22];

y[i] =
∑

k

x[i+ r .k]w[k] (5)

In the above equation, r represents the atrous rate to calculate

the stride, which is used for sampling of the input image(we

refer reader [22] for more details of Equation.5). The value

of r for standard convolution is equal to 1. For reducing

computation complexity, [22] used depthwise separable con-

volution as depicted in Figure.5. For each input channel,

depth-wise convolution performs spatial convolution along

FIGURE 5. Frame work of DeepLabv3 architecture [22] for top view person segmentation.
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with point-wise convolution for output. The model was origi-

nally trained using COCO and PASCAL VOC data set. It can

be visualized from Figure.5 that the decoder module effec-

tively improves the segmentation results, especially around

the object boundaries. Instead of ResNet-101, Xception with

significant modification [22] is used as main feature extractor

or encoder. From Figure.5 that all max pooling operations

are swapped with depth-wise separable convolution. The

DeepLab model employs the energy function as [52]

E =
∑

i

θi(xi) +
∑

ij

θij(xi, xj) (6)

In above equation, label assignment for pixel is represented

by x, i & j varies between 1 to N θi(xi) is the unary function

given as [53];

θi(xi) = − logP(xi) (7)

where label probability assignment at pixel i is represented as

P(xi) and calculated as [53]. To calculate all connecting pairs

of image pixels, i, j following expression is used [53].

θij(xi, xj) = µ(xi, xj)
[

w1exp
(

−
||pi − pj||

2

2σ 2
α

−
||Ii − Ij||

2

2σ 2
β

)

+ w2exp
(

−
||pi − pj||

2

2σ 2
γ

)]

(8)

In above equation the value of µ(xi, xj) is equal to 1 if

xi = xj and otherwise 0. The rest of the expression uti-

lized two Gaussian kernels in unlike feature spaces named

as ‘bilateral’ kernel represented as p depends upon pixel

positions and I as RGB color, the second one only deep

learning-based upon pixel positions. σα , σγ and σγ repre-

sents hyper-parameters used to control the scale of kernels.

(for more details of above equations readers are refer to

[52] and [53].)

In this work, the above discussed models are trained using

person data set captured from the top view. The overall

algorithm for person segmentation from top view using FCN,

U-Net, and DeepLabV3 models shown in Figure.2 is illus-

trated in the following steps. The models are tested for multi-

ple people top view images. The segmentation models output

the segmented person in top view image using assigned color

information. The details of top view person segmentation

models shown in Figure.3, 4 and 5, is provided as:

• The Deep learning models, i.e., FCN, U-Net, and

DeepLabV3, take an RGB image as input, which is nor-

malized using standard deviation and ImageNet mean

method. The dimension of the input for each model

contains batch size Ni, RGB channels Ci the width, and

height is represented by Wi and Hi, respectively. After

normalization of the image is pre-processed and resized.

• The models take arbitrary sized input images and pro-

duce the same sized segmented image as input. At out-

put in the case of FCN, up-sampling is used to create

feature maps, as shown in Figure.3. It helps to create the

same sized output image as input. Similarly, in the case

of U-Net and DeepLabV3, the given arbitrary sized top

view image is down-sampled, as the encoder is based

on output strides. In the case of U-Net, there is no

dense layer, so images of various sizes may be used

as input. In DeepLabV3, the encoded features are first

up-sampled, which are further concatenated with simi-

lar low-level features. To reduced the number of input

channels, 1 × 1 convolutions are applied on low-level

features before concatenation, as depicted in Figure.5.

Finally, 3× 3 convolutions are applied, and the features

are up-sampled. In this way, the model provides an

output of the same size as that of the input image as

depicted in Figure.5.

• At, testing phase, the top view person images are passed

through learned models for person segmentation. Unlike

other traditional blob and segmentation based models,

these models used segmented color information to label

the segmented object at the output, i.e., a person as

shown in Figure.3, 4 and 5.

• The image is converted into an RGB image, and each

segmented label class pixel is mapped to its respective

color. In original models, the variable is used, which is

referred as label color. It stores the color information

for each class according to the index value assigned by

the trained model. For example, as in this work, our

focus is the person; therefore, the color variable form

store’s 0 index for background and the person the RGB

value (192, 128, 128) is used. For other objects, different

values are stored and assigned by the color variable,

as defined in the original models. An empty 2D matrix

for all three color channels, which means an RGB image

is converted into a 2D image. Now the R, G, and B arrays

are formed from the three color channels, each having

the shape of the original 2D image.

• Finally, we get the output image containing a segmented

object with the assigned color. At output as shown

in Figure.3, 4 and Figure.5 the images are decoded into

the same dimension as input. It is represented by No

dimension of the output image, same asNi, theCowhich

represents the color value assigned by the models to

segmented class the Wo and Ho the width and height of

the output image as same as input image Hi and Wi.

V. EXPERIMENTAL RESULTS

In this section, the testing and evaluation results of deep

learning-based segmentation models for top view person

images have been briefly discussed. The models have

been implemented utilizing the HP core. i5 processor with

8 GB RAM using python with OpenCV 3.6. The section

is categorized into three parts; the first section provides

details about visualization results of segmentation models;

the second section offers performance evaluation in terms

of accuracy, and in the last section, time inference has been

discussed.
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A. VISUALIZATION RESULTS OF SEGMENTATION MODELS

FOR TOP VIEW PERSON IMAGES

The visualization results of segmentation models used for

top view person images have been discussed in this sub-

section. These models achieve better accuracy as compared

to traditional segmentation models. The top view data set

is used for testing purposes, containing images of multiple

people in outdoor and indoor environments. It can be

viewed from Figure.6 to Figure.9 that from the top view,

the appearance of the person is considerably changing in

terms of scale, size, orientation, and pose. The segmentation

results of the discussed models for a single indoor person

is depicted in Figure.6. It can be seen that models effi-

ciently detect and segment the person in top view images as

compared to the traditional segmentation techniques, which

required pre-processing for noise removal (due to the back-

ground and illumination changes) for correctly segmenting

the required region of interest. In this work, without using

any noise/shadow removal techniques, the models give good

output results for an arbitrary sized input image. In out-

put results, the person’s appearance varies in terms of size,

pose, and orientation of a person’s body with respect to the

camera location. It can be seen from the sample images of

Figure.6 (a to d), that how these models accurately segment

person region in top view images.

FIGURE 6. Results of segmentation models for top view person images
(indoor environment).

We also tested segmentation models for multiple persons

top view images as depicted in Figure.7. It can be visualized

fromFigure.7(a)& Figure.7(b), that models segmentmultiple

person regions efficiently. In some cases where models are

supposed to produce separate segmented region for multiple

persons as highlighted in Figure.7(c), due to the close interac-

tion of people, these models results single segmented region

at the output. In Figure.7(d) and Figure.7(e), where people

are close interacting with each other, and for traditional

segmentation models, it is usually difficult to segment the

person accurately. Here, the deep learning-based segmenta-

tion models show outstanding performance by efficiently and

accurately segmenting regions containing multiple persons.

FIGURE 7. Top view multiple person semantic segmentation results
(indoor environment).

The output results in the form of segmented regions are

nearly same for all three models. The results of the seg-

mentation models using a wide field of view are also shown

in Figure.8. All three models show good results for multiple

person images, but we also reported some failure examples.

In Figure.8(c), the unsegmented person is highlighted with

the help of a red circle situated lower at the right corner

of the test image, which is not segmented by any of the

three models. Although at different locations of the input

image, the person’s appearance is varied, still all three models

efficiently segment regions for multiple persons, as depicted

in sample images of Figure.8. Segmentation models are

also tested and evaluated for outdoor images captured from

the top view camera, as displayed in Figure.9. The sample

images show that segmentation models show good results in

FIGURE 8. Top view multiple person semantic segmentation results for
(indoor environment).
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FIGURE 9. Top view multiple person semantic segmentation results for
(outdoor environment/normal field of view.)

complex variations of lightning conditions and background.

In Figure.9, most of the time, people are very closed to each

other. As a result, a single segmented region is produced by

all three models. Form sample images, it can be seen that for

any segmentation algorithm, it is not easy to produce single

separable regions for these kinds of overlapping objects.

Overall the DeepLabV3 model shown comparatively better

results than other models in outdoor environments.

B. PERFORMANCE EVALUATION

This sub-section briefly discusses the performance evaluation

of segmentation models used for the top view person data set.

Different matrices are available for evaluation and measure-

ment of the accuracy of segmentation techniques [54]. The

evaluation matrices used in this work is given as follows;

1) RECALL, PRECISION AND F1 SCORE

(PREC, REC, F 1 − SCORE)

These are considered as popular evaluation matrices for

many classical image segmentation techniques. Recall and

Precision for each class is determined as;

Rec =
tp

tp+ fn
(9)

Prec =
tp

tp+ fp
(10)

The harmonic mean of precision and recall defines F1-score,

given as;

F1 − score =
2Prec× Rec

Prec+ Rec
(11)

2) PIXEL ACCURACY (Pacc)

It is the most widely used evaluation metric for segmentation

models. It is defined as accuracy of pixel-wise prediction

given as;

Pacc =

∑K
i=0(pii)

∑K
i=0

∑K
j=0(pij

(12)

In the above equation, K represents the total number of pixels

in the test image, and pii is predicted pixels as class i, and the

ground is represented as pij, the number of pixels of class i

predicted as class j.

3) INTERSECTION OVER UNION (IoU)

It is also recognized as the Jaccard Index, commonly used

evaluation metric to calculate the performance of segmenta-

tion models. It is generally defined as the ratio of intersection

and union area between the predicted segmentation map and

ground truth expressed as;

IoU = J (A,B) = |A ∩ B| / |A ∪ B| (13)

In the above equation, B shows the predicted segmentation

maps, and A represents ground truth.

4) MEAN-IoU (mIoU)

It is another widely used matric for segmentation models. It is

determined as the average value of IoU overall label classes.

It is generally used to report the performance of segmentation

models. It usually ranges between 0 and 1 given as;

mIoU =
1

k + 1

k
∑

i=0

tp
∑k

j=0 fn+
∑k

j=0 fp− fn
(14)

where k represents total classes, tp is number of true positive,

and fp and fn are false positive and false negatives.

In this work, we first used the pre-trained (trained using

frontal view data set) deep learning-based segmentation

models to test top view person images. The results of the

pre-trained models are depicted in Figure.10.

FIGURE 10. Evaluation results of pre-trained segmentation models for
person images captured from top view.

To further boost segmentation models’ performance,

training is performed using the top view data set.

Figure. 11 and 12 demonstrates the training accuracy and

training loss curves of segmentationmodels used in this work.

The result is obtained using cross-entropy and loss functions,

as discussed earlier. In Figure.11, it is noted that the U-Net

and DeepLabV3 accuracy curve is slightly better than the

FCN model. Similarly in Figure.12, the DeepLabV3 and

U-Net loss curves are decreases, which shows that it con-

verges more easily. Based on comparison results, we con-

cluded that U-Net and DeepLabV3 are suitable in terms of

accuracy.
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TABLE 2. Comparison results of segmentation models using top view person data set.

FIGURE 11. Segmentation models training accuracy.

FIGURE 12. Segmentation models training loss.

The trained models are further evaluated using top view

data set containing test images. Figure.13 summarizes the

results of segmentation models trained and tested using top

view person images. It can be seen that the performance

of trained models is improved/enhanced as compared to

pre-trained models shown in Figure.13. There is a miserable

difference between the accuracy of measuring matrices.

The quantitative results of the above discussed models are

also elaborated in Table.2. The overall results reveal the effec-

tiveness of deep learning-based models compared with tradi-

tional ones. In this work, we compared the results of the well

known andmostly addressed techniques, e.g., improvedHOG

based image segmentation model proposed by [55], water-

shed [56] Otsu based image segmentation [57], improved

FIGURE 13. Evaluation results of segmentation models trained and tested
using person data set captured from the top view.

adoptive background subtraction based methods [58]–[60]

and adoptive splitted GMM- based methods [61] using top

view person data set. Table.2 also demonstrates the results of

measuring matrices for discussed deep learning-based seg-

mentation models along with traditional feature and back-

ground subtraction based methods.

C. COMPARISON IN TERMS OF TIME INFERENCE

All models have been compared in terms of time inference

for both CPU and GPU, as seen in Figure.14 and Figure.15.

FIGURE 14. Inference time of FCN U-Net and DeepLabV3 on CPU.
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FIGURE 15. Inference time of FCN, U-Net and DeepLabV3 on GPU.

We have used an NVIDIA GTX 1080 Ti GPU for com-

parison and found that both models take around 1.2GB.

From Figure.14 and Figure.15, it can be noticed that the

DeepLabV3 model is slightly slower than FCN and U-Net.

VI. CONCLUSION

In this research work, different deep learning-based semantic

segmentation models FCN, U-Net, and DeepLabV3 have

been explored for top view multiple person segmentation.

Although there is substantial variation in the person appear-

ance from the perspective change of camera, the pre-trained

deep learning-based segmentation models still give encour-

aging results. In order to further enhance the performance of

segmentation models, we further trained and tested all three

models using the top view person data set. The visual results

show that models have the ability to segment person even

when occluded and partially visible in scenes captured from

the top view. Overall the accuracy of DeeLabV3 and U.Net

is better than FCN. The models achieve IoU of 83%, 84%

and 86% and mIoU of 80%, 82%, and 84% for FCN, U-Net

and DeepLabv3 respectively. We also calculated the com-

putational performance of both models for CPU and GPU.

The inference time shows that DeepLabV3 and U-Net are

slightly slower than the FCNmodel. The deep learning-based

segmentation models perform much better than conventional

segmentation methods. In the future, the work might be

extended for other deep learning-based segmentation models

using multiple top view object data set.
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