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ABSTRACT

Model skills of two 3D hydrodynamic models, ELCOM and Delft3D, were assessed by simulating
internal seiches and surface currents and comparing the results with ଏeld data in Upper Lake
Constance, Germany. Both models were set up using the same horizontal and vertical
discretisation and forced by a horizontally resolved wind ଏeld. Model simulations were carried
out during a stable stratiଏcation period in summer. Oscillations of the simulated and the
measured isotherms in Lake Überlingen (north basin of Upper Lake Constance) indicated the
existence of a Kelvin-type wave with a period of 84 h. The major wave pattern in period and
amplitude was consistent between the simulations and the measurements, whereas
discrepancies appeared in the phase match. The measured and the simulated vertical velocity
structure in the middle of the main basin of Upper Lake Constance showed occurrence of a
Poincaré-type wave with a 14 h period. Major oscillations of the velocity structure were
captured by both models, and the agreement between the simulations and the measurements
was higher in deep layers than in near-surface layers. Model prediction of the near-surface
velocities as well as the surface circulation pattern was more accurate under high current
velocities during strong winds than under weak winds. This study concluded that both ELCOM
and Delft3D were signiଏcantly skilled at simulating internal wave motions and surface currents,
and there was no signiଏcant diଏerence in reproducing the measured lake dynamics between
ELCOM and Delft3D.
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Introduction

Internal basin scale oscillations (internal seiches) are a
prominent feature during the stratiଏed period in most
lakes and are the major source of currents and kinetic
energy in the deeper parts of the water column (Wüest
and Lorke 2003, Appt et al. 2004). In the surface water
of stratiଏed lakes, currents due to seiches are usually
larger than in the deep water because the extent of the
deep water layer (hypolimnion) is typically larger than
that of the surface layer (epilimnion; Appt et al. 2004).
The currents in the surface layer not only result from
internal seiches but are additionally generated by direct
wind forcing (Imberger and Patterson 1990). The
wind-driven surface circulation patterns are more sensi-
tive to the instantaneous wind speed and wind direction
than the currents due to internal seiching. Currents from
seiching are mainly related to the amplitudes of the
seiches, which are determined by the integrated wind
energy input into lakes and to the seiching periods,
which depend on the density stratiଏcation and the mor-
phometry of the basin (Wüest and Lorke 2003).

The stratiଏcation of many lakes is predominantly
determined by the vertical temperature distribution
(Wüest and Lorke 2003), whereas salinity in most cases
only contributes to stratiଏcation during low tempera-
tures, close to 4 °C (Ollinger 1999). The thermal stratiଏ-
cation of lakes varies seasonally because of seasonal
changes in the surface heat ଏuxes (Boyce et al. 1989),
especially during summer stratiଏcation characterized
by a large density gradient in the thermocline, which
suppresses turbulence. Therefore, vertical transport of
momentum by turbulent mixing through the thermo-
cline is small and contributes little to the kinetic energy
in the deep water of lakes (Wüest and Lorke 2003). How-
ever, during the stratiଏcation period, wind forcing can
generate internal seiches (Antenucci et al. 2000, Appt
et al. 2004). These seiches can eଏciently transfer wind
energy introduced at the lake surface into the deep
water of lakes and thus aଏect physical, biological, and
ecological processes in the deep water, such as turbu-
lence, vertical mixing, and the structure of the benthic
boundary layer, and thus also the exchange of nutrients
and gases at the water–sediment interface (Umlauf and
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Lemmin 2005). The simulation of the current ଏeld and
vertical mixing in lakes requires not only reliable wind
ଏelds, a coupling of the lake surface to wind forcing,
and vertical turbulent mixing, but also data on meteorol-
ogy for the estimation of surface heat ଏuxes and a model
capable of simulating thermal stratiଏcation and baro-
clinic motions.

Diଏerent 3D numerical models have been employed
to investigate hydrodynamics in a wide range of lakes,
such as ELCOM in Lake Ontario (North America; Rao
et el. 2009, Huang et al. 2010b), Lake Como (Europe;
Laborde et al. 2010), Lake Constance (Europe; Appt
et al. 2004), and Lake Biwa (Japan; Shimizu et al.
2007); FVCOM in Lake Erie (Niu et al. 2015) and Lake
Huron (North America; Nguyen et al. 2014); POM in
Lake Victoria (East Africa; Song et al. 2004) and Lake
Michigan (North America; Beletsky et al. 1997); GETM
in Lake Alpnach (Europe; Becherer and Umlauf 2011);
Delft3D in Lake Geneva (Europe; Razmi et al. 2013,
2014) and Upper Lake Constance (Wahl and Peeters
2014); and a new hydrodynamic model in Lake Biwa
(Koue et al. 2018). In the present study we adopted 2
commonly applied numerical models, the Estuary Lake
and Coastal Ocean Model (ELCOM, version 2.2: Hodges
and Dallimore 2006) and Delft3D-FLOW (herein
referred to as Delft3D, version 4.03.01; Deltares 2014),
to simulate the baroclinic dynamics in Upper Lake Con-
stance. Both modelling codes are available in open source
and are being continuously improved by optimizing the
existing processes. However, the heat ଏux estimation
remains the same in the updated versions of these mod-
els. Therefore, similar results leading to similar conclu-
sions can be expected, even using the latest version of
these models in the present study. The fundamental
numerical scheme of ELCOM is based on the Tidal,
Residual, Intertidal Mudଏat (TRIM) approach (Casulli
and Cheng 1992) with modiଏcations for accuracy, scalar
conservation, numerical diଏusion, and implementation
of a mixed-layer turbulence closure (Hodges and Dalli-
more 2006). Delft3D uses a ଏnite diଏerencing approach
with an alternating direction implicit (ADI) numerical
scheme (Stelling 1984), and the turbulence closure is
based on the eddy-viscosity concept (Uittenbogaard
et al. 1992). ELCOM in combination with CAEDYM
has been one of the most commonly employed model
systems to address coupled hydrodynamic–ecological
questions in lakes. Although support for ELCOM-
CAEDYM ended, it was recently reestablished in a new
model environment (AEM3D: http://www.hydronumerics.
com.au/software/aquatic-ecosystem-model-3d). In the
Delft3D modelling suite, the basic module is Delft3D-
FLOW, in which hydrodynamics are calculated and
used as input to the other modules (e.g., Delft3D-WAVE:

short wave propagation; Delft3D-SED: sediment trans-
port; Delft3D-ECO: ecological modelling; D-WQ: water
quality). Both models use the hydrostatic assumption
and the nonhydrostatic pressure to estimate scaler
transport. In this study, ELCOM and Delft3D were
employed using the hydrostatic assumption, which
reduces the computational cost and is appropriate for
coarse-grid models simulating slow, long-term period
motions.

These 2 models have been used for diଏerent numer-
ical experiments in Upper Lake Constance (Appt et al.
2004, Wahl and Peeters 2014). Appt et al. (2004) used
ELCOM to simulate the baroclinic basin-scale wave
motions in Upper Lake Constance during autumn.
Comparison of the model results and the ଏeld data
indicated that the period and amplitude of waves
agreed with the ଏeld data, but diଏerences in the
phase agreement were observed. This study used only
measured temperature proଏles for the comparisons of
basin-scale waves. Wahl and Peeters (2014) simulated
Upper Lake Constance using Delft3D and investigated
the eଏects of climate change on the stratiଏcation and
the deep-water renewal. Validation with a temperature
proଏle in the middle of the lake revealed that the
model can adequately simulate the thermal stratiଏca-
tion over decades. Delft3D has been used to simulate
current patterns under diଏerent wind forcings (Lake
Geneva: Razmi et al. 2013) and evaluate the sensitivity
of residence time for diଏerent wind forcings (Lake
Geneva: Razmi et al. 2014). The present study is the
ଏrst to compare the performance of Delft3D and
ELCOM using time series of temperature, current,
and drifter data.

Few studies have directly compared diଏerent 3D
hydrodynamic models and ଏeld data in lakes (e.g., Belet-
sky et al. 1997, Huang et al. 2010b). POM and DIECAST
models were used by Beletsky et al. (1997) to simulate
internal waves in Lake Michigan. The POM results
were more sensitive to the grid resolution than those in
DIECAST. Huang et al. (2010b) compared the perfor-
mance of 3 hydrodynamic models (POM, CANDIE,
and ELCOM) with ଏeld data to simulate the seasonal
and the synoptic variability of the thermal structure
and circulation in Lake Ontario. The results showed
that all 3 models reproduced the observed major spatial
patterns of the mean temperatures. ELCOM predicted
higher magnitudes in velocities while the other 2 models
more closely agreed with the observations. The perfor-
mance of Delft3D in predicting the lake hydrodynamics,
however, has not yet been compared with the other 3D
models. The model comparison here focused on the per-
formance of models ELCOM and Delf3D in simulating
3D hydrodynamics, which is the basis for the ecosystem
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or water quality models, and comparing the results with
ଏeld data.

The main objective of the present study was to inves-
tigate the ability of two 3D models (ELCOM and
Delft3D) to simulate stratiଏcation, baroclinic dynamics,
and surface currents in large lakes using the example
of Upper Lake Constance. Simulated results were com-
pared with temperature and current proଏles at 2 moor-
ing locations and to the velocity data from a series of
drifter experiments to show the agreement between sim-
ulated and measured surface currents and circulation
patterns.

We provide a description of the study area and the
ଏeld data, followed by a comparison of the 2 hydrody-
namic models employed in this study and an explanation
of the statistical parameters used for the analysis of the
model results and the measured data. We then compare
simulated results of the 2 models with the ଏeld data and
discuss the simulated and measured dynamics in the lake
to formulate conclusions.

Study area and ଏeld data

This study was conducted on Upper Lake Constance,
located at the southern boundary of Germany (Fig. 1).
Upper Lake Constance has a surface area of ∼470 km2,
a maximum depth of 252 m, a mean depth of ∼100 m,
and a mean width of ∼9 km (Appt et al. 2004). Upper

Lake Constance consists of 2 main basins, Lake Überlin-
gen (maximum depth ∼145 m) and the main basin, con-
nected at the Sill of Mainau where the water depth is
∼100 m. The 2 main wind directions are SW–W and
NE. Wind from SW–W prevails particularly during
strong events spanning 1–7 d with a frequency of 2–9
d per month (Huss and Stranz 1970). Additionally, a
day–night wind pattern also exists in the central basin
of the lake and is particularly pronounced between the
inଏows of Rotach and Argen (Fig. 1). In Upper Lake
Constance, the water level ଏuctuates seasonally by
∼2.5 m; maximum water levels typically occur during
summer months as a result of melting ice and precipita-
tion in the Alpine catchment.

Precise bathymetric maps of Upper Lake Constance
were produced between 2014 and 2015 using multi-
beam echosounding and LiDAR-techniques (http://
www.tiefenschaerfe-bodensee.info/Projekt/). The entire
lake bathymetry is gridded on 10×10 m cells while the
nearshore area (<10 m water depth) is additionally sur-
veyed on higher resolution 3×3 m grids. A time series
of vertical temperature proଏles was measured with a
thermistor chain moored at station S1 (Fig. 1) in Lake
Überlingen from 15 July to 31 August 2009. The chain
was equipped with 28 thermistors (TR-1060 from RBR
Ltd., Kanata, ON, Canada) placed between 0.8 and
125 m water depth with vertical spacing increasing
with increasing water depth. The thermistors sampled

Figure 1. Main basins of Lake Constance: Upper Lake Constance with Lake Überlingen connected by the Sill of Mainau, and Lower Lake
Constance. Contour lines indicate depth with reference to the elevation 394.5 m above mean sea level. Monitoring stations (red
squares): S1: vertical temperature proଏles, S2: vertical velocity proଏles, and DWD (German Weather Service): meteorological data.
Blue squares indicate the locations of signiଏcant river input considered in the model approaches.
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water temperature at a time interval of 60 s with an accu-
racy of ±0.002 °C. Between 30 July and 4 August 2009, a
614 kHz Acoustic Doppler Current Proଏler (ADCP; Tel-
edyne RD-Instruments, Poway, CA, USA) measured the
current ଏeld of the upper 50 m of the water column at S2
(Fig. 1). The vertical bin resolution was 0.5 m and the
sampling interval was 30 s, averaging 20 pings per inter-
val. Drifter experiments deployed 15 drifters in the main
basin of Upper Lake Constance from 14 to 28 August
2009. The drifters consist of a cylindrical sail and a
small surface buoy equipped with a data logger, GPS,
and a GSM module (Peeters and Hofmann 2015). The
data logger recorded position and time with a sampling
interval of 5 s. The sail of each drifter was constructed
with a plastic tube and stabilised by 2 metal rings, one
at the top and one at the bottom. Each sail had a diam-
eter of 1 m and a height of 2 m and was attached to the
surface buoy via a thin string (5 m length); therefore, the
drifter was advected by the currents at 5 m depth.

Horizontally resolved dynamic wind ଏelds used in this
study were based on the outputs from the high-precision
numerical weather prediction system of Consortium for
Small-scale Modelling (COSMO), which is operationally
simulated by the National SwissWeather Service (Schättler
2009). COSMO is a nonhydrostatic limited-area model
with a horizontal resolution of 2.2 km and temporal out-
puts of 1 h. Continuously monitored hourly meteorolog-
ical data (i.e., incident-solar radiation, relative humidity,
cloud cover, and air temperature) were available from a
station of the German Weather Service (DWD; Fig. 1)
located next to the city of Konstanz. Time series data
(15 min intervals) on discharge and temperature of the
main tributaries to Upper Lake Constance (blue squares,
Fig. 1) were provided by local authorities (Lake Research
Institute, ISF-LUBW).

3D hydrodynamic models

A brief description of the numerical implementation of
ELCOM and Delft3D is provided to emphasise the sim-
ilarities and the diଏerences between the 2 models. The
diଏerent formulations of the 2 models estimating the
heat ଏux at the lake surface and the solar radiation
absorbed into the water column are outlined in detail
(Appendix A).

ELCOM

ELCOM is a free surface z-layer model that includes the
simulation of temperature stratiଏcation and can be
forced with horizontally resolved, dynamic wind ଏelds
(Hodges and Dallimore 2006). The fundamental numer-
ical scheme of this model is from the TRIM approach

(Casulli and Cheng 1992). The grid stencil is the Ara-
kawa C-grid; velocities are deଏned at cell faces while sca-
lar concentrations are deଏned at cell centres. ELCOM
uses the 3D mixed-layer approach to simulate the verti-
cal turbulent ଏuxes in the momentum and the transport
equations (Imberger and Patterson 1990, Hodges et al.
2000). This process allows increased computational
eଏciency and sharper gradients to be maintained with
coarse grid resolution compared to the standard vertical
turbulence equation using the vertical eddy viscosity
(Rodi 1984). Discretisation of advection, baroclinic
terms and horizontal diଏusion is implemented as source
terms in the fundamental, semi-implicit evolution of the
velocity ଏeld (Hodges et al. 2000). For stratiଏed ଏows,
ELCOM uses an explicit discretization of the baroclinic
terms in the momentum equation, imposing a time-
step restriction based on the internal wave Courant-
Friedrichs-Lewy (CFL). The momentum input of wind
is modelled using a stress boundary condition, evenly
distributed over the surface wind-mixed layer (Imberger
and Patterson 1990, Casulli and Cheng 1992). Heat
exchange through the free-surface is estimated by the
standard bulk transfer models (Imberger and Patterson
1981). ELCOM was simulated using the Boussinesq
approximation, which neglects the nonhydrostatic pres-
sure terms to estimate scalar transport (Hodges and Dal-
limore 2006).

Delft3D

Delft3D (Deltares 2014) was used to simulate thermal
stratiଏcation and current ଏeld using the z-layer approach
and the hydrostatic assumption. The same rectangular
grid was applied as in ELCOM. Delft3D is based on a
ଏnite diଏerencing approach with an ADI numerical
scheme (Stelling 1984) and uses the same grid stencil
used in ELCOM. Horizontal advection is estimated
using a multi-directional upwind scheme (Stelling and
Duinmeijer 2003). The turbulence closure model is
based on the eddy-viscosity concept: the vertical
exchange of horizontal momentum and mass is modelled
through vertical eddy viscosity and eddy diଏusivity
coeଏcients. These coeଏcients are estimated from the
k-ε model in which the turbulent kinetic energy (k)
and the dissipation rate of kinetic energy (ε) are calcu-
lated by the transport equation (Uittenbogaard et al.
1992). The transport of scalars and heat is simulated
by the advection-diଏusion equation, as in ELCOM.
Wind forcing is modelled by a stress boundary condition
at the free surface, similar to the approach in ELCOM.
However, wind stress is estimated using 3 wind speed
ranges based on 3 wind-drag coeଏcients (Smith and
Banke 1975). Note that the wind-drag coeଏcient of
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ELCOM is independent from wind speeds. The heat
energy exchange at the free surface is estimated using
the Murakami heat ଏux model (Murakami et al. 1985).

We summarize the main parameterization for both
ELCOM and Delft3D setups as used in the simulations
(Table 1) and provide a detailed description of the heat
ଏux formulations (Appendix A).

Model setup

The ELCOM and Delft3D models for Upper Lake Con-
stance were set up with the same horizontal and vertical
discretisation using the rectilinear coordinates. Grid res-
olution in the horizontal was 200 m. The vertical was dis-
cretized using 77 layers, the thickness of which increased
from 0.7 m at the free surface up to 9.5 m at the lake bot-
tom. The vertical resolution in the thermocline between
10 and 30 m water depth was 1 m. The measured lake
bed topography was linearly interpolated onto the hori-
zontal grid cells to construct the model bathymetry. The
time series of water inଏow and temperature were
imposed at the respective model nodes as point sources
(blue squares, Fig. 1). Both models were forced by the
horizontally resolved dynamic COSMO wind ଏeld
(Schättler 2009). For the heat ଏux calculations,
ELCOM used hourly time series of solar radiation,

relative humidity, air temperature, and longwave radia-
tion, whereas Delft3D used hourly time series of the
externally calculated net-solar radiation, relative humid-
ity, and air temperature from the meteorological station
DWD (Fig. 1; formulations for the estimation of heat
ଏuxes in ELCOM and Delft3D in Appendix A). Both
modelling approaches were initialised with a vertical
temperature proଏle from station S1 (Fig. 1) and a zero
initial velocity ଏeld. The model simulations spanned a
period of 6 weeks during the summer from 14 July to
31 August 2009; the ଏrst 2 weeks were required for the
model spin-up and were not considered in the analysis
of the model results.

Statistical parameters

Model performance was investigated by analysing the
agreement between the simulated results and the mea-
sured data using a number of statistical parameters.
The vertical proଏles of the simulated temperatures
were compared with the measured temperature proଏles
using the root-mean square error (RMSE). Simulated
time series of the velocity components at diଏerent hori-
zontal depth layers (5, 10, and 15 m) were also compared
with those of the measured velocities using the RMSE.
The periods of vertical oscillations of isotherms were

Table 1. Similarities and diଏerences of the numerical schemes and the heat ଏux algorithms in ELCOM and Delft3D. Cd = wind drag
coeଏcient, U10 = wind velocity at 10 m height, TRIM = Tidal, Residual, Intertidal Mudଏat, ADI = alternating direction implicit. Heat
ଏux equations are given in Appendix A.

Parameter ELCOM Delft3D

Model grid Horizontal Rectilinear Rectilinear
Vertical z-layer z-layer

Wind stress (Cd) 0.0013 0.0019, if 0 < U10 < 5 m s−1

0.0019, if 5 < U10 < 100 m s−1

0.0723, if U10 > 100 m s−1

Numerical scheme TRIM ADI
Numerical method Finite-diଏerence/-volume Finite-diଏerence
Time step limitation CFL criterion CFL criterion
Grid stencil Arakawa C-grid Arakawa C-grid
Facilitating free-surface change Flooding-drying scheme Flooding-drying scheme
Pressure distribution along the
vertical

Hydrodynamic
pressure

neglected neglected

Hydrostatic solution Yes Yes
Vertical mixing 3D mixed-layer k-ε model
Advection-diଏusion schemes Advection for

momentum
Semi-implicit Multi-directional-upwind

Advection for
transport

Semi-implicit Van Leer-2 (Van Leer 1974)

Horizontal diଏusion Constant: 0.1 m2 s−1 Ambient values:
Eddy-viscosity 0.1 m2 s−1

Eddy-diଏusivity 1.0 m2 s−1

Total heat energy transfer at free-
surface (Htot) = Hs+(HA-Hw)-HE-
HC

Net solar radiation (Hs) Incident solar radiation provided as input, internally
calculate net radiation (eq. A2)

Externally calculated using Ollinger
(1999) and provided as input (eq. A5)

Net long-wave
radiation (HA − Hw)

Externally calculated long-wave radiation (Iziomon et al.
2003) as input, internally calculate net long-wave
radiation (eq. A10)

Berliand’s formula (Murakami et al.
1985) (eq. A11)

Latent heat ଏux (HE) Estimates using the Bulk formula in Fischer et al. (1979)
(eq. A13)

Dalton’s law of mass transfer
(Murakami et al. 1985) (eq. A16)

Sensible heat ଏux (HC) Estimates using the Bulk formula in Fischer et al. (1979)
(eq. A20)

Estimates based on latent heat ଏux
using Bowen’s ratio (Deltares 2014)
(eq. A21)
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estimated by analysing the power spectral density (PSD)
of 2 isotherms, 10 and 15 °C. Autocovariance function
(ACF) was used to identify the wave period, cross-
covariance function (CCF) was used to estimate the
agreement of the phase between the measured and the
simulated velocities, and band-pass ଏlters were used to
identify the periods of the oscillatory patterns of iso-
therms and velocity components. Surface velocity mag-
nitudes from the drifter experiments and the
simulations were compared using the coeଏcient of
determination (R2) and the RMSE. Normalised diଏer-
ence (D) between the simulated surface velocity compo-
nents was estimated to qualitatively compare the surface
velocity distributions of the models.

Root mean square error (RMSE)

The RMSE indicates the standard deviation between the
measured and the simulated values as:

RMSE =
1

n

∑

n

i=1

(Pi −Mi)
2

[ ]1/2

, (1)

where P is the model-simulated value, M is the measured
value, and n is the number of samples. The lower the
RMSE the better the agreement between model results
and data. Note, however, that the RMSE can become
large if model and data are both characterised by periodic
signals with large amplitudes and the same period but
shifted in phase. Hence, model results and data may indi-
cate almost identical periods and amplitudes of internal
waves, but the RMSE values may be large because of a
phase shift between simulated and measured waves.

Coeଏcient of determination (R2) and linear
regression

R2 is deଏned as the squared value of the coeଏcient of
correlation (Krause et al. 2005) and quantiଏes the frac-
tion of the variance in the measured data explained by
the simulated results:

R2 =
∑n

i=1 (Mi − !M)(Pi − !P)
%%%%%%%%%%%%%%%%%%

∑n
i=1 (Mi − !M)

2
√ %%%%%%%%%%%%%%%%

∑n
i=1 (Pi − !P)

2
√













2

, (2)

where !P is the averaged model-simulated value and !M is
the averaged measured value.

A value of 0 indicates that the model does not explain
the variance in the data, and a value of 1 indicates that
the variance of data is fully explained by the model
results. Linear regression of model results versus data
not only provides R2 but also the gradient and the inter-
cept of the regression line. These properties can be used

as additional criteria to judge model performance
whereby good model performance is indicated by a gra-
dient close to 1 and an intercept close to 0.

Power spectral density (PSD)

PSD was calculated using the Welch method with a
Hamming ଏlter and half-overlapping windows
(Gómez-Giraldo et al. 2006). To identify the period of
internal waves, the spectra of isotherms were calculated
based on 30 d of data with a temporal resolution of
10 min. Several window sizes were applied (13 d, 6 d, 3
d, and 12 h), allowing a reduction of conଏdence intervals
at high frequencies and a better frequency resolution at
low frequencies. Peaks in the power spectrum indicate
at which frequencies (or periods) the variance in the
time series is particularly high.

Autocovariance function (ACF) and cross-
covariance function (CCF)

ACF indicates the correlation coeଏcient of a time series
as a function of time lag and was used to identify periodic
patterns. An average period of the internal waves was
estimated by considering the occurrence of crests and
troughs throughout the evaluation period. Note that
this procedure assumes the presence of a coherent
wave pattern during the entire time period included in
the assessment. Wave amplitude was estimated as the
average crest-to-trough value. CCF provides the correla-
tion coeଏcient between 2 time series as a function of
time lag, useful for identifying agreements of the periodic
patterns and the phase shift between oscillations in 2
time series. The phase shift of the waves between the
models and the data and between the models was iden-
tiଏed by the time lag in CCF. The reliability of ACF
and CCF approaches was analysed by estimating the
conଏdence intervals.

Low- and band-pass ଏlters

Isotherms and time series of velocity components were
analysed using band-pass ଏlters to identify the period
and amplitude of the internal waves. Two isotherms,
10 and 15 °C, spanning a period of 30 d, were ଏltered set-
ting the lower and the upper limits as 60 and 200 h,
respectively, to analyse the Kelvin-type waves (Appt
et al. 2004). The Poincaré-type waves were investigated
by ଏltering the time series (4 d length) of the east and
the north velocity components at 5 and 15 m water
depth using the lower and upper ଏlter limits of 7 and
15 h (Appt et al. 2004). In both analyses, average wave
periods were estimated by considering the time period
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and the number of crests and troughs, similar to the
analysis in ACF. Average amplitudes were obtained by
calculating the distance from crests to troughs over the
time period.

The 5 s interval coordinate data of the drifters was
analysed by applying a low-pass ଏlter to estimate the
drifter velocities. The coordinate data were ଏrst low-
pass ଏltered using a Butterworth ଏlter with a 5 min
lower limit of the pass band. Velocities (velocity compo-
nents and magnitude) were then determined from the
ଏltered data using the temporal change of the position
within 5 s and subsampling them over 30 min intervals
(30×60/5 = 360 velocity values).

Normalised velocity diଏerence and directional
diଏerence within velocity-range classes

Direction and magnitude of the simulated horizontal
velocity and the drifter data were stacked into velocity
classes with a class interval of 0.025 m s−1 from 0 to
0.250 m s−1 based on the drifter velocity magnitude.
Directional diଏerences of the simulated and the drifter
velocities of these classes were estimated considering
the diଏerence of velocity orientations. Normalised veloc-
ity diଏerence was calculated by dividing the diଏerence of
the simulated and the drifter velocity magnitudes by the
mean value of the respective velocity class.

Normalised diଏerence (D)

Normalised diଏerence (D) between the model-simulated
horizontal velocity components within the model
domain was estimated using the following deଏnition,
similar to the approach of the normalised Fourier
norm in Huang et al. (2010a):

D(t) =

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

∑n
t=1 [(u

t
e − utd)

2 + (vte − vtd)
2]

∑n
t=1 [(u

t
d)

2 + (vtd)
2]

,

√

(3)

where u and v are the east and north velocity compo-
nents at 5 m water depth within the model domain
(note that the drifters were deployed at 5 m water
depth), subscripts e and d indicate ELCOM and Delft3D,
and t indicates the time point of the respective drifter
experiment. The lower the D the higher the agreement
between the ELCOM and the Delft3D simulated velocity
ଏelds.

Results

Model simulation results on the temperature distribu-
tions and the velocity ଏelds in Upper Lake Constance
were compared with the measured data and between

the two 3D models ELCOM and Delft3D. First, the
heat ଏux components and the total heat ଏux at the
water surface of the location S1 (Fig. 1) were compared
between the 2 models. Next, the simulated time series
of vertical temperature proଏles at station S1 and the ver-
tical structure of velocity proଏles at station S2 (Fig. 1)
were compared with those of the measured proଏles.
Finally, the magnitudes of current velocities and the hor-
izontal circulation patterns were compared between the
simulated velocities and the velocities estimated from
the drifter experiments in the main basin of Upper
Lake Constance.

Heat ଏuxes in Lake Überlingen

The diଏerent empirical models used to describe the heat
ଏux components implemented in ELCOM and Delft3D
(Appendix A) were compared by applying the respective
empirical relations using meteorological data and mea-
sured surface water temperatures from 14 July to 31
August 2009 (Fig. 2). Net shortwave radiation was essen-
tially the same in both models (Fig. 2a). In both models,
net longwave radiation had a similar pattern of variation
(i.e., similar periodicity and phase), whereas in ELCOM
the amplitude of the variation was somewhat larger than
in Delft3D (Fig. 2b). In both models, the latent heat ଏux
was negative, indicating a loss of heat from the lake sur-
face. The temporal variability in the latent heat ଏux was
similar in both models (Fig. 2c). The magnitude of the
latent heat ଏuxes was slightly higher in ELCOM than
in Delft3D. By contrast, the sensible heat ଏuxes in
ELCOM were smaller than those in Delft3D (Fig. 2d);
however, phasing of both models more closely agreed.
The estimated total heat ଏux at the water surface
(Fig. 2e) showed that the diଏerence in the total heat
ଏuxes into the lake was marginal between ELCOM and
Delft3D.

Temporal variation of the thermal structure in the
basin Lake Überlingen

Model-simulated temperature stratiଏcation from 1 to 31
August 2009 (Fig. 3) was compared to the measured time
series of vertical temperature proଏles at location S1 (Lake
Überlingen). Simulated and measured temperatures
showed that the lake warmed in the upper mixed layer
of the water column during the last 2 weeks of the eval-
uation period. The stratiଏed thermal structure of the lake
is modulated by diଏerent periodic oscillations, which are
initially generated by wind forcing on the lake surface.
Visual comparison indicates that both ELCOM and
Delft3D were able to reasonably capture the vertical dis-
tribution of temperatures found in the measured data.
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Figure 2. Estimated heat ଏux components and the total heat ଏux at the water surface of the location S1 in Lake Überlingen (Fig. 1) for
ELCOM (red line) and Delft3D (blue line) using the ଏeld data and the empirical relations of each model: (a) net short-wave radiation,
(b) net long-wave radiation, (c) latent heat ଏux, (d) sensible heat ଏux, and (e) total heat ଏux at water surface.

Figure 3.Model-simulated (a) ELCOM, (b) Delft3D, and (c) measured data for water temperature (°C) showing stratiଏcation and internal wave
structure at S1 (Fig. 1). For clarity, only the depth range between 0 and 30 m is shown. Temperature scale is on right-hand side.
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The stratiଏed thermal structure indicates major
oscillations of isotherms (internal waves). By counting
the peak-to-peak distance, these oscillations seem to
have a period of ∼3.5 d. Both model-simulated wave
patterns agree fairly well with the data with respect to
the amplitudes and periods of the major oscillation.
Additionally, minor oscillations with higher frequen-
cies exist in both the simulated results and the data.
In the data, high frequency internal waves were cap-
tured (e.g., on 12 and 26 Aug). However, these high fre-
quency waves were not found in the simulated results of
either of the models (horizontal model grid ∼200 m).
Note that the simulated wave structure in terms of the
major oscillations of isotherms was fairly similar in
both ELCOM and Delft3D.

In the example of the 15 and 10 °C isotherms, the
major oscillatory pattern (period, amplitude, and
phase) of the internal waves generally agreed between
the model results and the measured data (Fig. 4a–b).
However, in the ଏrst 2 weeks of the evaluation period
(1–16 Aug) the amplitudes of the oscillations of the sim-
ulated isotherms were larger than those of the measured
isotherms. In addition, the oscillations were phase-
shifted between the model results and the data. In the
last 2 weeks, the oscillations of isotherms simulated
with the models were generally in phase with the oscilla-
tions in the data, whereas the amplitudes of the oscilla-
tions simulated were slightly lower than those

observed. For the 10 °C isotherm, the highest RMSE of
1.91 m was found for Delft3D but was 1.80 m for
ELCOM. These values were lower for the 15 °C isotherm
(i.e., 1.36 and 1.57 m, respectively). The RMSE values
based on the deviation between the isotherm depths sim-
ulated with ELCOM and Delft3D were 0.74 and 1.02 m
for the 10 and 15 °C isotherm, respectively, indicating
that the agreement of the simulated stratiଏcation and
of the isotherm depths between the models was higher
than between the models and the data.

The PSD estimated for the simulated and the mea-
sured isotherm depths (Fig. 4c–d) showed a prominent
peak in the measured and the simulated isotherm depths
at 84 h (3.30×10−6 Hz) at both the 10 and 15 °C iso-
therms. The period estimated from the crest and trough
counting of the band-pass-ଏltered isotherms is 82 h for
the measured isotherm depths and 86 h for the isotherm
depths simulated with ELCOM and Delft3D. Further-
more, the PSD of the measured isotherm depths indi-
cated a second peak at 14 h (1.96×10−5 Hz) for both
isotherms. A similar second peak was also observed in
the simulated results with both models, with the period
slightly shifted toward 11 h (2.56×10−5 Hz). The promi-
nent peak in the PSD at 84 h represents a Kelvin-type
wave while the other at 14 h indicates a Poincaré-type
wave.

The vertical temperature proଏles at station S1 were
averaged over the evaluation period from 1 to 31 August

Figure 4. Temporal course and power spectral density (PSD) of the (a and c) 15 °C and (b and d) 10 °C isotherms at location S1 (Fig. 1)
from 1 to 31 August 2009. Colour coding: ELCOM: red line, Delft3D: blue line, and data: green line.
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for the data and the simulation results with both models
(Fig. 5). In the upper 5 m of the water column, both
model simulations were on average 0.5–1 °C higher
than the measured temperatures during the evaluation
period. The simulated vertical temperature distribution
in the top 20 m was similar between models (Fig. 5),
and the average water temperatures closely agreed
(RMSEELCOM,Delft3D = 0.16 °C). Between 20 and 30 m,
the average temperatures simulated with ELCOM were
slightly lower than those observed and simulated with
Delft3D. The maximum temperature diଏerence between
the models was ∼0.5 °C at 30 m depth, whereas the tem-
perature diଏerence at the surface was only 0.2 °C. The

average temperature proଏle simulated with Delft3D
showed a marginally higher agreement with the data
than that of ELCOM (i.e., 0–30 m, RMSEELCOM = 0.58
°C, RMSEDelft3D = 0.49 °C).

The temporal course of the model-simulated vertical
temperature proଏles (0–30 m water depth) at S1
(Fig. 1) was statistically compared to the measured
proଏles using the RMSE. The RMSE values ranged
between 0 and 4 °C in both models and showed oscilla-
tory patterns (Fig. 6). In the ଏrst 2 weeks, the oscillatory
pattern of the models was more pronounced (i.e., range
of variation) than in the last 2 weeks. The averaged
RMSE value from the simulated results of ELCOM was

Figure 5. Averaged measured and simulated vertical temperature proଏles at S1 (Fig. 1) between 1 and 31 August 2009 (data: green
line, ELCOM: red line, Delft3D: blue line). Inset shows the upper 30 m.

Figure 6. RMSE between the measured and the simulated vertical temperature proଏles at S1 (Fig. 1) from 1 to 31 August 2009.
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essentially the same as that from Delft3D (i.e., 1.25 and
1.22 °C, respectively).

Vertical velocity structure in the central basin of
Upper Lake Constance

The horizontal velocity components (i.e., east and north)
and the velocity vectors in the simulated and the mea-
sured velocities at location S2 (Fig. 7) exemplify water
depths 5, 10, and 15 m between 30 July and 2 August
2009. At 5 m water depth (Fig. 7a, d), the temporal var-
iation of the measured velocity in both components
showed more irregular oscillation than at 10 and 15 m
water depth. Furthermore, the agreement of the oscilla-
tory pattern between the measured and the simulated
velocities was low compared to 10 and 15 m water
depth. The greatest diଏerence between the data and the
simulated velocities occurred at 0600 h on 30 July for
the east component (data: 0.08 m s−1; ELCOM:
−0.08 m s−1; and Delft3D: −0.05 m s−1) and at 1000 h
on 30 July for the north component (data: −0.17 m s−1;
ELCOM: 0 m s−1; and Delft3D: −0.03 m s−1). However,
during the other days (31 Jul to 2 Aug), the oscillatory

pattern of both velocity components in ELCOM and
Delft3D generally had lower discrepancies from the
oscillatory pattern of the data (Fig. 7a). However, diଏer-
ences between the 2 models were smaller than between
the models and the data. At some time points, the
model-simulated velocity vectors at 5 m water depth
had strong diଏerences, or even pointed in the opposite
direction compared to the data. In fact, no such discrep-
ancies were found between the model-simulated velocity
vectors, which agreed during most of the time points. At
10 m water depth for both velocity components (Fig. 7b,
e), the measured data showed a more distinct oscillatory
pattern than at 5 m water depth. The east and north
components were about 90° phase-shifted to each
other. The simulated velocities in both components of
ELCOM were slightly higher than the data while the
Delft3D velocities were slightly lower. The agreement
between the simulated and the measured velocity vectors
was better at the 10 m water depth than at 5 m depth
(Fig. 7e). For example, at the 10 m depth, the simulated
and the measured velocity vectors never pointed in
opposite directions. At 15 m water depth, the oscillatory
pattern and the agreement between the modelled and the

Figure 7. Horizontal velocity components and velocity vectors at 3 water depths in the central basin of Upper Lake Constance measured
and simulated from 30 July to 2 August 2009. Velocity components: (a) east and north at 5 m, (b) 10 m, and (c) 15 m water depth.
Corresponding velocity vectors at (d) 5 m, (e) 10 m, and (f) 15 m water depth. Colour coding: data: green; ELCOM: red; and Delft3D:
blue.
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simulated velocity components was similar to that at the
10 m water depth (Fig. 7c, f).

The agreement between the simulated and the mea-
sured velocities was statistically analysed by estimating
the RMSE values for the velocity components at 5, 10,
and 15 m water depths between 30 July and 2 August
(Table 2). At all depth levels, the RMSE of the
ELCOM-simulated velocity components (i.e., east and
north) exceeded the respective values of Delft3D. The
maximum diଏerence of the velocities between the mod-
els and the data occurred for the east velocity of ELCOM
at 5 m water depth (RMSE = 0.058 m s−1) because of the
predicted irregular oscillatory pattern. However, the
diଏerence in the RMSE between ELCOM and Delft3D
was only 0.011 m s−1 (i.e., RMSE of ELCOM was on
average ∼20% higher than Delft3D). The closer agree-
ment between the models than between the models
and the data was reଏected by the lowest RMSE values
between ELCOM and Delft3D at all depth levels for
both velocity components.

The east velocity component at 15 m water depth was
further statistically analysed using the ACF and the CCF
to compare the agreement between the measured and the
simulated periodic pattern of the velocities. The normal-
ised ACFs and conଏdence intervals (CI) were deter-
mined for the data (green line), ELCOM (red line), and
Delft3D (blue line; Fig. 8a), and the normalised CCFs
were determined for the data-ELCOM (green line),

data-Delft3D (red line), and ELCOM-Delft3D (blue
line; Fig. 8b).

The estimated ACF curves for the measured and the
simulated velocities indicated a dominant oscillation with
a period of 14 h (oscillation between −10 and 10 h lags
in Fig. 8a), characterising a Poincaré-type wave pattern.
Application of the band-pass ଏlter on these velocities
also resulted in a periodic signal with a 14 h period for
both measured data and model results. As the time lag
increased, the east components of the velocities simulated
with both models lagged behind the data, with the lag of
ELCOM simulations marginally higher than that of the
Delft3D simulation. A decrease in the ACF value in the
measured velocities increased with the time lag compared
with that of the simulated results. By contrast, both
ELCOM and Delft3D showed a slight decrease in ACF
with increasing time lag while the variation of ACF in
the model results was fairly similar. CCF curves between
the measured and the simulated velocities were consistent
with the 14 h periodicity of the velocity oscillations (Fig.
8b). In ACF, the CI was similar for both model results
(0.068) and marginally lower for the data (0.049). The low-
est CI of CCF was obtained between the data and Delft3D
(0.044), but it was only slightly higher (0.047) between the
data and ELCOM. The analysis indicates that ELCOM and
Delft3D captured similar oscillatory patterns.

Results of the band-pass ଏlter analyses for the 2 wave
patterns were summarized (Table 3) with the estimated
phase lags from the CCF analysis. The amplitude of the
isotherm oscillations connected to the Kelvin-type wave
was larger at lower layers (2.6 m at 10 °C isotherm) than
closer to the surface (2.0 m at 15 °C isotherm). This obser-
vation was also captured by the simulations with both
models, although the simulated isotherm oscillations
have slightly higher amplitudes than those measured.
The amplitudes of the oscillations of isotherm simulated
with ELCOM and Delft3D were essentially the same.

Figure 8. (a) Autocovariance function (ACF; data: green line; ELCOM: red line; Delft3D: blue line) and (b) cross-covariance function (CCF;
data-ELCOM: green line; data-Delft3D: red line; ELCOM-Delft3D: blue line) with conଏdence intervals (vertical bars) of the east velocity
component at 15 m depth at station S1 (Fig. 1).

Table 2. RMSE values (m s−1) for the east and north velocity
components at 5, 10, and 15 m water depths of the mooring
location S2 (Fig. 1).

Water depth (m)

ELCOM - Data Delft3D - Data
ELCOM –

Delft3D

East North East North East North

5 0.058 0.056 0.047 0.051 0.030 0.033
10 0.039 0.042 0.036 0.042 0.026 0.028
15 0.040 0.042 0.031 0.030 0.030 0.031
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The CCF analysis of the time series of the 15 °C isotherm
indicated a phase lag between the model results and the
data of −0.5 h for both ELCOM and Delft3D. However,
the phase lag of the 10 °C isotherm was larger in
ELCOM (−1.5 h) compared with that in Delft3D
(−0.5 h). The amplitude of the oscillations of east and
north components of the velocities associated with the
Poincaré-type wave in the central basin of Upper Lake
Constance was larger at 15 m than at 5 m depth. This
observation was reproduced by ELCOM and Delft3D,
with both models showing larger amplitudes of the oscilla-
tions of the velocity components at 15 m than at 5 m
depth. The period of the measured and the simulated oscil-
latory currents was similar at 15 m but diଏered more at the
5 m depth. In both layers, the agreement of the amplitudes
and the periods along the east and north velocity compo-
nents was higher between the model results than between
the models and the data. The phase lags of the Delft3D
results was smaller at 5 and 15 m water depths compared
with the results of ELCOM. Furthermore, the phase lag
between the east and north velocity components was sim-
ilar in the data and Delft3D. These results imply that the
Delft3D simulation has a marginally higher agreement in
phase with the data than the ELCOM simulation, whereas
the agreements in period and amplitude with the data are
similar for both simulated velocity patterns.

Surface velocity patterns

Surface velocity patterns were analysed along the drifter
paths (Fig. 9e) measured from 14 to 28 August 2009.

Starting from their initial deployment locations (ଏlled
circles, Fig. 9e), many drifters propagated within the
open water of the central basin of Upper Lake Constance
while a few drifted toward the shore areas and to the
north (Fig. 9e). The spatial velocity patterns determined
along the drifter paths (drifters were deployed at 5 m
water depth) were compared to the velocities simulated
at the same locations with the numerical models. Simu-
lated velocities at the locations of the drifters were com-
puted from the modelled velocity ଏeld at 5 m water
depth by linear interpolation in time and bilinear inter-
polation in the horizontal dimension of the velocity com-
ponents available at a 10 min time interval and at the
200×200 m grid cells. Resulting values from ELCOM
and Delft3D were compared to the corresponding values
of the drifter velocities, and R2 and RMSE were calcu-
lated considering all velocities derived from the drifter
positions.

Velocity values of the east and north components
from the measured drifter data and the model simula-
tions were determined (Fig. 9a–d). The cluster of points
in the east component generally aligned with the 1:1 rela-
tion (dashed line) compared to the cluster of points in
the north. In general, the velocities of the east compo-
nent were larger than those of the north component
and had a closer agreement between the 2 models, as
indicated by the R2 values. Considering all drifter data,
the R2 between the measured drifter velocities and the
respective values from the model simulations was com-
paratively low for both velocity components (black
line). For ELCOM and Delft3D, the R2 was 0.26 and

Table 3. Estimated periods and amplitudes and of the isotherm oscillations in Lake Überlingen associated with the basin-scale Kelvin-
type wave in Lake Constance and of the east and north velocity components at 5 and 15 m water depths associated with the Poincaré-
type waves in the central basin of Lake Constance. The analysis is based on band-pass-ଏltered isotherm depths and velocity
components. Phase lags between data and simulation results are determined based on CCF applied to the data and the simulation
results.

Wave type Parameter Data

Model results

ELCOM Delft3D

Kelvin Isotherm 15 °C Period (h) 82 86 86
Amplitude (m) 2.0 2.2 2.3
Phase lag (h) — −0.5 −0.5

Isotherm 10 °C Period (h) 82 86 86
Amplitude (m) 2.6 3.0 3.1
Phase lag (h) — −1.5 −0.5

Poincaré 5 m water depth Period (h) East 10 14 11
North 10 14 11

Amplitude (m s−1) East 0.013 0.027 0.019
North 0.019 0.028 0.027

Phase lag (h) East — 3.2 1.0
North — 0.2 −0.3
East-North 3.2 2.5 3.0

15 m water depth Period (h) East 14 14 14
North 14 14 14

Amplitude (m s−1) East 0.028 0.039 0.036
North 0.028 0.045 0.038

Phase lag (h) East — 1.2 −0.3
North — 1.2 0
East-North 3.2 3.2 3.5
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0.35 for the east components and 0.16 and 0.25 for the
north components, respectively. However, the R2 for
results from both models and for both velocity compo-
nents increased substantially if only higher velocities of
the components were considered that exceeded a thresh-
old of 0.025 m s−1 (green line) and of 0.050 m s−1 (red
line) with respect to the drifter data (Fig. 9). In general,
the agreement between simulations and data was slightly
closer for the simulated results from Delft3D than from
ELCOM.

Simulated surface velocity magnitude and direction
were compared with the drifter data for diଏerent classes
of velocities (Fig. 10). The normalised velocity diଏer-
ence of ELCOM (Fig. 10a) had the highest deviation
of velocities within the lowest velocity class from 0 to
0.025 m s−1. As the velocity increased, the deviation
and the median of the normalised velocity diଏerence
decreased. The lowest deviation of velocities was
found within the highest velocity class (0.175–0.250 m
s−1). A similar trend was found for Delft3D (Fig.
10b). Note, however, that the median values of Delft3D
in each velocity class were marginally lower than those
of ELCOM. Directional diଏerence in the velocities
between ELCOM and the drifter data also showed a
decreasing trend in the deviation and the median as
the velocity increased (Fig. 10c). In the higher velocity

classes, some outliers were observed, but they had no
eଏect on the general trend in which higher velocity clas-
ses have lower deviations than those of the lower veloc-
ity classes. Similar characteristics were found for the
directional diଏerence of Delft3D (Fig. 10d). The nor-
malised velocity diଏerence and the directional diଏer-
ence indicated that both ELCOM and Delft3D
resulted in similar agreement with the drifter data.
These agreements were higher during higher velocities
than lower velocities.

The estimated velocity magnitudes along the drifter
paths (position and time recorded by the drifters;
Fig. 11a) corresponded to diଏerent temporal and spatial
points during the drifter experiments, and thus the spa-
tial pattern does not represent a simultaneous pattern of
the velocity magnitudes. About 70% of the measured
velocities were higher than 0.05 m s−1. The velocities
higher than 0.15 m s−1 accounted for ∼6% of all observa-
tions and typically occurred in the vicinity of the lake
shores (Fig. 11a). Drifter paths accompanied by high
velocities tended to be straighter than the drifter paths
with low velocities. Although the model performance
was better during high velocities, the highest RMSE val-
ues corresponded to the high velocity magnitudes of the
drifters, which generally occurred close to the lake
shores. The estimated RMSE values along the main

Figure 9. Agreement (R2) of the surface pattern between the measured drifter velocities and the simulated velocities; (a) measured
ELCOM east velocity, (b) measured Delft3D east velocity, (c) measured ELCOM north velocity, and (d) measured Delft3D north velocity.
x-axis: measured, y-axis: simulated; Dashed line: 1:1 relation; black line: all measured drifter velocities; green line: drifter velocities
exceeding 0.025 m s−1; and red line: drifter velocities exceeding 0.050 m s−1. Numbers indicate linear regression (R2) for the respective
line. (e) Measured drifter paths. The colour coding indicates diଏerent drifter paths and the ଏlled circles the location of the initial
deployment.
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horizontal axis of Upper Lake Constance were below
0.05 m s−1 in both ELCOM and Delft3D (Fig. 11b–c).
About 22% of the RMSE in ELCOM was higher than
0.05 m s−1 but ∼36% in Delft3D. Therefore, the compar-
ison of the velocity magnitude with RMSE indicates that
ELCOM more closely agreed with the drifter velocity
than that in Delft3D, although the comparison of the
velocity components separately (Fig. 9) indicated a closer
agreement with Delft3D.

The agreement between the model-simulated circula-
tions was estimated within the drifter area by analysing
the normalised diଏerence (D in equation 3) of the hori-
zontal velocity components at 5 m water depth during
the period of the drifter experiment from 14 to 28 August
2009. The highest and lowest values of D during this
period were selected as the representative time points
to illustrate the worst (largest deviation) and best (smallest

deviation) agreement of the horizontal circulation pat-
terns predicted by the 2 models.

The highest value of D (6.9) was found on 17
August at 0135 h (t1) and the lowest (0.5) on 24
August at 1815 h (t2, Fig. 12). At t1, the simulated hor-
izontal velocity ଏelds were diଏerent between ELCOM
and Delft3D. In ELCOM (upper left panel, blue vec-
tors, Fig. 12), the main current at the southern boun-
dary of the lake was directed southeast. Close to the
northern shore and toward the central part of the
basin, the model developed 2 gyres rotating in opposite
directions. At the eastern part of the lake, the current
was directed toward the shore. These features are in
contrast to the current ଏeld simulated with Delft3D
(upper right panel, black vectors, Fig. 12). A dominant
southeast-directed current pattern was only found in
the north of the main basin. In Delft3D, the velocities

Figure 10. Comparison of surface velocity by estimating the (a) and (b) normalised velocity diଏerence (ELCOM and Delft3D) and (c) and
(d) directional diଏerence (ELCOM and Delft3D) between the measured drifter velocities and the simulated velocities.

Figure 11. Comparison of drifter velocity magnitudes with the simulated velocity magnitudes by estimating the RMSE values: (a) mea-
sured drifter velocity magnitude, (b) RMSE of ELCOM, and (c) RMSE of Delft3D. The colour coding indicates the velocity magnitude (m s−1).
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simulated in the middle of the lake were weaker than
in ELCOM, and the spatial orientation was also diଏer-
ent. A clockwise rotating eddy developed in the south-
ern part of the basin. In the eastern part of the basin,
the current was directed in the opposite direction than
in ELCOM. At t2, the agreement of the horizontal
velocity ଏelds simulated with ELCOM and Delft3D
was improved. Both current ଏelds showed a counter-
clockwise circulation in the middle of the basin, with
higher velocities in the north than in the south (indi-
cated by A in the lower 2 panels of Fig. 12). However,
the velocities in Delft3D were weaker than in ELCOM,
particularly in the south area of A. The main current
pattern was oriented northwest in both models. Fur-
thermore, a small clockwise rotating eddy appeared
in both models at the south of the basin (indicated
by B in the lower 2 panels of Fig. 12).

The velocity vectors from both simulations and from
the drifter experiments were selected at t1 and t2 based
on the availability of the drifter data (Fig. 12). At t1,
the time point when the 2 models disagree most with
each other, the simulated velocity vectors of the 2 models
seemingly agree better with each other than with the
drifter data. At t2, the simulated velocity vectors agree

well between models and with the measured velocity vec-
tors (Fig. 12).

Discussion

Validation of 3D hydrodynamic models is predomi-
nantly based on time series of temperature proଏles
(e.g., Antenucci et al. 2000, Antenucci and Imberger
2001, Appt et al. 2004) or current proଏles (e.g., Razmi
et al. 2014, Niu et al. 2015) at a few stations in lakes.
At the spatial dimensions of most lakes, surface heat
ଏuxes vary little spatially, and therefore time-averaged
temperature stratiଏcation is essentially homogeneous in
the horizontal dimension. However, vertical displace-
ments of the thermocline due to internal waves cause
temperature oscillations and horizontal diଏerences in
temperature (Wüest and Lorke 2003). Performance
tests of hydrodynamic models based on the time series
of vertical temperature proଏles are therefore sensitive
to the model skills with respect to the prediction of
mean stratiଏcation (i.e., the quality of the heat ଏuxes at
the lake surface and the vertical mixing) and to the sim-
ulation of internal wave motions, in particular the simu-
lation of internal seiches. Investigation of model skills

Figure 12. Horizontal current ଏeld at 5 m water depth in ELCOM and Delft3D for 2 selected times (t1: 17 August at 0135 h, having the
poorest agreement, and t2: 24 August at 1815 h, having the best agreement between simulated current velocities) in combination with
the corresponding drifter velocity vectors (red arrows). Zoom-out views show velocity vectors from the 2 models and the drifters
together (ELCOM: blue; Delft3D: black; and drifter velocities: red). Note that the simulated velocity vectors are drawn at a subset of
the grid points for clarity. A and B show locations with circulation patterns with diଏerent velocities in ELCOM and Delft3D.
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based on current proଏles is also sensitive to the simula-
tion of motions generated by seiches because these
motions are associated with comparatively large currents
throughout the water column. Furthermore, currents
due to internal wave have an oscillatory behaviour,
which makes them a dominant feature aଏecting qualita-
tive model evaluation by visual comparison. Hence,
model evaluation based on vertical temperature and cur-
rent proଏles is easily dominated by the model perfor-
mance with respect to the simulation of seiches and
may be less sensitive to the performance of the model
with respect to surface circulation.

Our model simulations of Upper Lake Constance cap-
tured regular oscillatory patterns in isotherms (Fig. 4)
and velocity structures (Fig. 7). Diଏerent wave types of
internal seiches exist in Upper Lake Constance, particu-
larly Kelvin-type and Poincaré-type (Appt et al. 2004).
Bäuerle et al. (1998) determined that the most dominant
Kelvin-type wave in Upper Lake Constance has a vertical
mode-one oscillation, and Appt et al. (2004) showed that
the vertical displacements due to Kelvin waves are espe-
cially pronounced in Lake Überlingen. In Upper Lake
Constance, Poincaré-type waves have maximal velocity
amplitudes in the centre of the main basin of Upper
Lake Constance (Wang et al. 2000).

The estimated heat ଏuxes at S1 (Lake Überlingen)
using the ଏeld data and the empirical relations of each
model showed close agreement between ELCOM and
Delft3D, indicating that although the models used diଏer-
ent empirical relations for the heat ଏuxes, the overall heat
ଏux into the lake was similar. The vertical temperature
proଏles measured during strong stratiଏcation in summer
at the middle of Lake Überlingen (S1) conଏrmed the
oscillatory patterns of isotherms, indicating characteris-
tics of the basin-scale internal waves (Appt et al. 2004).
The simulated temperature distributions of both models,
ELCOM and Delft3D, were characterized by isotherm
oscillations that closely agreed with the major oscillatory
patterns in the data caused by the dominant basin-scale
internal waves. Apart from the major oscillatory pattern,
the data further indicated minor oscillations of isotherms
at frequencies higher than 10−5 Hz as well as events of
high frequency internal waves (e.g., on 12 and 26 August;
Fig. 3c). The high frequency internal waves were not
reproduced by the model simulations, whereas the rela-
tively smooth minor oscillations were captured by the
models. The horizontal discretisation of the model
domain (200×200 m) was too coarse to resolve the oscil-
lations due to high frequency internal waves. Moreover,
the spatial (∼2.2 km) and temporal (1 h) resolution of
the imposed wind ଏeld limited capturing small-scale fea-
tures such as characteristics generated by thermally
driven wind (Lorrai et al. 2011).

PSD analysis on the temporal course of the 2 iso-
therms derived from the thermistor chain (10 and
15 °C; Fig. 4) during August (summer) identiଏed a dom-
inant peak at 84 h and a secondary peak at 14 h. Both
models captured the dominant peak, as in the data,
whereas the secondary peak occurred at 11 h. The domi-
nant peak corresponds to a vertical mode-one Kelvin-type
wave and the second peak indicates a vertical mode-one
Poincaré-type wave. During autumn, Bäuerle et al.
(1998) observed Kelvin-type internal waves with periods
ranging between 90 and 120 h in Lake Überlingen. Fur-
thermore, during October and November (autumn),
Appt et al. (2004) observed internal waves in the same
basin, a Kelvin-type wave with a period of 90 h, and a
Poincaré-type wave with a period of 12 h. At the centre
of Upper Lake Constance, Wang et al. (2000) showed
the occurrence of a ∼12 h Poincaré-type wave. These
observations indicate that the wave period depends on
the time period of the observation in which the lake expe-
riences diଏerent stratiଏcation and thus thickness of the
upper mixed layer. The modelled stratiଏcation may
diଏer from the true stratiଏcation in a lake because simu-
lated heat ଏuxes and vertical mixing may be under- or
overestimated because of uncertainty in the meteorologi-
cal data and in the empirical relation for the heat ଏux
model. Furthermore, in this case the simulated internal
seiches, and thus the simulated oscillations of the iso-
therms and currents, diଏer from the observations even if
the imposed horizontally resolved wind ଏeld is correct.
However, erroneous wind ଏelds can also cause deviations
between the observations and the model results. Average
temperature proଏles and isotherm displacements showed
higher agreement between ELCOM and Delft3D than
between the models and the data. The better agreement
between simulations with diଏerent models than between
simulations and data suggests that the model input mete-
orological parameters have been more limiting in predict-
ing the observed isotherm displacements than the speciଏc
diଏerences between the numerical formulations of
ELCOM and Delft3D (Appendix A).

Existence of diଏerent Poincaré-type waves has been
previously observed by analysing measured temperature
proଏles during autumn close to the shore areas in Upper
Lake Constance (Appt et al. 2004). However, the Poin-
caré-type waves are typically more pronounced in the
middle of lakes (Wang et al. 2000) and much more vis-
ible in the current velocity than in the temperature
proଏles (Imboden and Wüest 1995). The velocity mea-
surements used in this study were carried out during
summer at S2 in the middle of Upper Lake Constance.
Comparison of velocity variation at 3 depth levels (5,
10, and 15 m) showed diଏerent agreements between
the models and the data. At the deep layers (10 and
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15 m water depth), the oscillatory pattern of the veloci-
ties was more regular than in the layers close to the sur-
face (e.g., at 5 m water depth; Fig. 7). The internal wave
structure dominated in the deep layers, whereas the
oscillations close to the surface were the result of a super-
position of internal wave motions and currents due to
direct wind forcing (Imberger and Patterson 1990, Imbo-
den andWüest 1995, Wüest et al. 2000, Wüest and Lorke
2003). The agreement of current velocities increased
from surface to deep layers (i.e., from 5 to 10 to 15 m
water depth) between the simulations and the data as
well as between ELCOM and Delft3D. The higher dis-
crepancy between the 2 models near the water surface
is probably because they estimate wind shear using
diଏerent coeଏcients for the widely used quadratic
expression (Hodges and Dallimore 2006, Deltares
2014). Delft3D uses 3 wind-drag coeଏcients compared
to 1 wind-drag coeଏcient in ELCOM to estimate the
wind shear based on wind speeds. Statistical analyses
using ACF, CCF, and band-pass ଏlters clearly indicated
the comparisons of amplitude, period, and phase of the
Kelvin-type (based on vertical displacement of isotherm)
and Poincaré-type (based on velocity variation) waves
between the model results and the data and between
the model results (Table 3). The model simulations
were able to reproduce the Poincaré-type wave period
(14 h), as in the measured data, using velocities in the
middle of the basin. The oscillations of isotherms associ-
ated with the Kelvin wave and the oscillations of the
velocity components associated with the Poincaré
waves had higher amplitudes in the layer at 15 m than
at 5 m. Furthermore, the agreement between the data
and the models as well as between the models was higher
at 15 m than that 5 m depth. Therefore, focusing on lay-
ers below the surface mixed layer when analysing inter-
nal wave patterns is advantageous because the surface
layers are much more sensitive to the direct inଏuence
of the wind ଏeld in addition to the internal wave surface
currents. Both ELCOM and Delft3D can reproduce the
major oscillations of the observed Kelvin-type and Poin-
caré-type waves with little diଏerence in performance
between the 2 models.

Comparison of surface velocity magnitudes at 5 m
water depth using the coeଏcient of determination (R2)
showed that the agreement between the simulations
and the derived data from the drifters increased for
higher current velocities (>0.05 m s−1). During low and
moderate wind speeds, weaker agreements than during
strong winds were also observed between the drifter
and the model-simulated velocities in ocean drifter
experiments, such as the East Mediterranean Sea (Pou-
lain et al. 2009) and German Bight–North Sea (Callies
et al. 2017). The simulated large circulation patterns in

ELCOM and Delft3D qualitatively showed higher agree-
ment when the drifter velocities were high (e.g., t2, red
arrow in the zoom-out view of Fig. 12) and lower agree-
ment when the drifter velocities were weak (e.g., t1). Esti-
mation of wind shear on the water surface may
contribute to the observed diଏerences between ELCOM
and Delft3D. We used Cd = 0.0013 in ELCOM but
0.0019 in Delft3D (note: wind velocity during the simu-
lation period did not exceed 100 m s−1, so we did not use
Cd = 0.0723; see Table 1). Therefore, Delft3D should
have estimated higher wind shear stress on the water sur-
face, leading to higher velocities than those in ELCOM.
However, according to the drifter results, the agreement
between models is closer than the agreement between the
models and the drifter data. This means factors other
than the eଏect of wind drag coeଏcient employed in the
models are aଏecting the comparison of the drifter veloc-
ities and the simulated velocities. For example, the esti-
mated drifter velocities could diଏer from the actual
surface velocities by slipping of drifters due to direct
aerodynamic force acting on the surface buoy of the
drifters (Poulain et al. 2009). Our analysis implies that
the currents from drifters and simulations more closely
agree for large currents than for small currents, partly
because of slipping eଏects of the drifters, whereas it is
also consistent with the hypothesis that the wind ଏeld
at weak wind speeds is less reliable than at strong wind
speeds. During strong winds, not only larger currents
can be expected but also smaller variation in wind direc-
tion than during weak winds at short temporal scales.
Hence, the wind ଏeld, especially during times of compar-
atively weak winds, may be important for the ଏuctua-
tions of the current ଏeld and thus variations of drifter
paths near the surface. However, wind speeds, and in
particular wind directions, are most likely less reliable
during weak winds than during strong winds, emphasis-
ing the importance and needs of reliable and spatially
highly resolved wind ଏelds to accurately simulate the
lake hydrodynamics.

Conclusions

The models ELCOM and Delft3D have diଏerent empir-
ical formulations for estimating heat ଏuxes at the water
surface of lakes. However, the simulated temperature
structures showed closer agreement between ELCOM
and Delft3D than between the models and the data.
Both ELCOM and Delft3D resulted in similar total
heat ଏux in Lake Überlingen, a basin of Lake Constance.
Averaged vertical temperature proଏles during the evalu-
ation period showed that the model-estimated tempera-
ture in the upper mixed layer (up to 5 m water depth)
was higher than the observed temperature (maximum
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∼1 °C) while that of ELCOM was higher by ∼0.5 °C than
Delft3D. Simulated oscillatory patterns of isotherms
indicated the occurrence of 2 basin-scale waves in Lake
Überlingen as observed in the data. The vertical mode-
one Kelvin-type wave had a period of 84 h in both sim-
ulated and the measured data. The period of the vertical
mode-one Poincaré-type wave was 14 h in the measured
data but only 11 h in both models. Analyses on the mea-
sured and the simulated current patterns further showed
the agreement between ELCOM and Delft3D. The mea-
sured vertical velocity structure in the main basin of
Upper Lake Constance also showed the existence of a
14 h Poincaré-type wave. ELCOM and Delft3D captured
the 14 h period in the current velocity. Both models mar-
ginally overpredicted the velocity magnitude compared
to the data. Velocity ଏuctuations associated with the
Poincaré-type wave simulated with ELCOM had a larger
phase shift to the data than Delft3D simulations. Cur-
rents in the upper 5 m of the water column often showed
discrepancies between the simulated velocities and also
between the simulated and the measured velocities.
The dynamics in the surface layers are characterized by
the superposition of currents due to direct wind forcing
at the free surface and the baroclinic dynamics due to
internal waves, whereas the dynamics in the deep layers
are dominated by currents caused by internal waves.
Model validation based on the comparison of isotherm
displacement and oscillatory current patterns, which
predominantly reଏects the internal wave motions, does
not necessarily support the model performance with
respect to surface currents and horizontal transport in
the surface layers. The agreement between the velocities
derived from the drifter data and the simulated velocities
increased with the magnitude of drifter velocity. Possi-
bly, the wind forcing, especially the direction of forcing,
is more reliable at high than at low wind speeds.

ELCOM and Delft3D had similar model performance
in simulating baroclinic dynamics and surface currents
during a stratiଏed period in Upper Lake Constance. In
general, properties of the internal wave ଏeld, in particu-
lar wave periods and amplitudes, simulated by both
models had close agreement with the measured data.
Details of the ଏow ଏeld in the upper mixed, wind-
aଏected surface layer were captured much better by the
models at large currents than at low currents, suggesting
that wind ଏelds at low currents (i.e., typically at low wind
speeds) are less reliable than at high wind speeds. Gener-
ally, the deviation between the data and the simulated
results was larger than between the simulated results of
ELCOM and Delft3D, suggesting that both models are
equally capable in the simulation of the stratiଏcation
and ଏow ଏeld in lakes. The overall deviations between
the simulated and the measured ଏow ଏeld and

stratiଏcation not only depend on the parameterization
of the hydrodynamic model but also on the imprecisions
in the wind ଏeld. Thus, validation of model performance
and model comparisons may strongly beneଏt from the
availability of independently derived, horizontally
resolved wind ଏelds above the lake surface.
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Appendix A: Model formulations and

abbreviations in the heat ଏux estimation of

ELCOM and Delft3D

The total heat energy transfer across the free surface (Htot)
is separated into penetrative short wave radiation,
non-penetrative components of long-wave radiation, convec-
tive heat transfer (sensible), and evaporative heat loss
(latent). Non-penetrative eଏects are introduced as sources
of temperature in the surface layer, whereas penetrative
eଏects are introduced as source terms in one or more
grid layers on the basis of an exponential decay and an
extinction coeଏcient in both models ELCOM and
Delft3D. The heat ଏux from atmosphere to water surface is
positive and that from water surface to atmosphere is
negative:

Htot = Hs + (HA − HW)− HE − HC, (A1)

where, the heat ଏuxes are:

Hs net solar radiation (short wave; J m−2 s−1)
HA atmospheric radiation (long wave; J m−2 s−1)
HW back radiation from the water surface (long wave;

J m−2 s−1)
(HA − HW) net long wave radiation from atmosphere to water

surface (J m−2 s−1)
HE evaporative heat ଏux (latent heat; J m−2 s−1)
HC convective heat ଏux (sensible heat; J m−2 s−1)

Net solar radiation (HS)

ELCOM estimates the net solar radiation penetrating into the
water column as described in Jacquet (1983):

Hs = Hs,tot(1− rswa ), (A2)

rswa = Rsw
a + asw sin

2pd

D
+

p

2

( )

. (A3)

The depth of penetration is estimated according to the
Lambert-Beer’s law that depends on a user-deଏned extinction
coeଏcient:

Hs(h) = Hse
−hah, (A4)

where,

Hs,tot total solar radiation that reaches the surface of
water (J m−2 s−1)

ra
sw short wave albedo of the water surface (-)
Ra
sw and asw are coeଏcients of 0.08 and 0.02 respectively

d day number of the year (-)
D number of days of the year (-)
h water depth (m)
ηa extinction coeଏcient (m−1)

For Delft3D, the heat ଏux due to net short wave radiation
was externally estimated based on Ollinger (1999) and pre-
scribed as model input:

Hs = (1− rdir)Sdir + (1− rdiff )Sdiff (A5)

Sdir = (0.8− 0.8C)S, (A6)

Sdiff = (0.2+ 0.8C)S, (A7)

rdiff = 0.05C + (1− C)rdiff ,c. (A8)

Delft3D also computes the absorption of the net short wave
radiation into the water column using an exponential function of
water depth and an extinction coeଏcient, so called “Secchi depth”:

Hs(h) =
ge−gh

1− e−gH
(1− b)Hs, (A9)

where,

rdir fraction of reଏected direct solar radiation (-)
Sdir direct solar radiation (J m−2 s−1)
rdiଏ fraction of reଏection diଏusivity (-)
Sdiଏ diଏused short wave radiation (J m−2 s−1)
rdiଏ,c fraction of reଏected diଏusive short wave radiation for

clear sky condition (-)
S solar radiation (J m−2 s−1)
C cloud cover (-)
γ extinction coeଏcient (m−1): 1.7/HSecchi where HSecchi is

measured Secchi depth (m)
H total water depth (m)
β fraction of Hs absorbed at the water surface (0.06)

Long wave radiation (HA)

In ELCOM, the long wave radiation is estimated using the fol-
lowing (Livingstone and Imboden 1989):

(HA − HW) = (1− ra)HW,incident − pdfilonwsT
4
w, (A10)

where,
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ra the albedo for long wave radiation (0.03; Henderson-
Sellers 1986)

Tw water surface temperature (°C)
Hw,incident incident solar wave radiation (J m−2 s−1; Iziomon et

al. 2003)
s the Stefan-Boltzmann constant

(5.6697× 10−8Wm−2 K−4)
pdfilonw emissivity of water (0.96)

Delft3D computes the effective back radiation from the water
surface to atmosphere (Hw − HA: net long wave radiation)
using the Berliand’s formula, which additionally takes into
account actual vapour pressure compared to ELCOM. Fur-
thermore, cloud cover is a ଏxed value during the simulation
in the Murakami heat ଏux model (Murakami et al. 1985).
The default value in Delft3D was adopted in this study as fol-
lows:

(HA−HW) = −1ws!T
4
a 0.39− 0.058

%%%

ea
√( )

(1.0− 0.65C2)

− 41ws!T
3
a(!Tw − !Ta),

(A11)

ea = rhum23.38exp 18.1−
5303.3
!Ta

( )

, (A12)

where,

ea actual vapour pressure (Pa)
Ta air temperature (°C)
rhum relative humidity (-)
1w emissivity factor (0.985)

Latent heat ଏux (HE)

Latent heat ଏux in ELCOM is estimated based on Fischer et al.
(1979), where actual vapour pressure (ea) is provided as a mea-
sured quantity:

HE = −min 0,
0.622

P
CLraLEUa(ea − es(Tw))Dt

( )

, (A13)

ea = rhum.10

(0.7859+ 0.03477Ta)

(1.0+ 0.00412Ta) , (A14)

es(Tw) = 100exp 2.3026
7.5Tw

Tw + 237.3
+ 0.758

( )[ ]

, (A15)

where,

P atmospheric pressure (Pa)

CL latent heat transfer coeଏcient for wind speed at 10 m
(1.3 × 10−3)

ρa density of air (kg m−3)
LE latent heat of evaporation of water (2.453 × 106 J kg−1)
Ua wind speed at 10 m height (m s−1)
es saturation vapour pressure (Pa)
ea actual vapour pressure (Pa)

In Delft3D, latent heat ଏux is computed using the form of
Dalton’s law of mass transfer (Murakami et al. 1985). Actual
vapour pressure (ea) is estimated using relative humidity and
air temperature (equation A12):

HE = Lvf (Ua)(es − ea), (A16)

Lv = 2.5× 106 − 2.3× 103Tw, (A17)

f (U10) = cmurUa, (A18)

es = 23.38 exp 18.1−
5303.3
!Tw

( )

, (A19)

where,

Lv latent heat of vaporisation (J kg−1)
cmur Murakami constant (1.2 × 10−9)

Sensible heat ଏux (HC)

ELCOM computes sensible heat ଏux from the water surface
using the relation provided in Fischer et al. (1979):

Hc = CsraCPUa(Tw − Ta)Dt, (A20)

where,

Cs sensible heat transfer coeଏcient for wind speed at 10 m
height (-)

CP speciଏc heat of air at constant pressure (1003 J kg−1 K−1)
̀t time period (s)

Delft3D assumes that the turbulent exchange of heat at the
air–water interface equalshe turbulent exchange of mass. Thus,
the convective heat ଏux can be related to the evaporative mass
ଏux by the Bowen ratio (Deltares 2014):

Hc = g
Tw − Ta

es − ea

( )

HE , (A21)

where,

g Bowen’s constant (0.66)
ea and es are given in equations A12 and A19, respectively.
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