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A single-mode cavity ring-down spectrometer, which incorporates a stabilized and tuneable comb of reso-

nant frequencies and a continuous-wave external-cavity diode probe laser, was used to study rovibrational

absorption line shapes within the 2�1+�3 and 3�3 vibrational bands of water vapor. This spectrometer, which

has a noise-equivalent absorption coefficient of 2�10−9 cm−1 Hz−1/2 and frequency resolution of 50 kHz,

enables high-precision measurements of line-shape effects and pressure shifting of relatively weak absorption

transitions. We investigated the room-temperature pressure dependence over the range from 0.5 Pa to 50 kPa

of two H2
16O transitions perturbed by He, N2, and SF6. Foreign-gas broadening and pressure-shift coefficients

were determined for a relatively strong transition at 10 687.36 cm−1, and for a weaker transition at

10 834.34 cm−1 the self- and N2-broadening and pressure-shift parameters were measured. In the low-pressure

limit the room-temperature Doppler width was measured within 0.2% of its expected value. Doppler-free

saturation effects were also observed with linewidths below 2 MHz. The data were compared to semiclassical

line-shape models that considered the influence of Dicke narrowing as well as the speed dependence of

pressure broadening and pressure shifting. Taking both of these effects into account gave the best agreement

with our observations and allowed us to model the observed asymmetries of experimental profiles. Hard- and

soft-collision as well as billiard-ball collision models were considered. These results allowed us to quantify

systematic errors in line intensity and in pressure broadening associated with oversimplified models of line

shape.
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I. INTRODUCTION

A fundamental understanding of absorption line shapes of
atomic and molecular absorption is required to determine
line intensities and transition frequencies from absorption
spectra. The same is also valid for Raman spectroscopy �1�.
Line shapes depend on the motion of the absorber with re-
spect to the propagation direction of the incident light and on
collisional interactions between the absorbing species �in the
upper and lower states� and perturbing partners. Many mod-
els have been developed yielding a number of testable theo-
retical line shapes, with each model being valid to a certain
level of approximation depending upon the underlying as-
sumptions. Thus any measurement of line intensity is likely
to be no more accurate than the line-shape model which is
used to fit the observed spectrum. Such considerations are
relevant to a variety of applications in which absorber con-
centrations are determined from quantitative spectroscopic
methods �2–5�. For example, once line intensities have been
assigned from primary measurements, absorber concentra-
tion can be determined from absorption spectra of previously
characterized transitions. It follows that, with regard to such
spectroscopic concentration measurements, any uncertainty
in line intensity originating from line-shape errors introduces
a corresponding systematic uncertainty in absorber concen-
tration. Another application where line intensities and knowl-
edge of line shapes plays a crucial role is that of spectro-
scopic temperature measurements that are based on the
comparison of line intensities �6–9�. Finally accurate inten-

sity measurements are key to addressing some fundamental
problems like the dependence of line intensity on the per-
turber gas pressure. This dependence, besides a relatively
well-understood line-mixing effect �10,11�, could be caused
by the formation of van der Waals complexes or the failure
of the impact approximation �12�.

In this article, we use cavity ring-down spectroscopy
�CRDS� for high-precision line-shape measurements of wa-
ter vapor, a primary goal being the quantification of system-
atic uncertainties in the measurement of line intensities asso-
ciated with overly simplistic line-shape models. In CRDS the
passive decay time of light intensity from an optical resona-
tor is measured. This decay time is directly related to the
total base losses of the optical resonator plus the absorption
losses in the cavity medium �13,14�. Attractive properties of
CRDS include its relatively low detection limits, compact
sample volumes, and potentially high spectral resolution.
The minimum detectable change in the absorption coefficient
�min is typically �1�10−8 cm−1, and ring-down cells gener-
ally occupy �1 m in length. The compact nature of CRDS
systems is a distinct advantage over other high-sensitivity
methods such as direct laser absorption and Fourier trans-
form spectroscopy which require relatively bulky and long
multipass sample cell geometries. With regard to spectral
resolution, the vast majority of CRDS experiments have used
relatively broadband pulsed lasers where the laser bandwidth
generally cannot be neglected relative to the linewidth of the
absorption transition �15�. Even for excitation by continuous
wave �cw� single-mode lasers, �16–18� nonlinearities in fre-
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quency tuning can complicate the interpretation of ring-down
spectra, potentially leading to distortions of the intrinsic line-
shape of individual transitions. Specifically, narrowband CW
lasers with linewidths near 1 MHz have gained popularity
among practitioners of CRDS. However, these cw-CRDS ap-
proaches usually do not fully exploit the spectral resolution
commensurate with the kHz-level linewidths of ring-down
cavities. Typically the ring-down cavity length is modulated
to bring the local cavity mode into resonance with the laser
frequency and the laser frequency detuning is determined
through independent measurements �19,20�. Increased data
rates in cw-CRDS can be obtained by either locking the
probe laser to the ring-down cavity or, vice versa, in con-
junction with an external étalon to measure the frequency
tuning of the probe laser �21�. Nevertheless, nonlinearities in
the PbZrxTiyO3�pzt� devices used to length tune either the

probe laser frequency, the ring-down cavity mirrors, or the
length of an external étalon typically yield a spectral resolu-
tion no better than 5 MHz. We show in this article, however,
that these limitations of CRDS can be overcome using the
frequency-stabilized ring-down cavity technique, thus paving
the way for high-precision line-shape studies on relatively
weakly absorbing systems.

The remainder of the article is organized as follows. A
description of the experimental apparatus and measurement
technique is given, followed by a discussion of the physical
origin of line-shape effects. We present line-shape measure-
ments acquired with a frequency-stabilized CRDS apparatus.
Two rovibrational absorption transitions of H2

16O having in-
tensities differing by more than three orders of magnitude are
considered. The respective transition wave numbers �̃0, in-
tensities, and vibrational and rotational assignments are
given in Table I. The strong transition and the weak transi-
tion are arbitrarily labeled A and B, respectively. For transi-
tion A, we report line-shape measurements in the Doppler
limit and in the domain of foreign-gas pressure broadening
over the pressure range p=6–53 kPa for trace quantities of
H2O in He, N2, and SF6. We report measurements on transi-
tion B and consider both self-broadening and broadening by
N2.

II. EXPERIMENTAL TECHNIQUE

The measurements were taken using the frequency-
stabilized ring-down spectrometer at the National Institute of
Standards and Technology �NIST, in Gaithersburg, MD�, de-
scribed in Refs. �22,23�. As discussed in �23� spectral scans
are automated using two servos, the first of which maintains
resonance of the ring-down cavity length as the stabilized

reference laser is frequency shifted using a variable-
frequency acousto-optic modulator �AOM� and the second of
which maintains a time-averaged lock of the external cavity
diode laser �ECDL� frequency �used as the probe laser� to the
local fundamental transverse mode of the ring-down cavity.
To realize probe laser frequency shifts that exceed the tuning
range of the AOM, the ECDL can be tuned and relocked to
an adjacent longitudinal mode order of the cavity by rapidly
tuning to the next ring-down cavity mode �and thus breaking
the lock� and then waiting for the servo to recapture the
probe laser lock to the ring-down cavity. This scanning ap-
proach yields a linear axis for frequency shifts that does not
depend on the external étalon used to realize the probe laser
frequency lock, but depends on �1� the stability of the refer-
ence laser to which the ring-down cavity is locked
�0.35 MHz�, �2� the standard uncertainty �0.15 MHz� in the

cavity free spectral range �FSR�, and �3� the small nonlinear-
ity of the ring-down cavity frequency comb �less than 1 kHz�
associated with the absorbing cavity medium �22�. See Eq.
�6� of �22� for the expression relating probe laser detuning to
system observables. Absolute frequencies of the probe laser
beam were measured at the beginning of each spectrum with
a commercial scanning Michelson-interferometer wave-
length meter having a combined standard uncertainty of
60 MHz and resolution of 20 MHz.

We used ring-down mirrors with nominal transmission
losses of 3.7�10−4, approximately 10 times greater than
those used previously in �23�. Consequently, ring-down sig-
nal acquisition rates facq increased to more than 100 Hz and
peak ring-down signal intensities and base losses �inversely
proportional to the empty-cavity ring-down time� were also
increased with respect to previously reported values in Ref.
�23�. The system noise-equivalent absorption coefficient,
which is given by �2��facq

−1/2 where �� is the absorption
coefficient noise level, was approximately 2�10−9 cm−1

Hz−1/2 for facq=100 Hz. Except for the ring-down cavity mir-
rors and the addition of a 500-� termination resistance at the
ring-down signal photoreceiver, all components of the
present system are given in �23�. All ring-down signals were
sampled at 25 Msamples s−1 and were stored to a computer
disk for post-processing, and each time constant was deter-
mined using a Levenberg-Marquardt least-squares fit of a
three-parameter �i.e., time constant, initial intensity, base-line
offset� exponential decay model to the data. For each fre-
quency step at least 300 ring-down decay signals were ac-
quired and individually fit. The local spectral value for the
cavity losses was then based upon the ensemble average of
the fitted time constants. Except for the Doppler-free satura-
tion feature discussed below the frequency step size was
nominally 15 MHz, thus giving at least 60 points across the

TABLE I. Summary of water vapor transitions considered here. Intensity based on T=296 K. �V ,Q�� and

�V ,Q�� correspond to upper and lower �vibrational V, rotational Q� states, respectively. Data and quantum

assignments from HITRAN 2004 �24�.

Transition �̃0 �cm−1� Intensity �cm2 cm−1 molecule−1� V� V� Q� Q�

A 10687.36209 6.45�10−22 201 000 404 303

B 10834.34703 1.94�10−25 003 000 515 532
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full width at half maximum �FWHM� of each spectrum.
All measurements were made at room temperature, and

the cell temperature was measured with a calibrated four-
wire industrial-grade platinum resistance thermometer
mounted in good thermal contact with a 12.5-mm-diam
stainless steel tube connecting the ring-down mirror mounts.
The gas temperature measurements were estimated to have a
combined standard uncertainty of 0.05 K.

The pressure in the ring-down cavity was monitored with
two capacitance diaphragm gauges having full scale ranges
of 13.3 kPa and 133 kPa, respectively, and combined stan-
dard uncertainties of 13 Pa. The sample gases were intro-
duced into the ring-down cavity through a gas manifold con-
taining all-metal face seals, electropolished stainless-steel
tubing, and high-purity isolation valves. Water vapor was
introduced into the evacuated ring-down cell by momentarily
opening a valve connected to a small reservoir of distilled
and degassed liquid water.

To prepare for the acquisition of transition A spectra, we
tuned the laser frequency to the absorption peak and continu-
ously monitored the instantaneous water vapor concentration
via the single-pass ring-down losses �mirror transmittance
plus the gas phase absorbance�. With the water vapor source
isolated from the cell, we pumped on the ring-down cell until
the absorption losses were approximately twice that of the
empty-cavity losses. Based on the known line intensity for
transition A, this concentration corresponded to a pressure of
�0.5 Pa of water vapor. Next, the cell was backfilled to the
desired pressure of buffer gas. The water vapor concentration
increased with the introduction of the buffer gas, thus requir-
ing additional pumping and reintroduction of water vapor
and buffer gas until the water vapor concentration yielded an
acceptable absorption level for the ring-down measurements.

Note that for transition A, the water vapor pressure in the
cell invariably showed a tendency to drift upward in time
because of outgassing effects from the internal surfaces of
the ring-down cell. Typically, the system was allowed to
equilibrate overnight, such that the drift rate was essentially
linear in time and the fractional rate of change of water vapor
concentration was �10−2 h−1. This drift in the background
contributed a slight linear baseline to the spectra and was
readily accounted for in all the measurements reported be-
low. In the case of transition B, the partial pressure of water
vapor was always �400 Pa and the initial charge of water
vapor was measured directly with the low-range capacitance
diaphragm pressure gauge. Unlike the situation with regard
to transition A, no significant drift in the water vapor pres-
sure was observed at the elevated pressures required for mea-
surements on transition B.

In order to ensure that instrumental effects do not con-
found the measurements of line shape the following criteria
should be met. First, the observed absorption losses �vertical
axis� and frequency detuning �horizontal axis� must be free
of instrumental nonlinearities that cause spectral distortion,
and second, the measurements must resolve spectral features
�associated with collisional narrowing and speed-dependent
pressure-broadening and pressure-shifting phenomena� on a
frequency scale much smaller than the transition Doppler
width. With the goal of satisfying these criteria as system
performance targets, we measured transition A in the low-

pressure limit for which the line shape was expected to be a
Doppler profile. Figure 1 gives the observed absorption spec-
trum and a least-squares fit to the measurements. Close ex-
amination of the measurements revealed a weak water vapor
absorption transition centered at a frequency detuning of
�−3 GHz, where detuning=0 corresponds to line center of
transition A. This weak line is consistent with the HITRAN
2004 line list �24�. This version of HITRAN also specifies
another weak transition occurring at a frequency detuning of
−1.3 GHz, which is only slightly more than one Doppler
FWHM from the peak of transition A and thus difficult to
resolve. According to HITRAN the relative line intensities of
these two weak lines are 0.38% and 0.56% of the line inten-
sity of line A. It was necessary to make a separate scan at
higher water vapor concentration in order to improve the
signal-to-noise ratio �SNR� of the observed spectral feature
at −3 GHz. These data and associated Gaussian fits, given in
inset �a� of Fig. 1, yielded precise measures of the detuning

and intensity of the weak transition relative to those of tran-
sition A. With these constraints and using the HITRAN 2004
values for the detuning and relative intensity of the transition
at −1.3 GHz, we fit the sum of three Gaussian line shapes to
the measured profile given in Fig. 1. The result is a best-fit
Doppler width for transition A of 929.5�14� MHz �FWHM�
which can be compared to the expected value of
929.90�8� MHz based on the measured cell temperature of

295.81�5� K. These measured and expected Doppler widths

agree to within their combined uncertainties, and impor-
tantly, inspection of the fit residuals reveals that, within the
noise level of the measurements, no systematic distortion of
the profile was observed.

To quantify the spectral resolution of the frequency-
stabilized CRDS technique, we probed transition A in fre-
quency steps of 50 kHz searching for a Doppler-free satura-
tion dip occurring at the line center �25,26�. See inset �b� of

Fig. 1 in which an intensity-dependent saturation dip with a
FWHM �1.3 MHz was clearly resolved. These results illus-

FIG. 1. �Color online� Absorption spectrum of transition A at the

low-pressure limit and a least-squares Gaussian fit to the measure-

ments: �a� weak transition close to transition A measured at p=7

�10−3 kPa and �b� Lamb dip observed at the line center.
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trate that the spectral resolution is �100 kHz, an upper
bound well below the MHz-level intrinsic frequency jitter of
the probe laser and approaching the �50 kHz FWHM line-
width of the ring-down cavity. The integrated area of the
saturation dip is �10−4 times the area of the dominant Dop-
pler profile and therefore had minimal influence on measure-
ment of the Doppler width of transition A. We note that
saturation effects at the line center were manifest in nonex-
ponential ring-down decay signals. However, a more detailed
discussion of saturation effects in the frequency-stabilized
CRDS apparatus is outside of the scope of this paper.

III. LINE-SHAPE MODELS

Rigorous models of the line shape of pressure- and
Doppler-broadened lines which also take into account
velocity-changing collisions of the absorber by the perturber
require quantum-mechanical calculations �27–31�. Such cal-
culations can be done when the interaction potentials be-
tween absorber and perturber are known for both the upper
and lower states of absorber; however, they are rather com-
plicated and so far they have been made only for D2 lines
perturbed by He �32�. Usually semiclassical line-shape mod-
els provide simple analytical formulas and these models are
commonly used to analyze and fit experimental data. Re-
views of these models can be found in Refs. �33–38�. Here
we indicate only the basic assumptions and simplifications
made in deriving the profiles that we used in our data analy-
sis.

In analogy to the self-structure factor �39� used in statis-
tical physics, the shape of an isolated spectral line can be
written �31,40�

I�	� =
1



Re„1,h�	;v��… �1�

in terms of a complex function h�	 ;v�� which fulfills the

kinetic equations

1 = − i�	 − 	0 − k� · v��h�	;v�� − Ŝ fh�	;v�� , �2�

where v� is the absorber velocity, 	0 is the resonance angular

frequency, and 	 and k� are the angular frequency and wave
vector of the light, respectively. The bracket �a ,b�
=�d3

v� fm�v��a*�v��b�v�� denotes the scalar product of two func-

tions a�v�� and b�v�� where fm�v��= �
vm�−3/2 exp�−v
2 /vm

2 � is

the Maxwell velocity distribution, vm=�2kBT /mA is the most
probable speed of the absorber, mA is the mass of the ab-
sorber, kB is the Boltzmann constant, and T is the tempera-

ture of the gas. Finally the collision operator Ŝ f describes the
influence of absorber collisions with perturbers on the line
shape.

The collision operator Ŝ f has a complicated structure; nev-
ertheless, it is always formally possible to split this operator
into two parts:

Ŝ f = ŜD
f + ŜVCD

f . �3�

The first part is responsible for ordinary collisional broaden-
ing and shifting. It is called the dephasing collision operator:

ŜD
f = − ��v� − i��v� , �4�

where ��v� and ��v� are the speed-dependent collisional

width and collisional shift, respectively. This part is rela-
tively easy to handle and can be determined using a wide

variety of methods �41–45�. The remaining part ŜVCD
f de-

scribes the joint effect of the velocity change and dephasing
induced by collisions. Therefore this operator is called the
velocity-changing and dephasing collision operator.

An important parameter describing the change of absorber
velocity by collisions is the effective frequency of velocity-
changing collisions �diff=kBT / �mAD�. This quantity is di-

rectly related to the mass diffusion coefficient D. Defining

the velocity-changing collision operator ŜVC
f which does not

include any dephasing processes, we can approximate this
frequency by the proper matrix element of this operator �39�,

�diff
�0�

= (01�v�� , ŜVC
f 01�v��), where

nl�v�� =� 
1/2n!�2l + 1�

2��n + l + 3/2�
	 v

vm


l

Ln
l+1/2�v2/vm

2 �Pl�e�k · e�
v
�

�5�

are the basis functions in which the function h�	 ,v�� can be

expanded. Here ��¯� is the gamma-Euler function,

Ln
l+1/2�x2� are the associated Laguerre polynomials, x=v /vm

is the reduced absorber speed, Pl�y� are Legendre polynomi-

als, y=e�k ·e�
v

is the cosine of the angle between the velocity

vector v� =ve�
v

and the wave vector k� =ke�k, and e�
v

and e�k are

unit vectors. Using the frequency of collisions �diff
�0�

calculated
in this way the first-order approximation D�0� of the diffusion
coefficient can be found.

In analogy to the frequency �diff for operator ŜVC, an op-
tical frequency of velocity-changing collisions �opt corre-
sponding to the velocity-changing and dephasing collision

operator ŜVCD can be introduced. This optical frequency �opt

can be complex valued in the general case. The optical fre-
quency of the velocity-changing collisions can also be esti-
mated in the first-order approximation:

�opt
�0� = „01�v��, ŜVCD

f 01�v��… . �6�

In contrast to the dephasing collision operator, there is no
easy way to correctly model the velocity-changing and
dephasing collision operator �27,29,31�. Therefore to analyze
experimental data we are forced to use a rather phenomeno-
logical approach to the problem. We will approximate the

ŜVCD
f operator by simple models of velocity-changing colli-

sion operators Ŝmod
f �like the soft-collision model �46,47�,

hard-collision model �48,49�, or billiard-ball model
�31,37,39��

ŜVCD
f �

�opt
�0�

�mod
�0� Ŝmod

f , �7�

where �mod
�0�

= (01�v�� , Ŝmod
f 01�v��). To include the dephasing

aspect of velocity-changing collisions in our treatment we
allow the optical frequency of velocity-changing collisions
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�opt to differ from �diff and to be complex if necessary. Fol-
lowing other authors �49–52� we use

�opt
�0� � �diff − ��� + i�� , �8�

where � is a correlation coefficient and � and � are the
collisional width and collisional shift averaged over the
Maxwellian distribution of absorber speed, respectively. The
problem of correlation between velocity-changing and
dephasing collisions and its quantification was analyzed on
both a semiclassical and a quantum basis �53–55�.

The simplest model taking motion of the absorber into
account assumes free motion on straight-line trajectories and
a Maxwellian distribution of absorber velocity. In this simple
case velocity-changing collisions are neglected. The addi-
tional assumption that the collisional �pressure� width and
collisional shift are independent of absorber velocity leads to
the well-known Voigt profile �VP�. The dependence of colli-
sional parameters on absorber velocity, characteristic of so-
called speed-dependent effects, is particularly important in
the case of high perturber-to-absorber mass ratios, a case in
point being the H2O-SF6 system. The speed-dependent Voigt
profile �SDVP� can be used in such a case to describe the line
shape as was first done by Berman �41�. Application of this
profile, however, requires knowledge of the dependence of
collisional parameters on absorber velocity, which can be
calculated from absorber-perturber interaction potentials. In
most cases exact potentials are not known and approximate
formulas are commonly used. When interaction potentials
are approximated by an inverse power form V�r�=Cq /rq,

simple analytical formulas for the speed dependence of the
collisional width and collisional shift exist �42�:

��xvm�

�
=

��xvm�

�

= 	1 +
mP

mA


−�q−3�/�2q−2�

M	−
q − 3

2q − 2
,
2

3
,−

mP

mA

x2
 ,

�9�

where mP and mA are masses of perturber and absorber, re-
spectively, and M�. . . , . . . , . . . � denotes the confluent hyper-

geometric function. Speed-dependent effects may lead to line
narrowing and asymmetry near the line center. It is worth
noting that in order to model the line asymmetry associated
with the speed-dependent effects one must know the pressure
shift of the line.

For molecular infrared lines clear evidence of the influ-
ence of velocity-changing collisions on line shape has been
observed in many cases. Collisional �Dicke� narrowing
should occur when the mean free path of the absorber is
shorter than the wavelength of the absorption transition. Two
simplified models of velocity-changing collisions are com-
monly used to describe Dicke-narrowed profiles. The first,
known as the soft-collision model, assumes that a single col-
lision has a negligible influence on absorber motion. This
assumption, which enables one to treat the absorber motion
as purely diffusional, leads to the Galatry profile �GP� �47�.
The soft-collision model is more applicable to the case of a
relatively light perturber. Conversely, in the hard-collision

model, the post-collision absorber velocity corresponds to a
Maxwellian distribution, but does not depend on its velocity
before collision. This assumption leads to the Nelkin-Ghatak
profile �NGP� �48,49�. Despite the physically unrealistic as-
sumption which underpins this profile, the form of the NGP
can be justified by applying the generalized Hess method
�GHM� to the line-shape problem �54�. The NGP has been
widely used in line-shape analysis because of its simple
form. This property of the NGP makes it easy to incorporate
speed-dependent effects and gives rise to the speed-
dependent Nelkin-Ghatak profile �SDNGP� �49,56�. The sim-
plest realistic model of velocity-changing collisions taking
into account the mass ratio of colliding molecules is the
rigid-sphere model �31,39�. This model incorporates the rela-
tive importance of the speed- and direction-changing colli-
sions �37,57�. A rigid-sphere model of collisions was applied
in the billiard-ball profile �BBP� and its speed-dependent ver-
sion �SDBBP� �31,37�.

An additional effect influencing the line shape arises from
correlations between velocity-changing and dephasing �state
changing� collisions. Rautian and Sobelman �49� gave the
correlated NGP �CNGP� profile, which was used by Pine
�50� to demonstrate the importance of this effect. The CNGP
is equivalent to the line shape obtained on a quantum basis
by Demeio et al. �54� but the meaning of the parameters in
these two profiles is different. In the CNGP profile, the �diff

is replaced by the complex frequency �opt which generally
can be written as �opt=�diff−�W�− i�S�. Here �W and �S are
correlation parameters which are sometimes assumed to be
equal, i.e., �=�W=�S. The model is called fully correlated
when �=1. A detailed discussion and application of the
speed-dependent version of this profile �CSDNGP� has been
carried out by Pine �58�. Finally the same modification is
applicable to the SDBBP. In this case replacing �diff by �opt

yields its correlated version CSDBBP. Such profiles were
fitted for the first time to experimental data for measurements
of CO perturbed by Ar �60,61�. Wehr et al. �60,61� clearly
demonstrated how inelastic collisions lead to a reduction of
Dicke narrowing. A similar situation can be found in atomic
systems where dephasing collisions lead to the observable
elimination of the Dicke narrowing �59�. Also, a complex
�opt in the CSDBBP has been used to analyze the line shape
of HF perturbed by Ar �34,62�.

IV. RESULTS AND DISCUSSION

To demonstrate the applicability of our CRDS spectrom-
eter for detailed line-shape investigations we considered the
pair of transitions labeled A and B given in Table I. Transi-
tion B has a line intensity more than 3000 times weaker than
that of transition A, although inspection of the HITRAN
2004 line list indicates that it is relatively isolated. For tran-
sition A we measured the line shapes with three different
perturbing gases He, N2, and SF6, having a perturber-to-
absorber mass ratio of 0.22, 1.56, and 8.11, respectively. This
wide range of masses allowed us to observe the influence of
not only velocity-changing collisions but also speed-
dependent effects. For transition B we investigated self- and
N2-broadened line shapes.

COMPARISON OF SEMICLASSICAL LINE-SHAPE… PHYSICAL REVIEW A 73, 012507 �2006�

012507-5



The study of rovibrational water vapor line shapes in the
presence of various perturbing gases has been an active area
of research for many years. Some recent examples of these
investigations can be found in Refs. �45,63–71� and in their
references.

A. Strong transition

In Fig. 2 we present measured line profiles of transition A

perturbed by He at different pressures ranging from
6.7 kPa to 53.3 kPa. Also shown are the Galatry profiles
�GP� determined by least-squares fits to the measurements.
The residuals of the VP, GP, and SDBBP fits to the highest-
pressure profile data are shown at the bottom of the figure.
Both profiles have Doppler widths �D �FWHM� constrained
to the value corresponding to the measured cell temperature.
The Lorentzian width �L=2� �FWHM� and frequency of
velocity-changing collisions �opt �in the GP� were treated as
variable fit parameters. In the SDBBP profile the speed de-
pendence of collisional width and shift were assumed to be
given by Eq. �9� with q=5. For the lines investigated in this
article realistic functions describing the speed dependence of
collisional width and collisional shift were not available in
the literature. Therefore we were forced to arbitrarily select
these functions. Nevertheless, even with this approach we are
able to demonstrate the significance of speed-dependent phe-
nomena.

As expected the VP does not reproduce the experimental
line shape, in contrast to the GP for which agreement be-
tween the observations and model is quite good. Figure 3
shows the dependence of the fitted Lorentzian �collisional�
width �L and shift � �graph �A�� and �opt �graph �B�� on He
pressure p. The pressure-broadening coefficient �L / p and
pressure shift coefficient � / p obtained from linear fits of
these dependences are given in Fig. 3�a�. For the purpose of

comparison we also present results obtained for NGP and
SDNGP. It is worth noting that the pressure-broadening co-
efficients from the VP and GP fits differ by �12% which is
much more than the combined relative uncertainty of these
values �1.3% and 0.6%�. The difference between �L / p from
the GP fit and that from the SDBBP fit is within their stan-
dard uncertainties. Moreover, the GP and SDBBP models
give a more linear dependence of �L on pressure than does
the VP. The pressure shift coefficient � / p is very small com-
pared to �L / p and has a positive sign �blueshift� consistent
with previously reported results for molecular and atomic
lines perturbed by He �72,73�. The dependence of �opt on
pressure �Fig. 3�b�� is linear and close to the value �diff

�2.4 MHz/kPa �74�� corresponding to the diffusion coeffi-
cient of H2O in He �dashed line�. The results presented in
Fig. 3�b� clearly demonstrate that the amount of narrowing
derived from the data analysis depends significantly on the
line-shape model. Moreover, even when the perturber mass
is 4.5 times smaller than that of the absorber the speed de-
pendence of � can affect the results. Similar observations
can be found for CO perturbed by He �75�.

The line shape of transition A is more complicated in the
case of broadening by nitrogen. Figure 4 presents experimen-
tal and fitted profiles of this transition perturbed at different
pressures for the N2-broadening case. The residual plots cor-
respond to the respective fits of the VP, GP, and SDBBP to
the measured profile at p=13.3 kPa. These results should be
analyzed together with Fig. 5�b� in which the dependence of
the fitted �opt on N2 pressure is presented for the respective
line-shape models. Again, as expected, the Voigt profile
clearly disagrees with the measured profile and the shape of

FIG. 2. �Color online� Profiles of H2O transition A perturbed by

He at different pressures with fitted Galatry profiles �upper panel�.
Residuals for fits �lower panel� of VP, GP, and SDBBP to the p

=53.3 kPa profile.

FIG. 3. �Color online� Dependence of fitted Lorentzian width

�FWHM� �L and shift � �graph �A�� and frequency of velocity-

changing collisions �opt �graph �B�� on He pressure p.
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the residuals indicates the occurrence of Dicke narrowing.
The residuals for the GP are close to zero; however, the fitted
values for �opt depend nonlinearly on pressure. We note that
the residuals for the NGP �not shown in Fig. 4� are qualita-
tively similar to the GP case. Also the �opt for NGP varies
similarly with p �see Fig. 5�b�� as for the GP. Such a nonlin-

ear dependence of �opt on pressure has been observed in
other systems �see, e.g., �76–79�� and is characteristic of
lines for which speed-dependent effects cannot be neglected.
Two profiles were fitted which take these effects into ac-
count: the SDNGP and SDBBP, the latter of which, as de-
scribed earlier, uses a more realistic model of velocity-
changing collisions. For both profiles we used the speed
dependence of the collisional width and collisional shift de-
scribed by Eq. �9� with q=5. This q value was also used by
Claveau et al. to model speed-dependent effects for H2O
lines �80� to give relatively good agreement with experimen-
tal data in the absence of better estimates to the interaction
potential. The shape of residuals for the SDBBP fit is slightly
better than for the GP fit �the same fit quality, not shown
here, was obtained for the SDNGP fit�, but the fitted �opt now
varies linearly with pressure. The �opt values for the SDBBP
fit are closer to the diffusion coefficient of H2O in N2

��diff / p=9.0 MHz/kPa �74�� than for those yielded by the
SDNGP fit, but they are still about 40% too small. Such a
disagreement was observed for other systems and was attrib-
uted to correlation between velocity-changing and dephasing
collisions �50,58–61,63,75,76,81�.

In Fig. 5�a� the collisional width and collisional shift of
transition A are presented as a function of N2 pressure. Val-
ues of the pressure broadening coefficients �L / p for the vari-
ous line-shape models and the pressure-shift coefficient � / p

are reported. As expected the best linearity of �L with pres-
sure was achieved for the SDBBP and SDNGP fits for which
the relative uncertainty of �L / p was also the smallest �0.1%�.
The results obtained for the SDNGP are not shown in Fig.
5�a� because they are indistinguishable from those of the
SDBBP. However, �L / p from the GP fit differs by 0.4%. This
is not surprising since line narrowing �which can result from
speed-dependent effects as well as Dicke narrowing� can be
well modeled by overestimation of the Dicke narrowing
which can occur when a GP is fit to a measured line shape
that exhibits speed dependence �82–84�.

In the case of SF6 as a perturber the speed-dependent
effects were expected to be much stronger than for N2 be-
cause of the relatively high mass of the SF6. In Fig. 6 we
present experimental profiles of transition A broadened by
SF6 at different pressures. Also shown are the residuals for
fits of the theoretical profiles to the data for the case p

=26.7 kPa. Strong line asymmetry can be seen in the first
two residual plots corresponding to the symmetrical profiles
�VP, BBP�. This asymmetry can be explained by speed-
dependent effects together with the relatively large pressure-
shift coefficient which is presented in Fig. 7. Nevertheless,
one should remember that such asymmetry can be a result of
the simultaneous effect of the speed dependence of the col-
lisional shift, and the correlation between velocity-changing
and dephasing collisions, line mixing, and collision-time
asymmetry �34,52,81�. For the case of SF6 as the perturber,
we started our analysis in the same way as was done for the
He and N2 cases by assuming the same speed dependence for
the width and shift and letting q=5. However, this approach
yielded a negative value for the real part of the fit-derived
narrowing parameter. Since we did not have any realistic
theoretical prediction for the speed dependence, we arbi-
trarily assumed no speed dependence for the width. For the

FIG. 4. �Color online� Experimental and fitted profiles of H2O

transition A perturbed by N2 at different pressures �upper panel�.
Residuals corresponding to fits �lower panel� of VP, GP, and

SDBBP to the p=13.3 kPa profile.

FIG. 5. �Color online� Dependence of fitted Lorentzian width

�FWHM� �L and shift � �graph �A�� and frequency of velocity-

changing collisions �opt �graph �B�� on N2 pressure p for different

theoretical profiles.
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shift we assumed a speed dependence given by Eq. �9� with
q=6. Our intent was to demonstrate properties of the experi-
mental results as well as to emphasize theoretical needs. In-
deed the observed line asymmetry can be modeled by the
SDVP when q=6 for the shift is assumed. This profile gives
residuals which are symmetrical around the line center but
which are still far from a perfect fit to the measurements. A
better quality of fit can be obtained using either the CSDBBP
or CSDNGP as can be seen in Fig. 6. The real part of
the fitted values of �opt for the NGP, BBP, CSDNGP, and
CSDBBP profiles and the imaginary part of �opt for the
CSDNGP and CSDBBP profiles are presented in Fig. 7�b�. It
should be emphasized that more realistic models for the
speed dependence of the collisional width and collisional
shift are required in order to draw any conclusions about the
narrowing of this line in the presence of SF6.

With regard to the measurements of water vapor transition
A perturbed by SF6, comparison of the various pressure-
broadening coefficients derived from the fits to theoretical
profiles indicates that the �L / p coefficient can differ by about
1% from the CSDBBP value when speed-dependent effects
�BBP and NGP� are neglected. These differences are more
than the relative standard uncertainty of �L / p �less then
0.3%� and can represent the biggest contribution to system-
atic error in the determination of the broadening coefficient.
In Fig. 7�a� we also present the influence of the line profile
on the determined pressure-shift coefficient. As a conse-
quence of the relatively pronounced line asymmetry, the
pressure-broadening coefficients � / p determined from fits of
the BBP or other symmetrical profiles differ by over 5%
from that determined by the CSDBBP fit.

The pressure-broadening �L / p and pressure-shift � / p co-
efficients for water vapor transition A perturbed by He, N2,

and SF6, obtained using the theoretical profiles that best fit to
experimental data, are summarized in Table II.

We investigated the sensitivity of the fitted line area A to
the choice of theoretical line shape for transition A. The line
area can be defined as the integral A=�d����� of the absorp-

tion coefficient ���� over the radiation frequency �. The line

area A=NS is proportional to the line intensity S and ab-
sorber concentration N. The relatively complicated line
shape associated with SF6 as the perturber makes it an inter-
esting example to quantify this effect. In Fig. 8 we present
the relative deviation of the line area as a function of per-
turber pressure determined from the fits of the various model
profiles to the same data. The deviation given in Fig. 8 is the
relative difference with respect to the value obtained from
the CSDNGP fit. We chose this profile as a reference because

TABLE II. Pressure-broadening coefficient �L / p and pressure

shift coefficient � / p of H2O lines perturbed by different gases. All

results were obtained from fitting the SDBBP model to the data

except for the SF6-broadened line A �CSDBBP fit� and self-

broadened line B �NGP fit�.

Transition Perturber �L / p �MHz/kPa� � / p �MHz/kPa�

A He 14.16�10� 0.45�12�

A N2 62.92�6� −1.66�16�

A SF6 50.90�12� −10.49�16�

B H2O 275.3�1.1� −30.1�1.0�

B N2 61.1�8� −3.37�11�

FIG. 7. �Color online� Dependence of fitted Lorentzian width

�FWHM� �L and shift � �graph �A�� and frequency of velocity-

changing collisions �opt �graph �B�� on SF6 pressure p for different

theoretical profiles.

FIG. 6. �Color online� Experimental and theoretical profiles of

H2O transition A perturbed by SF6 at different pressures �upper

panel�. Residuals for fits of theoretical profiles �lower panel� to the

p=26.7 kPa data.
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it gave a good fit with residuals uniformly spread around
zero. We note that although the same quality in the fit residu-
als was achieved for the CSDBBP profile, the CSDBBP was
not fitted to the lowest-pressure data because of numerical
difficulties that prevent convergence of the model calcula-
tions. This lack of convergence of the CSDBBP results when
the pressure width is smaller than about one-half of the Dop-
pler width �37�. As can be seen the commonly used VP with
the Doppler width constrained to the theoretical value corre-
sponding to the gas temperature leads to a systematic under-
estimate of the area of about 4%. The same was found before
by Ponsardin and Browell �64� for air-broadened water lines.
Interestingly, the fitted VP yields a 3% overestimate of the
area for low pressure when using an unconstrained Doppler
width. For higher pressure the fitted VP gives improved es-
timates of the line area. The NGP gives a good area estima-
tion for low pressures but not for high pressure where a 2%
underestimation is observed. As expected the CSDBBP leads
to almost the same line areas as the reference case CSDNGP.
For N2 as a perturber �Fig. 8�b�� a very similar dependence
of the fitted line area on pressure was observed for the VP
with Doppler width constrained ��4% underestimation� and
fitted ��2% overestimation for low pressure�. However, pro-
files taking Dicke-narrowing or speed-dependent effects �or
both� gave line-area deviations less than 0.5%. These results
show that errors associated with inappropriate line shapes
�specifically for the transition under investigation and prob-
ably for other transitions� can introduce non-negligible sys-
tematic uncertainty in the measurement of line intensity

based on the fitting of measured absorption spectra. We also
investigated the influence of the spectral range of the scan on
the line-intensity determination. After numerical simulations
we found that by increasing the spectral range from
10 GHz to 40 GHz deviations in the fitted areas associated
with the different profiles were reduced approximately two-
fold. Finally we note that any number of profiles which give
the same quality of fit to the data can have residuals that are
dominated by the random noise in the measurements. From
the point of view of line-intensity determination, all such
profiles are essentially indistinguishable and will yield the
same line intensity within their combined respective fit un-
certainties. This set of best-fit profiles may include those
with a rigorous physical basis as well as those which are not
physically well justified such as those with fitted parameters
having poor physical meaning.

B. Weak transition

Measurements of profiles of the relatively weak transition
B with high SNR required higher pressures of water vapor
�about 0.5–2 kPa�. These conditions allowed us to determine
the self-broadening and pressure shift as well as the line
intensity with low uncertainty. In Fig. 9 we present experi-
mental profiles of transition B and associated residuals for
the VP and GP fits to the highest-pressure data. As can be
seen, the profile is symmetrical and indicates Dicke narrow-
ing. We do not observe any signs of speed dependence of
collisional broadening and shifting which could be under-
stood in terms of the dipole-dipole interaction between water
molecules with q=3. The GP �and the NGP which is not
shown here� agrees well with the experimental profile over
the pressure range investigated. In Fig. 10 the self-
broadening �L, the pressure shift �, and �opt characterizing
Dicke narrowing for transition B are shown as a function of
pressure. There is a big difference in the pressure-broadening
coefficient �L / p obtained using profiles with and without
Dicke narrowing taken into account. The VP underestimates

FIG. 8. �Color online� Relative deviation of the line area deter-

mined from fits of model profiles to experimental data for the H2O

transition A perturbed by SF6 �graph �A�� and by N2 �graph �B�� at

different pressures. The reference model is the SDNGP.

FIG. 9. �Color online� Experimental profiles of transition B and

associated residuals for VP and GP fits to the data. Sample condi-

tions correspond to p=2 kPa of pure H2O.
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�L / p by over 13%, and the difference between �L / p deter-
mined from the GP and NGP is 2.4% which is within three
standard combined uncertainties of these values. The fitted
values of �opt depend linearly on pressure for both the GP
and NGP profiles. However, we did not estimate the diffu-
sion coefficient of H2O molecule in H2O to calculate the
quantity �diff.

In Fig. 11 the fitted area A of transition B is plotted
against H2O concentration N for the VP, GP, and NGP fits.

The line intensities S calculated from a linear dependence
of A on N are also indicated. The dashed line corresponds
to the HITRAN 2004 �24� value equal to S=1.94
�10−25 cm2 cm−1 molecule−1. The measured line intensity
S=2.77�2��10−25 cm2 cm−1 molecule−1 differs significantly

�43%� from the room-temperature value reported in
HITRAN 2004 while the relative standard uncertainty of our
result is only 0.7%. This result indicates the possibility of
large uncertainty in reported line intensities for relatively
weak H2O lines. Using an oversimplified line profile such as
the VP leads to an underestimate of �2% for the intensity of
investigated line. The GP and NGP give very similar line-
intensity values which is not surprising since they both fit the
measured spectrum perfectly to within the random noise in
our experiment.

The line shape of transition B was also measured in the
case of N2 as the perturber. For this weak line it was more
complicated than for transition A because a relatively high
pressure �1.3 kPa� of H2O was required to achieve a good

SNR in the CRDS spectrum. We observed that the self-
broadening and self-shift could not be neglected in the deter-
mination of the N2-broadening �L / p and -shift � / p coeffi-
cients. The experimental line shapes are presented in Fig. 12
for different N2 pressures, and the residuals are shown cor-
responding to fits of the theoretical profiles to the p

=13.3 kPa spectrum. The line narrowing can be quite well
modeled by GP �NGP and BBP give similar results�; how-
ever, there remains a small asymmetry in the GP residuals.
As shown in residuals of the SDBBP, the fit quality can be
improved by taking speed-dependent effects into account.
Here we show the case where the speed dependence of �L

and � was calculated using Eq. �9� in which q=5. However,
the same quality of fit was also achieved for q=4 and q=6.

In Fig. 13 we present the collisional width and collisional
shift of transition B �graph �A�� and the frequency of
velocity-changing collisions �opt �graph �B�� obtained from

FIG. 10. �Color online� Dependence of the self-broadening �L,

shift �, and �opt characterizing Dicke narrowing on pressure for

transition B obtained from the fits of different profiles to the experi-

mental data.

FIG. 11. �Color online� Area A of transition B is plotted against

the H2O concentration N for the VP, GP, and NGP fits. The dashed

line corresponds to the HITRAN 2004 value of line intensity evalu-

ated at T=296 K.

FIG. 12. �Color online� Experimental and theoretical profiles of

transition B perturbed by N2 at different pressures and residuals for

fits of theoretical profiles to the p=13.3 kPa spectrum.
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fits of the respective profiles to the experimental data. The
�opt parameter increases linearly with pressure for all profiles
considered which take Dicke narrowing into account. Fur-
thermore, as was observed for transition A, neglecting speed-
dependent effects leads to an overestimation of �opt as com-
pared to �diff calculated from the diffusion coefficient of H2O
in N2. The SDBBP gives values of �opt that are much lower
then �diff.

Note that in the pressure width �L and shift � parameters
presented in Fig. 13�a� the self-broadening and self-shift for
transition B were subtracted. The effect of the line-shape
model on �L is seen. Compared to the SDBBP which gives
the best agreement with experimental profiles, the VP under-
estimates the pressure-broadening coefficient by about 6%
while the GP �NGP and BBP� yields values that are approxi-
mately 1.5% low.

Values of self- and N2-broadening and shift coefficients
calculated from fits of profiles which best agree with the
experimental spectra are given in Table II.

V. CONCLUSION

We have demonstrated that frequency-stabilized CRDS is
amenable to a careful analysis of the physical effects that

determine the shape of spectral lines. Probing infrared ab-
sorption transitions of H2O, we have carried out the first
verification involving CRDS of several line-shape models.
Our investigation leads us to conclude that progress in un-
derstanding the effects which determine the shape of water
lines will require knowledge of realistic and physically mo-
tivated functions that describe the speed dependence of col-
lisional broadening and collisional shifting.

We emphasize that unlike Fourier transform spectroscopy
and other high-sensitivity absorption methods such as pho-
toacoustic spectroscopy or techniques based on narrowband
cw lasers, the single-mode frequency-stabilized CRDS ap-
proach, as implemented here, is relatively free of confound-
ing instrumental effects that typically cause spectral distor-
tions at the MHz frequency level. Further, CRDS offers
much higher sensitivity than ordinary laser absorption spec-
troscopy methods, many of which use single-mode lasers and
frequency doubling or difference frequency generation
�DFG� schemes for wavelength conversion to relevant spec-
tral regions. The relatively high sensitivity of CRDS is espe-
cially important in the case of weak absorption lines which
could not be investigated with adequate signal-to-noise ratio
using most other spectroscopic methods.

We have shown that differences in the line intensities de-
termined by fitting various line-shape models to the same
high-resolution absorption spectra �corresponding to self-
and foreign-broadened H2O� can be significant, varying in
some cases by more than a few percent. These results illus-
trate the difficulty in assigning relative uncertainties in mea-
sured line intensities at the subpercent level, especially for
conditions in which collisional narrowing and speed-
dependent effects occur. Importantly, line-shape effects may
be distorted, masked, or unobserved when using experimen-
tal methods that have insufficient spectral resolution and/or
low signal-to-noise ratio. Similarly, these effects are ex-
pected to influence measurements of pressure-broadening co-
efficients and pressure-shift coefficients as well as absorber
concentration and temperature. Consequently minimizing the
uncertainty of these measurements will require the sensitiv-
ity, linearity, and spectral resolution to distinguish and select
appropriate line-shape models used for data analysis.
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