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Abstract—The diversity of multimedia-enabled devices 

supporting streamed multimedia is ever growing. Multicast 

delivery of TV channels in IP networks to a heterogeneous 

set of clients can be organised in many different ways, which 

brings up the discussion which one is optimal. Scalable 

video streaming has been believed to be more efficient in 

terms of network capacity utilisation than simulcast video 

delivery because one flow can serve all terminals, while with 

simulcast all resolutions are offered in parallel. At the same 

time, it is also largely recognised that in order to provide the 

same video quality compared to non-layered video coding, 

scalable video coding (SVC) incurs a bit rate penalty.  

In this paper we compare simulcast and SVC in terms of 

their required capacity in an IPTV network scenario where 

a bouquet of TV channels is offered to the subscribers. We 

develop methods to calculate and approximate the capacity 

demand for two different subscriber behaviour models. 

These methods are then used to explore the influence of 

various parameters: the SVC bit rate penalty, the number of 

offered channels, the channel popularity and the number of 

subscribers. The main contribution of this paper is that we 

derive an analytical formula to calculate the SVC limit bit 

rate penalty beyond which SVC is less efficient than 

simulcast. In the realistic IPTV examples considered here, 

the limit is found to lie between 16% and 20%, while the 

reported values for this coding penalty range from 10% up 

to 30% for current H.264 SVC codecs, indicating that SVC 

in IPTV is not always more efficient than simulcast. 

I. INTRODUCTION 

A. Background 

IPTV has taken off the last years and is becoming more 
and more widely deployed. Streaming multimedia and 
broadcasting TV and radio channels through IP-core 
networks and mobile networks are already in place 
worldwide. TV and video (multimedia) broadcasting will 
become ubiquitously digital if not all-IP-transported in 
the near future. The shift to all-digital networks brings 
numerous benefits, such as several times more efficient 
utilisation of bandwidth in cable distribution plants, 
convergence of services, more flexible capacity allocation 
and utilisation in the presence of a feedback channel, etc. 
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In order to meet the heterogeneity requirements of 
converged networks and/or the terminal diversity of the 
users, video must be adaptively delivered. Such scenarios 
arise in heterogeneous IP networks, surveillance systems, 
mobile streaming media networks, wireless video LANs, 
multi-party video conferencing systems, etc. When 
network broadcast operators deliver TV channels to 
heterogeneous clients (heterogeneous by their devices’ 
video format requirements or by other criteria, such as 
bandwidth availability), they have a choice between 
single-rate and multi-rate multicast [1]. In the single-rate 
approach, the sender transmits at one fixed rate to all 
receivers. This rate is either suited to conform to the 
slowest receiver or to meet an inter-receiver fairness 
objective according to methods like the one presented in 
[2]. Multi-rate multicast is definitely more flexible and 
can make more efficient use of network resources. It has 
two basic modes. In the simulcast mode several versions 
(in terms of format, quality, encoding, etc., and hence bit 
rate) of one and the same content are available (usually 
no more than a dozen of versions). In the layered mode, 
called scalable video coding (SVC), each video is 
encoded into one base layer and several enhancement 
layers. The layers are interrelated for cumulative scalable 
video or are independent for non-cumulative scalable 
video. In this paper, we consider the cumulative layered 
mode, where for decoding the higher enhancement layer 
it is necessary that the lower ones are decoded first. Non-
cumulative scalable video coding, like multiple 
description coding (MDC), is out of the scope of this 
paper. We also do not focus on methods, algorithms and 
protocols employing scalable video coding with the 
objective to provide some sort of congestion control or to 
maximise the utilisation of resources (by setting the 
optimal number of layers, the rates of the layers, etc., 
taking into account the network settings such as the user 
population and the network topology). 

When network broadcast operators deliver TV 
channels to heterogeneous clients, they can employ 
simulcast or scalable video coding to cater for the various 
(or varying in time) user requirements. We compare these 
two basic methods to deliver multimedia content to a set 
of heterogeneous devices in terms of their bandwidth 
requirements in a given network setting. More 
specifically, we compare the SVC mode of the 
H.264/AVC (Advanced Video Coding) standard [3] 
(corresponding to MPEG-4 Part 10/SVC) to simulcast 
where each resolution is encoded in a single-layer 
bitstream, using for example H.264/AVC. 

1-4244-0981-0/07/$25.00 ©2007 IEEE.



The scaling functionality was already part of the 
MPEG-2 standard, and although it was much studied 
(e.g., a similar study to ours can be found in [4]), it was 
almost not deployed because of its coding inefficiency. 
However, with the suggestion of new techniques for 
temporal, spatial and quality scalability coding, it was 
reconsidered and added as amendment to the H.264/AVC 
standard. Overviews of the SVC standard can be found 
e.g., in [5], [6] and [7].  

H.264/AVC is already widely adopted and its 
applications range from digital television broadcast to 
video for mobile devices. It enjoys a large industry, 
business and even administrative/legislative back-up, e.g., 
in France [8]; it has been approved by the Digital Video 
Broadcast (DVB) standardisation body in Europe (in 
2004) for broadcast television in Europe and many 
terrestrial television providers employ it throughout the 
world nowadays; it has been recommended by 3GPP in 
[9] for mobile TV deployments. The question in which 
mode it is preferable to deploy multi-rate video 
multicasting, namely in simulcast or in layered mode 
(SVC), is still an open issue (e.g., in [10] the authors 
explore its suitability in a single-layer encoding versus 
scalable encoding mode in a mobile video delivery 
setting). With this paper, we aim to contribute to this 
discussion in an IPTV network. 

In this paper, we try to answer the question how much 
capacity (bandwidth) is needed with both approaches, 
given the network conditions and user behaviour 
particularities. By comparing the simulcast and the 
scalable approach we show the limit of superiority of the 
scalable mode. This we do by first constructing an exact 
analytical model. Due to its computational expensiveness 
and hence limitation in some cases, we justify the 
assumption that the probability distribution of the 
required capacity can be approximated by a Gaussian 
distribution. We produce results based on that 
assumption, which we verify by comparison with the 
exact model and by simulations. We also explore the 
impact of particular parameters through case studies. 

The paper is organised as follows. First we present the 
assumptions of the model. Then in Section II we present 
the theory and simulation tools developed and in 
Section III we show some practical results produced with 
them. In Section IV we comment on the results and we 
draw the conclusions of this work. 

B. Assumptions of the Model 

We consider a TV broadcast network with N 
subscribers that are heterogeneous with respect to their 
multimedia receivers (there are numerous models 
imaginable – for example every user has only one device 
or every user has several devices and selects one of them, 
and many other models). The users are offered a set of K 
streamed TV channels that have an a priori known 
popularity distribution. In this paper, we represent the 
popularity of the different channels by a Zipf distribution 

[11] with parameter α (typically 0 < α < 1). Although our 
model can deal with any probability distribution for the 
popularity of the channels, we choose the Zipf 
distribution because it is largely accepted in the research 
community for modelling popularity distributions (e.g., 
[12], [13]). Fig. 1 shows an example network set-up (for a 
DSL (Digital Subscriber Line) IPTV provider). 
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Fig. 1. Multi-rate multicast-capable IPTV distribution network. 

 Our model is not confined to a given network 
topology or underlying technology, but assumes a multi-
rate multicast-capable TV distribution network.  

A video server streams the bouquet of channels 
through a distribution network on to an aggregation 
network and down to the head-end customer device 
through an access distribution network (containing a DSL 
Access Module (DSLAM) and home gateway (HG) in the 
example in Fig. 1). We compare the capacity that is 
required (on the aggregation network) by the simulcast 
and scalable video coding approaches for delivering the 
streamed multicast video content in a scenario where the 
number of versions for simulcast or respectively layers 
for SVC is predefined by the supported resolutions. We 
assume that there are L different resolutions, determined 
by, for example, the video format limitations of the 
customer’s devices (e.g., QCIF, CIF, SDTV and HDTV 
formats). Further in this paper, we will explain the user 
behaviour patterns we consider.  

We denote by Rsim,l the bit rate required for streaming a 
channel in version l using simulcast (for example, 
0.128Mb/s, 0.384Mb/s, 1.5Mb/s and 6Mb/s for QCIF, 
CIF, SDTV and HDTV respectively). By Rsvc,l we denote 
the required bit rate in SVC mode when layer 1 until 
layer l of a channel are requested. The highest bit rate 
version in simulcast is denoted by Rsim,L and the 
corresponding top-resolution bit rate in SVC is denoted 
by Rsvc,L. It is largely known (e.g., [14], [15]) that in order 
to offer the same video quality with scalable and non-
scalable video coding, there is some bandwidth penalty to 
be paid when applying scalable video coding techniques. 
In order to attain the same quality at all resolutions, SVC 
requires a higher bit rate than AVC, except for the lowest 
resolution (the SVC stream has an H.264/AVC base 

layer). We denote this excess bit rate penalty by ε, and 
therefore express the rate corresponding to SVC layers 1 
until l by  

( )( )

,1 ,1

, ,1 , , 1
2

1 , 1

svc sim

l

svc l sim sim i sim i
i

R R

R R R R lε−
=

=

= + − + >�
. (1) 

Remark that the bit rate of the SVC base layer equals 
that of the lowest resolution version of the simulcast 
versions. Although in [16] a value of at most 10% is 

recommended for ε, this is often hard to achieve with the 
current implementations. For example, in [6] the authors 
conclude that if an optimised SVC encoder control is 
applied, with spatial and quality scalability the bit rate 
increase relative to non-scalable H.264/AVC can be “as 
low as” 10%, which means that in many cases this value 

is surpassed. In reality, ε  can easily go beyond 20 to 
30%, especially for videos with complicated texture 
scenes and a lot of movement [15]. Notice also that we 
assume that the bit rate corresponding to a given 

resolution l is the same for every channel k (1 ≤ k ≤ K), 
i.e., Rsim,l or Rsvc,l respectively. In reality this is often the 
case in an IPTV network.  



II. THEORY 

In this section, we present several approaches to 
determine the network capacity demand Csim and Csvc in 
the simulcast and SVC mode respectively. We use the 
following convention throughout this paper: random 
variables are highlighted in bold, unlike the concrete 
values the random variables assume.  Remark that Csim 
and Csvc are random variables, since there is randomness 
in a user’s behaviour: a user watches television or not and 
selects a TV channel among K available channels at one 
of L possible resolutions. We first define the capacity 
demand random variables Csim and Csvc in Section II.A, 
then we describe the user behaviour models in Section 
II.B, and after that we describe the exact approach for 
calculating the distributions of Csim and Csvc in Section 
II.C. In the following Section II.D, a Gaussian 
approximation to estimate the capacity demand is 
presented, and finally in Section II.E we describe a 
simulator tool we developed to verify the analytical 
bandwidth demand estimation. 

A. Capacity Demand 

We define the random variables nk,l, 1≤ k≤ K, 1≤ l≤ L, 
as the number of users watching channel k in resolution l 
(nk,l is therefore a discrete variable and assumes integer 
number values). Because with simulcast every channel is 
encoded in L independent versions, and a channel is 
streamed in version l if at least one user watches that 
channel in resolution l, we can express Csim in the 
following way: 

{ 0}
,1 1

1
K L

sim sim,l
k lk l

R >
= =

= � � n
C  ,   (2)  

where 
{ }

1
m

is the indicator function of the event m, 

expressing that there is a contribution Rsim,l to Csim for 
every channel k that is watched in resolution l by at least 
one user. 

With scalable video coding, in order to watch a 
channel in resolution l, all layers 1 until l of that channel 
are needed for decoding, because they are all interrelated. 
Thus, layer 1 until l of channel k need to be transported if 
there is at least one user watching channel k in 
resolution l, while at the same time there is no user 
watching channel k in a resolution higher than l. 
Therefore, Csvc is expressed as 

, { =0, =0, ..., =0, >0 }
1 11 1

1
K L

svc svc l
k,L k,L- k,l+ k,lk l

R
= =

= � � n n n n
C .   (3) 

B. User Behaviour Models  

A large number of user behaviour models are 
imaginable in a multi-rate multicast system with 
heterogeneous receivers. In this paper, we will consider 
two different of them. In user model I, we assume that 
every user is associated with only one resolution, 
determined for example by the capability of his receiver 
terminal. Therefore, a user can only request video content 
in that particular resolution (and is associated to a user 
group). Another possibility, which we refer to as user 
model II, is that every user can randomly choose the 
resolution in which he or she wishes to watch the selected 
channel among all offered resolutions. 

In both models we consider, the TV channels are 
assumed to have independent relative probabilities 
π1,...,πK of being requested by an active user. These 
probabilities are assumed to correspond to the popularity 
of the channels. As mentioned earlier, we consider the 
Zipf distribution to model the popularity of the channels, 
meaning that if channel k is the k-th most popular channel 
of all K offered channels, then 

k dk
απ −= ,   for k=1, 2, …, K , (4) 

where α is the Zipf distribution parameter and d is a 
normalisation constant ensuring that the sum of all the 
probabilities is 1. 

For both user behaviour models, we will calculate the 
probability generating function of the random variables 
n1,1,n2,1,…,nK,L, defined as 

 ,
, ,

1 1

( ; , )
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For user model I, the group of N users is divided into L 
fixed sets (groups). All users in set l have a terminal 
capable of receiving resolution l, and there are Nl users of 
type l such that the sum of all Nl is N. All users of set l 
are assumed to have the same activity grade al. The 
activity grade of a user is the probability that the user is 
active (i.e., that he or she watches a channel), and equals 
the average fraction of the time that the user watches 
television. We then have that the sample space 
corresponding to the vector of random variables 
(n1,1,n2,1,…,nK,L) is constituted by all tuples 

(n1,1,n2,1,…,nK,L) for which 
,

1

K

l k l l
k

n n N
=

= ≤� . As a 

consequence, there are 
1

L
l

l

K N

K=

+� 	
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� 

∏  elements in the 

sample space. The probability corresponding to a tuple 
(n1,1,n2,1,…,nK,L) is given by 
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which implies that the probability generating function 
equals 

 , ,
11
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In user model II, each of the N users is able to watch 
any of the L resolutions. Resolution l is selected with 

probability bl, 1≤ l≤ L, and all users are assumed to have 
an activity grade of a. We now have a sample space of 

size 
N KL

KL

+� 	

 �
� 

, which contains all the tuples for which 

,
1 1

K L

k l
k l

n n N
= =

= ≤�� . The formula to calculate the 

probability that corresponds to an element of the vector of 
random variables (n1,1,n2,1,…,nK,L) in user model II is 
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In this case, the probability generating function is of the 
following form:  

, ,
1 1
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K L
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C. Exact Solution 

An obvious way to tackle the problem of calculating 
the exact probability mass functions of Csim and Csvc is to 
calculate the probability mass function corresponding to 
the vector of random variables (n1,1,n2,1,…,nK,L), using the 
formulas of Section II.B, namely (6) and (8). Then the 
probabilities of the events considered by the indicator 
functions in (2) and (3) are easily obtained from this 
probability mass function. Notice however that this way 
to calculate the exact solution is not straightforward, 
because the number of tuples (n1,1,n2,1,…,nK,L) grows fast 
with the parameters of the model. 

Therefore, we will describe another approach we use to 
calculate the exact results. Observe first that the capacity 
demands only depend on the number of channels of each 
resolution that should be transported, and not on which 
particular channels are requested (since we assumed that 
the bit rates corresponding to the different resolutions are 
the same for every channel k), neither on exactly how 
many users watch a particular channel in a certain 
resolution. However, all this information is taken into 
account first, after which this information vanishes again 
when working out (2) and (3), by summing the 
appropriate probabilities. We will exploit the fact that 
only the required number of channels of each resolution 
is important, in a divide and conquer method that will be 
explained below. 

We define for every l ∈ {1,…,L} the random variables 
wl and cl, where wl represents the number of users that are 
watching a channel in resolution l; in the simulcast case cl 
denotes the number of channels that are simultaneously 
watched in resolution l by the user population, while with 
scalable video coding cl denotes the number of channels 
for which layer 1 until layer l need to be transported (but 
no layers higher than l). Then Csim and Csvc respectively, 

take the values 
1

L

l l
l

c R
=

� , with 
,

=
l sim l

R R  and  
,

=
l svc l

R R  

respectively, with probability 
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where W is the set of all possible values the vector of 
random variables (w1,…,wL) can take. Of course, if there 

are some values 
1 1

( , , ) ( , , )' '

L L
c ... c c ... c≠  for which 

1 1

L L
'

l l l l
l l

c R c R
= =

=� � , their corresponding probabilities should 

be added. For user model I, W contains all tuples 

1
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The set W corresponding to user model II contains all 

tuples 
1

( , , )
L

w ... w  for which 0 w N≤ ≤ , where w  is 

defined as
1 L

w w + ...+ w= , and now 

1 1
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Remark that in the simulcast case, 

1 1 1 1
Pr[( , , ) ( , , ) ( , , ) ( , , )]

L L L L
... c ... c | ... w ... w= =c c w w  in (10) 

reduces to 
1

Pr[ ]
L

l l l l
l

c | w
=

= =∏ c w , because for simulcast 

whether a channel is streamed in resolution l or not 
depends only on the number of users watching that 
channel in resolution l, and not on whether or not it is 
also watched in another resolution. For calculating 

Pr[ ]
l l l

c | w= =
l

c w , for every l, in the simulcast case, 

and 
1 1 1 1

Pr[( , , ) ( , , ) ( , , ) ( , , )]
L L L L

... c ... c  | ... w ... w= =c c w w  in 

the scalable video coding case, we use the following 
divide and conquer method. Consider a group of M 
channels, whose popularity is given by the probability 
distribution P1,…,PM, and divide this group into two 

disjoint non-empty groups � and �. Assume that group 

� contains the channels 1 until M
(�)

, such that group � 

contains the channels M
(�)

+1 until M. Within its smaller 

group, a channel k has a probability 
1 (

( )
k

M
P / P ... P+ +

� �
 

of being chosen if it belongs to group �, and a 

probability 
1

( )
k M

M
P / P ... P

+
+ +

�� �
if it belongs to group �. 

It can be proven that for simulcast 
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and for scalable video coding 
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In these equations, the random variables ( )

l
c

� , ( )

l
c

� , 
( )

l
w

�  and ( )

l
w

�  represent the same as the random 

variables 
l

c and 
l

w , for every l, but then limited to the 



channels in the groups � and � respectively, whereas 

l
c and 

l
w correspond to the original group of M channels. 

Obviously, if ( )

l
c � is larger than the number of channels in 

group � or ( )

l l
c c− � is larger than the number of channels 

in group �, respectively, then the first, respectively 

second probability in (13) equals zero. Similarly, the first 

probability in (14) equals zero if ( ) ( )

1 L
c ... c+ +� �  is larger 

than the number of channels in group �, and the same 

happens with the second probability in (14) if 
( ) ( )

1 1
( ) ( )

L L
c ... c - c ... c+ + + +� �  is larger than the number 

of channels in group �. 

Observe from (13) and (14) that the first and second 
probabilities in each term in the right hand side of these 
equations are of a similar form as the left hand side of the 
respective equations. So we can calculate these 
probabilities in a recursive way, by splitting groups of 
channels into two groups until all groups contain only one 

channel. For a group � consisting of one channel, we 

have that for simulcast 
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( ) ( ) ( ) ( )
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0 otherwise
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and for scalable video coding 
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Concerning the third probability in the terms of the right 
hand side of equations (13) and (14), they are easily 
calculated from the popularity distribution of the channels 

(in the original group �� ∪�), thus for simulcast, we 

have that 
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and for scalable video coding 
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Each time a group of channels is split, factors similar to 
these probabilities appear, which are calculated in an 
analogous way by considering the popularity of the 
channels in the group that is split. 

Obviously, we start the recursive scheme with M=K 
and (P1,…,PK) = (π1,…,πK). 

Although the divide and conquer method described 
above allows us to obtain results for larger parameter 
values than the straightforward method, the number of 
conditional probabilities that needs to be calculated using 
the divide and conquer method still grows with the model 
parameters, especially in the scalable video coding case: 

- Simulcast: (K+1)(Nm+L), where Nm=max{N1,…,NL} 
for user model I, and (K+1)(N+1) for user model II, 

- Scalable video coding: 
1

( 1)
L

l
l

L K
N

L =

+� 	
+
 �

� 
∏  for user 

model I, and 
L K L N

L L

+ +� 	 � 	

 � 
 �
�  � 

 for user model II. 

Therefore, a Gaussian approximation method will be 
developed in the next section to approximate the 
distributions of Csim and Csvc in case of large input 
parameters.  

 

D. Gaussian Approximation 

To circumvent the limitations of the exact method, we 
consider the Gaussian distribution approximation 
approach, similarly as in [17] and [18]. In this approach, 
the random variables Csim and Csvc are assumed to have a 
Gaussian distribution. This approximation is more 
appropriate for larger values of the input parameters 
according to the law of large numbers [19] – in cases 
where the exact approach can be computationally 
expensive. In what follows, we present formulas to 
calculate the average and the variance of the random 
variables Csim and Csvc and in this way they are 
completely characterised under the assumption of a 
Gaussian distribution. 

The average and the second moment of Csim are given 
by 
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We use the following properties to find the 
probabilities above 

, ,Pr 0 1 Pr 0k l k l
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Thus, in order to calculate the first and second 
moments of (19) and (20), we only need the probabilities 
that for certain sets consisting of one or two of all the nk,l 
variables (from the vector of random variables 
(n1,1,n2,1,…,nK,L)), these variables equal 0.  



Similarly, the average and the second moment of Csvc 
are given by 
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respectively with 
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Again, remark that we only need the probabilities that 
for certain sets consisting of nk,l variables, these variables 
equal 0, in order to calculate the first and second 
moments in (23) and (24). 

The easiest way to calculate the probability that all 
variables in certain sets of nk,l variables equal zero, is 
from the probability generating functions in (6) and (9), 
by putting the zk,l’s that correspond to the nk,l’s that need 
to be zero equal to zero, and all other zk,l’s equal to one. 

E. Simulator 

We wrote an event-driven C-based simulator that can 
simulate both the simulcast and SVC streaming modes 
and both user behaviour models we consider. According 
to the selected streaming mode, user behaviour model, 
activity grade of the users and popularity distribution of 
the channels, we calculate the complementary cumulative 
probability distribution function (CCDF), which we also 
refer to as the tail distribution function (TDF), over a 
sufficiently large number of samples (realisations) of the 
“momentarily” capacity demand. 

The logic implemented in the simulator is the 

following: it is first determined for each user (out of N) 

whether or not he or she is active by checking if the value 

generated by a uniform random number generator in the 

range [0,1] exceeds the value of the activity grade (al or a 

for user model I or user model II, respectively). If a user 

is active, a channel k is selected out of the K offered 

channels with probability πk for user model I or channel k 

and resolution l are selected with probability blπk for user 

model II - again based on a random number generator. 

Once we know the channel and its resolution selected by 

a user with index n (1�n�N), we update a vector 

corresponding to a tuple (n1,1,n2,1,…,nK,L). After visiting 

all users, we have one instance of the random vector 

corresponding to (n1,1,n2,1,…,nK,L). Based on a sufficiently 

large number of realisations (n1,1,n2,1,…,nK,L) of 

(n1,1,n2,1,…,nK,L), the probability distributions of Csim and 

Csvc are calculated . 

III. RESULTS 

A. Justification of the Gaussian Approximation 

We first compare results obtained with the exact model 
to results obtained by assuming that the capacity demand 
variable has a Gaussian probability distribution. Results 
from this comparison are displayed in Fig. 2.  

The upper graph of Fig. 2 shows TDFs of the required 
capacity for an SVC example, and the lower graph shows 
the same for a simulcast example. The SVC example is 
for K=10 channels and N=40 users, while in the simulcast 
example the comparison is made for model parameters as 
large as K=300 and N=1000. We already explained in 
Section II.C that the SVC case is more difficult to 
calculate with the exact method than the simulcast case. 
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Fig. 2. Comparison of Gaussian approximation results against exact 

results for TDFs of Csim and Csvc. The upper graph SVC parameters are 

L=3, K=10, α=0.6, N1=10, N2=20, N3=10, a1=a2=a3=0.8, and RSVC,l 

={0.384, 1.6116, 6.5616}Mb/s. The lower graph simulcast scenario 

parameters are L=4, K=300, α=0.6, N1=N2=N3=N4=250, 

a1=a2=a3=a4=0.8 and Rsim,l ={0.128, 0.384, 1.5, 6}Mb/s. 



In both graphs, the dot-marked light curve corresponds 
to the exact results, while the diamond-marked dark curve 
shows the results obtained with the Gaussian 
approximation method. As expected (from the law of 
large numbers), for scenarios like the first one with small 
model parameters, the Gaussian approximation does not 
work satisfactorily well, while the match of results in the 
lower graph for a scenario with more realistic model 
parameters is very good. Remark that the Gaussian 
approximation method does not account for the fact that 
there is always a maximum required capacity. In the first 
scenario we considered, this maximum is 65.616 Mb/s, 
and this value is reached when all layers of all channels 
are provided. The probability that this maximum capacity 
is required is given by Pr[Csvc>60.666 Mb/s] (60.666 
Mb/s is the second largest value Csvc can take, and 
corresponds to providing all layers for 9 channels, and all 
but the top layer for one channel). As can be read from 
the curve showing the exact results, there still 
corresponds a rather large probability to this maximum 
required capacity. In the second scenario on the other 
hand, the maximum required capacity is 
250(6+1.5+0.384+0.128) = 2003 Mb/s. From the lower 
graph of Fig. 2 it is clear that the probability that this 
maximum capacity will be needed will be much smaller 
than 10

-16
, and thus also the probability by which the 

Gaussian approximation will predict that a capacity larger 
than this maximum capacity is required, will be 
negligible. 

In order to gain further confidence that the Gaussian 
distribution is a good substitute for the real distributions 
of Csim and Csvc in scenarios with realistic (large) 
parameter values, we compare the Gaussian 
approximation results with simulation results.  Note that 
in telecom networks, often an availability of 5 nines is 
required, which means that the probability that the actual 
capacity demand exceeds the available resources must be 
at most 10

-5
. We define this probability by the term 

“unavailability probability” and denote it by Punav. Once 
the TDF is known, the required capacity corresponding to 
a certain Punav can be easily read from the TDF. In Fig. 3 
we show a comparison of numerical results for the TDFs 
of Csim and Csvc for the two considered user behaviour 
models. They are obtained by the Gaussian 
approximation formulas and by the simulator described in 
Section II.D and Section II.E, respectively. Fig. 3 shows 
that the capacity demand is higher for the simulcast 
scenario than for the SVC scenario for any value of Punav 
(for both user models). In the next section we will show 
that this is not always the case, which leads to the general 
conclusion that scalable video streaming does not always 
outperform simulcast in terms of required capacity. A 
numerical comparison of the required bandwidth (in 
Mb/s) for the network settings of the example in Fig. 3 is 
shown in Table I (made at Punav=10

-5
). 

TABLE I. CAPACITY DEMAND FOR THE FOUR CASES OF FIG. 3. 

BANDWIDTH 

DEMAND  
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CAST  
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model I  

SVC       
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model I 
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user 

model II  
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user 

model 

II 

Gaussian 

approximation 
1163.71 1151.85 890.97 854.36 

Simulation 

results 
1163.72 1151.65 897.19 860.84 
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Fig. 3. Comparison of Gaussian approximation results against 
simulation results for TDFs of Csim and Csvc. Scenario parameters are 

L=4, K=300, α=0.6, N1=N2=N3=N4=250 (user model I), N=1000 (user 
model II), a1=a2=a3=a4=0.8 (user model I), a=0.8 (user model II), 
bl={0.1, 0.3, 0.5, 0.1} (user model II), and Rsim,l ={0.128, 0.384, 1.5, 
6}Mb/s, corresponding respectively to QCIF, CIF, SDTV and HDTV 

formats; ε = 0.15. 

The correspondence of results obtained by both 
methods (Gaussian approximation and simulations) is 
good except for small values of Punav for user model II. 

B. Studying the Impact of the Different Parameters 

Through Case Studies 

In this section, the influence of the different parameters 
on the required capacity for both the simulcast and SVC 
streaming mode is explored through case studies. We 
consider the required downstream capacity in the 
aggregation and distribution part of an IPTV network. 
There are four types of subscribers (i.e., L=4): mobile 
subscribers that receive low resolution video (QCIF) 
because of technology limitations (small dimensions of 
the devices, power consumption limitations), computer 
users requesting streamed video in CIF format, and TV 
set-top box receivers, some requesting SDTV format, and 
others requesting HDTV format.  

In all examples to follow, we consider L=4, Rsim,l 
={0.128, 0.384, 1.5, 6}Mb/s, a1=a2=a3=a4=0.8 (user 
model I), a=0.8 (user model II) and bl={0.1, 0.3, 0.5, 0.1} 
(user model II). In case of user behaviour model I, we 
evenly distribute the total number of users N over the four 
different resolutions, i.e., Nl = N / 4, for 1≤ l≤ 4. 

1) Impact of the SVC Bit Rate Penalty ε 

The bit rate penalty parameter ε determines the range 
where SVC is more beneficial than simulcast with respect 
to the capacity demand. There exists a limit 

ε  (εlim) beyond which applying SVC is not beneficial 
anymore to saving capacity, but on the contrary, more 
capacity is required in the SVC delivery scenario than in 
the simulcast one. Fig. 4 shows the SVC capacity gain 
region for our considered scenario with K=300, α=0.6 
and N=1000 when ε is varied from 0.1 to 0.25. From the 
figure it can be seen that εlim at Punav=10

-4 
in user model I 

is around 0.16 to 0.17, and in user model II, εlim is around 
0.20. Below we present an analytical formula to 
determine εlim exactly. 
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Fig. 4. Determining the limit ε beyond which there is no capacity gain at 
Punav=10-4 when applying SVC streaming mode instead of simulcast. For 
user model I, the limit ε (εlim) equals 0.1667, for user model II it equals 
0.2008 (calculated by (27)). The scenario parameters are L=4, K=300, 

α=0.6, N1=N2=N3=N4=250 (user model I), N=1000 (user model II), 
a1=a2=a3=a4=0.8 (user model I), a=0.8 (user model II), bl={0.1, 0.3, 0.5, 
0.1} (user model II), and Rsim,l={0.128, 0.384, 1.5, 6}Mb/s. 

If we assume that the variance of the variables Csim and 
Csvc is negligible with respect to their averages (which is 
typically the case), then at a limit ε , denoted by εlim, the 
averages of Csim and Csvc, given in respectively (19) and 
(23), are the same, i.e., E[Csim]= E[Csvc]. By substituting 
(1) in (23) we obtain that 
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where Ak,l is defined in (25). 

If the system is saturated either by containing a huge 
number of users or the conditions are such that every 
version in simulcast and the highest resolution of every 
channel is requested (which means that with SVC it is 

needed to transport all SVC layers), 
,

Pr 0
k l

� �>� �n  tends to 

1, and Ak,l tends to 0 for lower resolutions, but tends to 1 

for the highest resolutions. Thus, we arrive at ε* which is 
a particular case of εlim: 

1

,
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sim l
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sim L sim

R

R R
ε

−

=
�

=
−

  .  (28) 

This is a simpler (and a naïve approach) variant of (27), 
but not generally valid.  

Equation (28) is the equation traditionally used to 
compare the performance of layered codecs with respect 
to simulcasting with traditional codecs. In the scenarios 
considered in this paper, it turns out that this leads to a 
too large value for the εlim beyond which SVC brings no 
benefit anymore.  

For the practical case considered in this section, 
ε*=0.3426, while the actual values (calculated by (27)) 
are 0.1667 for user model I and 0.2008 for user model II 
(as illustrated in Fig. 4). 
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Fig. 5. Capacity demand at Punav=10-3 for varying number of channels K. 

The scenario parameters are L=4, α=0.6, N1=N2=N3=N4=250 (user 
model I), N=1000 (user model II), a1=a2=a3=a4=0.8 (user model I), 
a=0.8 (user model II), bl={0.1, 0.3, 0.5, 0.1} (user model II), 
Rsim,l={0.128, 0.384, 1.5, 6}Mb/s and ε = 0.1. 

2) Growing Bouquets of TV Channels - Impact of K 
For the two user models we consider and for the two 

modes of video streaming, i.e., simulcast and SVC, the 
required network bandwidth grows with increasing K, as 
one would expect. This is demonstrated in Fig. 5, where 
K is varied up to 1200 channels (with Zipf popularity 
probability distribution with α=0.6 for every calculation 
point). We again observe that SVC is superior to 
simulcast up to a certain value of K, beyond which SVC 
does not bring capacity gain anymore and is less efficient 
than simulcast. In the studied case, this happens around 
K=700 for user model I and around K=1100 for user 
model II. The phenomenon of the intersection point is 
quite complex. In a system with large N and activity 
grade (large active user population) it can be explained in 
the following way: let’s compare again the averages of 
the simulcast and SVC cases given by (19) and (23); we 
always have that Rsim,l � Rsvc,l, while at the same time the 
probability calculated by (21) is always larger than or 
equal to the one of (25). However, for the highest most 
contributing layers to the capacity demand, the 
probabilities of (21) and (25) are close (or equal for l=L):      

,
Pr 0

k l
� �>� �n �

, , 1 , 1 ,
Pr 0, 0,..., 0, 0

k L k L k l k l− +
� �= = = >� �n n n n .

With increasing K, the difference ( ), , 1
2

l

sim i sim i
i

R R ε
−

=

−�  (see 

(1)) is added more times in SVC (i.e., in (23)), which has 
a higher contribution to the mean of the capacity variable 
when the bit rates of the highest layers are manifold 
larger than the ones of the lowest layers (as is the case in 
our example) and when ε is large. This makes that at 
some point of increasing K, the average required capacity 
with SVC surpasses the average required capacity in a 
simulcast scenario.  

Another intuitive explanation can be that in a situation 
where K >> N and the activity grade of users is not high, 
when the number of offered channels increases, many of 
them are not requested at all or requested in only one 
resolution (or a few resolutions, but not all). This is not a 
favourable situation for deploying SVC as by nature (and 
assumption in this paper in (1)) Rsim,l � Rsvc,l. In this way, 
it becomes not justified to pay the bit rate penalty ε in 
SVC.  
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Fig.  6. Capacity demand in function of α for Punav =10-3 (upper graph) 
and Punav =10-8 (lower graph). The scenario parameters are L=4, K=300, 
N1=N2=N3=N4=250 (user model I), N=1000 (user model II), 
a1=a2=a3=a4=0.8 (user model I), a=0.8 (user model II), bl={0.1, 0.3, 0.5, 

0.1} (user model II), Rsim,l={0.128, 0.384, 1.5, 6}Mb/s and ε = 0.1. 

 

3) Impact of the Zipf Distribution’s Parameter α 

The impact of α, the parameter of the Zipf distribution, 
on the capacity demand is straightforward. The higher the 
parameter α, the more homogeneous the users’ 
preferences are, i.e., the more unanimous the users are 
about which channels they prefer. This is beneficial from 
a network capacity dimensioning point of view, as we also 
concluded in our previous work [18]. Fig.  6 shows the 
capacity demand for the four explored cases, in function 

of increasing α from 0.6 to 0.9 (realistic values for 
practical purposes), for two values of the unavailability 
probability: Punav=10

-3
 in the upper graph and Punav =10

-8
 

in the lower graph. It is seen that the capacity demand 
decreases monotonically with increasing α for the four 
considered cases and for both Punav values. Under the 
considered parameter settings, SVC is superior to 
simulcast in terms of required capacity, but we must note 
again that this is not a general rule, as we demonstrated 
above (in Section III.B-1 and Section III.B-2).  

 

4) Impact of the Number of Users N 

In this section we study the impact of an increasing 
number of users N on the required capacity. This can 
give, for example, some insight on the choice of the 
subscriber group size in the distribution part of the 
network. In Fig. 7 we show the increase in capacity 
demand as a function of N (varied up to 20000 users) for 
the four considered cases at Punav=10

-3
 in the upper graph 

and Punav=10
-8

 in the lower graph.  

With this example we see the limitation of the 
Gaussian approximation. 
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Fig. 7. Impact of N on the capacity demand when varying N up to 20000 
users for Punav =10-3 (upper graph) and Punav =10-8 (lower graph). The 
scenario parameters are L=4, K=300, α=0.6, N1=N2=N3=N4=N/4 (user 
model I), a1=a2=a3=a4=0.8 (user model I), a=0.8 (user model II), 
bl={0.1, 0.3, 0.5, 0.1} (user model II), Rsim,l={0.128, 0.384, 1.5, 6}Mb/s, 

and ε = 0.1. 

Some of the values for the capacity demand for 
N�10000 just exceed the maximum required capacity 
(namely 1976.2 Mb/s in the SVC scenario and 2403.6 
Mb/s in the simulcast scenario). The Gaussian 
approximation does not account for the fact that there 
exists a limit capacity and obtained values beyond it are 
not realistic. Therefore, in such situations we set the 
corresponding capacity demand value to the maximum 
possible one. 

We see that the difference in required capacity between 
simulcast and SVC converges to one value. The reason 
for this is that with increasing N, at some point the 
probability that all resolutions of all channels are 
requested is nearly 1. The required bandwidth in the 
simulcast case is then the sum of all Rsim,l, multiplied by 
the number of channels, while in the simulcast case this is 
the bandwidth corresponding to the top resolution, Rsim,L, 
multiplied by the number of channels. So the difference 
between the required capacity in the simulcast and SVC 
mode is constant beyond a certain N, and equals 

, ,
1

( ) 427.4 Mb/s
L

sim l svc L
l

K R R
=

− =� in the scenario considered 

in Fig. 7. 

IV. CONCLUSIONS  

In this paper, we studied the required capacity in a 
multicast-enabled aggregation (and distribution) IPTV 
network offering a bouquet of TV channels in multiple 
resolutions. We considered and compared two multicast 
streaming modes.  



With the first one all resolutions are separately offered 
in a different (format and bit rate) version and we refer to 
it as simulcast mode. With the second mode all resolutions 
are embedded in one (multilayered) stream produced by a 
scalable video codec (SVC). SVC would be more efficient 
in terms of bandwidth demand because with simulcast all 
requested resolutions for each channel in the bouquet need 
to be transported in parallel, while with SVC only the 
transport of all layers up to the highest requested 
resolution is needed. However, it is known that with 
scalable video encoding there is a bit rate penalty to pay 
compared to non-layered video encoding when aiming at 
the same quality. This makes SVC less efficient than 
simulcast if for most channels only one resolution is 
needed. Thus, one could conclude also that if for most 
channels only one resolution is needed, scalable video 
coding is less efficient than simulcast. Therefore, we 
explored the limit of efficiency of the SVC mode over the 
simulcast streaming of the TV channels in terms of 
capacity demand. 

We developed a method to derive the exact probability 
distribution of the required capacity, for both the simulcast 
and SVC case, and for two user behaviour models. Since 
calculating the required capacity with the exact method 
results in some cases in a combinatorial explosion 
(especially for SVC when there are a high number of 
channels or a high number of users), we also developed an 
approximate method based on a Gaussian assumption. Via 
comparison with the exact model and simulations, we 
showed that this approximate method works well when 
the numbers of users and channels are large enough. After 
having validated the Gaussian approximation we explored 
with it the influence of the model parameters – the SVC 
bit rate penalty, the number of channels, the number of 
users, channel popularity. We demonstrated with realistic 
examples that scalable video coding does not always 
outperform simulcast in terms of required capacity, and 
we derived a formula to calculate the limit SVC bit rate 
penalty beyond which the SVC streaming mode is less 
efficient than simulcast. We differentiated this formula 
from the naïve approach formula for the limit bit rate 
penalty and showed the overestimation results the latter 
can lead to. In a specific example we took for the two 
considered user behaviour models, the limit values were 
found to be 16% and 20%, which can be still exceeded by 
state-of-the-art H.264 SVC codecs.  
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