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Purpose: To compare the diagnostic performance of four tracer kinetic 

analysis methods to quantify myocardial perfusion from mag-

netic resonance (MR) imaging cardiac perfusion data sets in 

terms of their ability to lead to the diagnosis of myocardial 

ischemia.

Materials and 

Methods:

The study was approved by the regional ethics committee, and 

all patients gave written consent. A representative sample of 

50 patients with suspected ischemic heart disease was retro-

spectively selected from the Clinical Evaluation of Magnetic 

Resonance Imaging in Coronary Heart Disease trial data set. 

Quantitative myocardial blood flow (MBF) was estimated from 

rest and adenosine stress MR imaging perfusion data sets by 

using four established methods. A matching diagnosis of both 

an inducible defect as assessed with single photon emission 

computed tomography and a luminal stenosis of 70% or more 

as assessed with quantitative x-ray angiography was used as 

the reference standard for the presence of myocardial ische-

mia. Diagnostic performance was evaluated with receiver op-

erating characteristic (ROC) curve analysis for each method, 

with stress MBF and myocardial perfusion reserve (MPR) serv-

ing as continuous measures.

Results: Area under the ROC curve with stress MBF and MPR as the 

outcome measures, respectively, was 0.86 and 0.92 for the 

Fermi model, 0.85 and 0.87 for the uptake model, 0.85 and 

0.80 for the one-compartment model, and 0.87 and 0.87 for 

model-independent deconvolution. There was no significant dif-

ference between any of the models or between MBF and MPR, 

except that the Fermi model outperformed the one-compart-

ment model if MPR was used as the outcome measure (P = .02).

Conclusion: Diagnostic performance of quantitative myocardial perfusion 

estimates is not affected by the tracer kinetic analysis method 

used.
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D
ynamic contrast material–en-
hanced (DCE) magnetic res-
onance (MR) imaging cardiac 

perfusion is one of several imaging 
techniques, including positron emis-
sion tomography (PET) and single pho-
ton emission computed tomography 
(SPECT), that have been shown to be 
useful in the noninvasive diagnosis of 
myocardial ischemia (1). To generate 
quantitative estimates of myocardial 
blood flow (MBF), a variety of tracer 
kinetic analysis methods have been de-
vised and validated in animal (2,3) and 
human (4,5) studies. Quantitative MBF 
estimates have the potential to play an 
important role in the diagnosis of is-
chemic heart disease by increasing ob-
jectivity (6–8) and potentially improv-
ing diagnostic sensitivity over visual 
analysis, especially in the presence of 
multivessel disease (9). However, there 
is a large variation in published perfu-
sion estimates between studies (4,10). 
This could be due to differences in pa-
tient population, contrast agent injec-
tion protocol, imaging pulse sequence, 
and tracer kinetic analysis methods. 
Investigations into differences between 
tracer kinetic methods have been per-
formed previously (11,12). However, 
the effect of these differences on the 

Implications for Patient Care

 n There is no evidence to show 
that, of the methods compared 
in this study, the tracer kinetic 
analysis method used in quantita-
tive cardiac perfusion affects 
diagnostic performance.

 n When data are to be interpreted 
in terms of quantitative MBF 
values, it may be possible to dis-
card rest imaging from the inves-
tigation with no loss of diagnostic 
power.

Advances in Knowledge

 n Myocardial blood flow (MBF) 
estimates obtained with four 
tracer kinetic analysis methods 
correlate well with each other (R 
 0.88) but show significant dif-
ferences in mean values (analysis 
of variance, P , .01).

 n There is no significant difference 
between the four methods in the 
ability to diagnose ischemic heart 
disease when the stress MBF is 
used (P  .26); when myocardial 
perfusion reserve (MPR) is used, 
the one-compartment model 
underperforms compared with 
the Fermi-constrained deconvolu-
tion technique (P = .02).

 n Division of stress MBF values by 
the rest measurement to calcu-
late MPR does not improve diag-
nostic accuracy (P  .29).
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diagnosis of ischemic heart disease has 
not been studied.

Given the null hypothesis that no 
difference exists between the MBF 
estimates generated with different 
methods, the purpose of this study was 
to compare the diagnostic performance 
of four tracer kinetic analysis methods 
in the quantification of myocardial per-
fusion from MR imaging cardiac perfu-
sion data sets in terms of their ability to 
aid in the diagnosis of myocardial ische-
mia. The selected models were chosen 
to represent the most commonly used 
methods appropriate for use in the 
heart; thus, we used Fermi-constrained 
deconvolution (6,8,9,13), model-inde-
pendent deconvolution (14,15), a one-
compartment model (16,17), and an 
uptake model (12,18–20).

Materials and Methods

Study Population

The study protocol was approved by the 
regional research ethics committee. A 
subset of 50 patients who had been con-
secutively recruited for the Clinical Eval-
uation of Magnetic Resonance Imaging in 
Coronary Heart Disease (or CE-MARC) 
trial with suspected angina pectoris were 
selected. The subset was selected such 
that the distribution of risk factors (hy-
pertension, diabetes, smoking, age) and 
disease status (healthy or single-, dou-
ble-, or triple-vessel disease) was repre-
sentative of those in the full Clinical Eval-
uation of Magnetic Resonance Imaging in 
Coronary Heart Disease population. The 
reference standard was constructed from 

the matching diagnosis of x-ray angiog-
raphy (quantitative coronary angiography 
[QCA]) and SPECT imaging. Cases with 
an angiographic QCA lesion stenosis of 
70% or more and a positive (inducible 
defect) SPECT report were classified as 
ischemic, and patients with no QCA le-
sion stenosis of more than 50% and a 
normal SPECT report were classified as 
nonischemic (normal). Patients with an-
giographic QCA stenoses between 50% 
and 70% or with discordant angiographic 
and SPECT results were not included in 
the study.

Imaging

SPECT images, myocardial perfusion 
MR images, and QCA data were ac-
quired from each patient, as described 
previously (21,22). Adenosine-induced 
stress imaging was performed 15 mi-
nutes before rest imaging. Myocardial 
perfusion MR imaging was performed 
by using bolus intravenous injection of 
0.05 mmol per kilogram of body weight 
gadopentetate dimeglumine (Magnev-
ist; Schering, West Sussex, England). 
Images were acquired by using a 
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T1-weighted saturation recovery turbo 
field-echo imaging sequence. A shared 
(non–section-selective) saturation pulse 
was used, giving prepulse delay times 
of 126 msec, 272 msec, and 418 msec 
for the basal, middle, and apical sec-
tions, respectively. The pulse sequence 
parameters were as follows: repetition 
time msec/echo time msec, 2.7/1.0; 
flip angle, 15°, sensitivity encoding 
factor, 2; matrix, 144 3 144; field of 
view, 320–460 mm; section thickness, 
10 mm; and partial Fourier factor, 0.67.

Contouring

Contouring, subsequent quantita-
tive analysis, and statistical analysis 
were performed by a medical physi-
cist (J.D.B.) with more than 10 years 
of MR imaging experience. Con-
tours depicting the myocardium and 
a region within the left ventricular 
blood pool were drawn by using ded-
icated cardiac image analysis software 
(Mass 7.0; Medis, Leiden University, 
Leiden, the Netherlands) (Fig 1).  
These contours were copied to all 
time frames and manually adjusted 
for breathing motion by using rigid 
translation. The myocardium was sub-
divided into six circumferentially equi-
distant regions in the basal and middle 
sections and four in the apical section 
according to the standard Amercan 
Heart Association (AHA) model (23).

Exclusions

Individual perfusion data sets exhibit-
ing excessive (more than one frame) 
through-plane motion (typically due 
to electrocardiographic gating fail-
ure) were visually identified and were 
excluded prior to MBF quantitation. 
To exclude thin myocardial segments, 
which are prone to partial volume er-
rors and low signal-to-noise ratio, seg-
ments with a myocardial width of less 
than 1 voxel at the acquisition resolu-
tion were excluded.

Concentration Conversion

The method used to generate contrast 
agent concentration curves is described 
in Appendix E1 (online). All precontrast 
signal estimates (S

o
) were taken from the 

stress study. Values of 1435 msec and 

4.3 sec21·mmol/L21 were used for blood 
T1 and contrast agent relaxivity, respec-
tively. After concentration conversion, 
baseline subtraction of the rest curves 
was performed to remove the contribu-
tion of any remnant contrast agent.

Preprocessing

The arterial input function was taken 
from the basal section. The precontrast 
time period of the curves was identi-
fied by fitting a piecewise linear-linear 
function to the data and identifying the 
first linear component as the baseline 
(24). To correct for the time shift, dt, 
between the onset of contrast agent in 
the arterial input function and the myo-
cardium, the tracer kinetic model was 
fitted to the data multiple times over a 
range of values (zero to five times the 
temporal resolution at acquisition). 
The delay time yielding the optimal x2 
fit to the data was used in the analysis. 
All curves were interpolated by a fac-
tor of four by using a piecewise cubic 
hermite interpolating polynomial (25), 
termed pchip (Matlab; Mathworks, 
Natick, Mass), prior to analysis to al-
low for dt values less than the temporal 
resolution at acquisition. Model fitting 
was performed by using the Levenberg-
Marqurdt algorithm, termed lsqcurv-

efit (Mathworks). Model-independent 
deconvolution analysis did not require 
correction for dt and was solved by us-
ing singular value decomposition with 
Tikhonov regularization (15).

For Fermi-constrained deconvolu-
tion, only the sections of the curve cor-
responding to the first pass of contrast 
agent through the heart were used in 
the analysis. The end of the first-pass 
cutoff point was found automatically, as 
described previously (26). The uptake 
model is only valid in the early phases 
after contrast agent arrival, so the time 
point corresponding to the peak of the 
arterial input function was taken as the 
cutoff point (12). Figure 1 shows the 
different cutoff points and correspond-
ing fits for each of the four methods.

Quantitative Myocardial Blood Flow 

Estimation

The four tracer kinetic analysis 
methods used to estimate MBF are 

described in detail in Appendix E2 
(online). Briefly, Fermi-constrained 
deconvolution (13) uses a three-
parameter Fermi function to con-
strain the impulse response function. 
Model-independent deconvolution 
(14,15) avoids such constraints, al-
though appropriate regularization 
is necessary. The one-compartment 
model (16,17,27) assumes that the 
myocardium is flow limited, mean-
ing that the permeability between 
the vascular and extracellular spaces 
is sufficiently high and that the two 
spaces act as one compartment. The 
uptake model (12,18–20) makes the 
further assumption that at early time 
points, venous output concentration 
is zero, reducing the analysis to a 
straight line fit.

Computing a Diagnosis

The diagnosis in question was that of is-
chemic heart disease, as assessed with 
cardiac MR imaging. The reference 
standard measurement was the match-
ing diagnosis of an inducible defect at 
SPECT and a coronary artery stenosis 
of 70% or more at QCA. Diagnosis was 
made on a per-patient basis rather than 
on a per-vessel basis (ie, no account 
was taken of whether the myocardial 
segment exhibiting a perfusion defect 
was supplied by the diseased coronary 
artery according to the AHA mapping). 
To compute a diagnosis from the MR 
imaging data, each analysis method 
was applied to each of the 16 segments 
of the AHA model, both at rest and at 
stress, in all of the patients. Myocardial 
perfusion reserve (MPR) values were 
calculated as the stress MBF estimate 
divided by the resting MBF estimate. 
The minimum MPR or stress MBF mea-
surement from all AHA segments in a 
given patient was taken as the one diag-
nostic measurement from quantitative 
MR imaging. Diagnostic performance 
was evaluated by using receiver operat-
ing characteristic (ROC) curve analysis, 
taking the agreed diagnosis between 
SPECT and QCA as the reference 
standard. Separate ROC curves were 
generated by using MPR and stress 
MBF values for each tracer kinetic 
analysis method.
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Figure 1

Figure 1: Analysis methodology. Contours are drawn around the myocardium (dashed line) and within the left ventricular blood pool (solid 

line) to generate concentration versus time curves for the myocardium and arterial input function, respectively. Lower plots show resulting 

concentration versus time plots. The model fits are shown as a solid black line extending over only the portion of the curve used for that 

model. The Fermi model is limited to the first pass, and the uptake model is limited to the peak of the arterial input function. The one-com-

partment model and the model-independent method fit to the whole data set.

Statistical Analysis

Statistical analysis was performed by 
using statistical software (SPSS, ver-
sion 21.0, SPSS, Chicago, Ill; Analyse-
it, Analyse-it Software, Leeds, Eng-
land). To test for differences between 
perfusion estimates, analysis of vari-
ance was used with a pairwise Tukey 
test to determine which methods were 

different. The Pearson correlation coef-
ficient was calculated to test for corre-
lation between methods. Bland-Altman 
plots were used to show agreement be-
tween the different methods, and mean 
biases were calculated. ROC curves 
were generated by using MPR or stress 
MBF as the continuous measure. The 
area under the ROC curve (AUC) was 

calculated for each ROC curve. The op-
timal perfusion metric cutoff value for 
the ROC curve was taken as the point 
where the true-positive and true-nega-
tive lines crossed on the decision plot. 
A DeLong et al nonparametric AUC 
comparison (28) was used to compare 
the diagnostic performance of the dif-
ferent methods.
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Results

The study consisted of 50 patients 
(mean age, 59 years; age range, 40–77 
years), 32 of whom were men (mean 
age, 59 years; age range, 45–75 years) 
and 18 of whom were women (mean 
age, 60 years; age range, 40–77 years). 
There was no significant age differ-
ence between the men and women 
(P = .71). This population comprised 
31 patients without ischemia and 19 
patients with ischemia, 12 of whom 
had single-vessel disease, six of whom 
had double-vessel disease, and one 
who had triple-vessel disease. There 
were no occluded vessels in this sub-
population, with all patients having 
normal antegrade coronary flow (TIMI 
III). Analysis of late gadolinium en-
hancement images showed that eight 
patients had evidence of myocardial 
scarring (infarct pattern). Two perfu-
sion data sets (one at rest and one 
at stress) (2%) were excluded from 
the study because of severe through-
plane motion caused by electrocar-
diographic triggering failures. A total 
of 71 (4.5%) AHA segments were 
shown to have a myocardial width of 
less than 1 voxel and were excluded. 
The majority of these exclusions were 
in the basal, more diastolic, section. 
Seven of the excluded segments corre-
sponded to myocardial infarction, as 
assessed with the late gadolinium en-
hancement images. Table E1 (online) 
provides a breakdown of the section 
position and rest or stress status of 
exclusions.

The quantitative results for each 
model, grouped into patients with and 
those without ischemia, are shown in 
Table 1. There was a significant differ-
ence between nonischemic and ische-
mic measurements for stress MBF (P 
, .001) and MPR (P , .001) values 
but not for rest MBF values (P = .97).

Bland-Altman agreement plots for 
each of the models are shown in Figure 
E1 (online). Both rest and stress MBF 
measurements are included in the com-
parisons. Table 2 shows the results of 
the comparisons between the models. 
Combined stress and rest average 
MBF measurements were significantly 

different between the methods (analysis 
of variance, P , .01). A post hoc Tukey 
test showed that these differences were 
significant between all methods, ex-
cept for the comparison between the 
Fermi model and the one-compartment 
model. These observations were main-
tained when stress and rest MBFs were 
considered separately. MPR measure-
ments were also significantly different 
(analysis of variance, P = .04), and the 
Tukey test revealed that this was due 
to a significant difference between the 
Fermi method and the model-indepen-
dent method. Comparisons between the 
other models did not exhibit significant 
differences. The Bland-Altman assess-
ment showed that the maximum differ-
ence between models was 0.48 mL/g/
min for MBF measurement and 0.18 for 
MPR measurement.

When individual coronary terri-
tories as defined by the AHA myocar-
dial segmentation model (23) were 
considered, MPR-based ROC curve 
AUC values in the left circumflex, left 
anterior descending, and right coronary 
arteries were 0.65 (95% confidence 
interval: 0.39, 0.90), 0.94 (95% con-
fidence interval: 0.87, 1.0), and 0.74 
(95% confidence interval: 0.47, 1.0), 
respectively. When single-vessel disease 
and multivessel disease were considered 
separately, the AUC values were 0.92 
(95% confidence interval: 0.83, 1.0) and 
0.94 (95% confidence interval: 0.86, 

1.0), respectively. These vessel-specific 
analyses were performed by using the 
MBF values obtained with the Fermi 
model. In 13 (63%) of 19 cases, the 
minimum perfusion score corresponded 
to a coronary artery territory that con-
tained a significant stenosis according to 
the AHA segmentation model.

ROC curves for each of the models 
are shown in Figure 2. Both the stress 
MBF curve and the MPR curve are 
shown. Table 3 shows the AUC, opti-
mal ROC cutoff perfusion score, and 
test sensitivity and specificity at that 
cutoff value. Table 2 shows the De-
Long et al comparison scores between 
the ROC curves from the four models. 
There were no significant differences 
in diagnostic performance between the 
models when stress MBF values were 
used. When using MPR values, the one-
compartment model performed signifi-
cantly worse than the Fermi model, but 
no significant differences were found 
between the other models. The stress 
MBF and MPR ROC curves are directly 
compared in Figure 3. No significant 
differences were found between stress 
MBF and MPR diagnostic curves with 
any of the analysis methods.

Discussion

This study has shown that the diagnos-
tic performance of quantitative perfu-
sion measurements is not affected by 

Table 1

MBF and MPR Measurements in Patients with and Those without Ischemia over All 

AHA Segments from the Four Models 

Measurement Fermi Method Uptake Method

One-Compartment  

Model

Model-

independent 

Deconvolution 

Stress MBF (mL/min/g)

 Patients without ischemia 3.18 6 1.38 2.77 6 1.22 3.01 6 1.29 2.35 6 1.26

 Patients with ischemia 2.24 6 1.02 1.99 6 0.91 2.29 6 0.93 1.68 6 0.77

Rest MBF (mL/min/g)

 Patients without ischemia 1.28 6 0.54 1.20 6 0.58 1.32 6 0.56 1.01 6 0.42

 Patients with ischemia 1.28 6 0.63 1.17 6 0.63 1.36 6 0.56 1.01 6 0.47

MPR

 Patients without ischemia 2.59 6 1.02 2.51 6 1.22 2.43 6 1.31 2.39 6 1.01

 Patients with ischemia 1.92 6 0.93 1.90 6 0.94 1.88 6 1.11 1.78 6 0.67

Note.—Data are mean 6 standard deviation.
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the choice of tracer kinetic analysis 
method when stress MBF measure-
ments are used. This suggests that 
any of the methods can be used with 
equal confidence for diagnosis of myo-
cardial ischemia. In addition, the re-
sults show that normalization of stress 
MBF values by resting MBF values to 
generate MPRs does not significantly 
improve diagnostic performance, sug-
gesting that rest perfusion measure-
ments may not be necessary when 
quantitative perfusion estimates are 
used to diagnose myocardial ischemia.

The diagnostic performance of the 
four models compares favorably with 
those presented in previous quan-
titative MBF studies (6,7,9). This is 
expected, as ambiguous cases have 
not been included in this data set. 
No significant differences in diagnos-
tic performance were found between 
the models; however, the one-com-
partment model performed signifi-
cantly worse than the Fermi model 
when it was evaluated with MPRs but 
not when it was evaluated in terms 
of stress MBF values. The one-com-
partment model is a less flexible pa-
rameterization of the response func-
tion than the Fermi model. It uses 
a monoexponential decay function, 
which is not able to model the early 
filling stage shoulder in the response 
function, which might limit accuracy 
or precision in the resulting MBF es-
timates. This is consistent with the 
observation that the variance of MPR 
measurements was largest with the 
one-compartment model.

The AHA standard mapping of 
myocardial segments to coronary 
artery territories performs poorly 
in individual patients because of the 
large anatomic variation in coronary 
blood supplies (23). This was appar-
ent in our data set, where there was a 
substantial number of cases in which 
the minimum MBF perfusion segment 
did not map to the diseased coronary 
artery specified by the AHA mapping. 
The number of mismatches in our 
data agrees well with work comparing 
the AHA model directly with coronary 
territories assessed with MR angiog-
raphy (29).
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No significant difference in diag-
nostic performance was found between 
the ROC curves generated by using 
stress MBF values and those generated 
by using MPRs. This is consistent with 
the findings of Huber et al (7). Our 
study findings enable us to confirm this 
observation in a larger data set. Our 
study does not address the use of rest 
imaging in the assessment of dark rim 
artifacts, which is important for visual 

assessment. However, when quantita-
tive MBF estimates are to be used as 
the sole basis for diagnosis of ischemic 
heart disease, our results suggest that 
rest imaging can be removed from the 
imaging protocol, reducing the time of 
the investigation.

MBF values in patients without 
ischemia are comparable with those 
published in studies of healthy volun-
teers (10,15) and total exclusions were 

6.5%, which compares favorably with 
the exclusion rate in other quantitative 
studies; for instance, Patel et al (9) ex-
cluded 23% of patients and Costa et al 
(6) excluded 16%.

Although excellent intermethod 
correlation was observed between 
the four methods, there were signifi-
cant differences between average MBF 
measurements in most cases. The 
comparison of the Fermi model with 

Figure 2

Figure 2: ROC curves show diagnostic performance of the four models using (a) MPR and (b) stress MBF as the diagnostic measure.

Table 3

Diagnostic Performance of the Four Models 

Measurement Fermi Method Uptake Method One-Compartment Model Independent Deconvolution Model

Stress MBF

 AUC 0.86 0.85 0.85 0.87

 ROC cut-off point (mL/min/g) 1.60 1.47 1.60 1.06

 Sensitivity (%) 84.2 (16/19) [67.8, 100] 78.9 (15/19) [60.6, 97.3] 89.5 (17/19) [75.7, 100] 89.5 (17/19) [75.7, 100]

 Specificity 83.3 (25/30) [70.0, 96.7] 76.7 (23/30) [61.5, 91.8] 80.0 (24/30) [65.7, 94.3] 90.0 (27/30) [79.3, 100]

MPR

 ROC AUC MPR 0.92 0.87 0.80 0.87

 MPR ROC cut-off point (mL/min/g) 1.36 1.18 1.22 1.28

 Sensitivity 94.4 (17/18) [83.9, 100] 88.9 (16/18) [74.4, 100] 72.2 (13/18) [51.5, 92.9] 83.3 (15/18) [66.1, 100]

 Specificity 86.7 (26/30) [74.5, 98.8] 76.6 (23/30) [61.5, 91.8] 86.7 (26/30) [74.5, 98.8] 76.7 (23/30) [61.5, 91.8]

Note.—Data in parentheses are raw data. Data in brackets are 95% confidence intervals. Cutoff values are based on the perfusion measure used in the ROC analysis, which was the AHA segment with 

the lowest perfusion value.
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Figure 3

Figure 3: Direct comparison between MPR- and stress MBF–based ROC curves for, A, Fermi, B, uptake, C, one-compartment, and, D, model-independent decon-

volution methods. DeLong et al ROC curve comparison P values are shown for each model on the relevant plot.

the one-compartment model did not 
follow this trend, as it showed no sig-
nificant difference in MBF. Conversely, 

only the comparison of the Fermi 
model with the model-independent 
method showed a significant difference 

in MPR values. In a similar comparison 
study, Pack et al (12) only observed 
significant differences between only 
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Fermi-derived stress MBF values and 
other methods. The reason we saw 
differences where they did not may be 
due to the larger sample size in our 
study (50 subjects who underwent 
both rest and stress vs 20 patients who 
underwent rest and 14 who underwent 
stress [12]).

Bland-Altman assessment showed 
that the magnitude of the differences 
was small (stress MBF 0.48 mL/g/
min and MPR 0.18). The uptake 
and model-independent methods gen-
erated systematically lower MBF es-
timates than did the Fermi and one-
compartment methods. The uptake 
method requires early cropping of the 
data to avoid violating the in-flow only 
assumption, which could reduce MBF. 
Model-independent deconvolution is 
the least constrained method. Our im-
plementation imposed smoothness by 
incorporating a first-order differential 
in the side constraint. This smooths 
the response function and can reduce 
flow estimates.

There were limitations of our 
study. This study used a matching di-
agnosis between SPECT and QCA to 
obtain the best reference standard 
available within the Clinical Evalua-
tion of Magnetic Resonance Imaging 
in Coronary Heart Disease data set. 
The SPECT perfusion protocol was 
not performed with attenuation cor-
rection, which some have suggested 
may improve diagnostic accuracy (30),  
and higher spatial resolution measure-
ments could have been achieved if PET 
imaging had been used. The study 
did not include a reference standard 
for quantitative MBF measurements, 
which could have been provided if PET 
measurements had been obtained. The 
lack of a completely linear arterial in-
put function measurement, such as 
that acquired by using dual bolus (31) 
or dual sequence (32) data, was a lim-
itation to this retrospective data set. It 
is important to note that the diagnostic 
accuracies achieved in this study are 
not representative of clinical diagnostic 
accuracy. Ambiguous cases, those in 
which QCA and SPECT measurements 
did not agree, were not included. This 
created a reliable reference standard 

for our comparison study; however, 
our results cannot be considered rep-
resentative of clinical diagnostic perfor-
mance. It is possible that there may be 
differences in the diagnostic power of 
the different methods that would only 
be apparent in these ambiguous cases, 
and this is a limitation of this study.

Practical application: The finding 
that all of the assessed methods per-
form equally well is important because 
the methods differ in complexity of im-
plementation, in speed of computation, 
and in the amount of data required 
to quantify MBF. Simpler or quicker 
methods may be selected in the future 
without loss of diagnostic performance 
in quantitative studies. The practical 
implications of not performing a rest 
examination for quantitative studies 
has the potential to significantly reduce 
patient imaging time.
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