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ABSTRACT

Aims. Our aim is to perform the same colour−density analysis on galaxy mock samples as was carried out on a 5 h−1 Mpc scale using
the VIMOS-VLT Deep Survey (VVDS), and to compare the results from these mock samples with observed data. This allows us to
test galaxy evolution in the model and to understand the relation between the studied environment and the underlying dark matter
distribution.
Methods. We used galaxy mock catalogues with the same flux limits as the VVDS-Deep (IAB ≤ 24) survey (C), constructed
using a semi-analytic model for galaxy evolution applied to the Millennium Simulation. From each C, we extracted a sub-
sample of galaxies mimicking the VVDS observational strategy (O). We then computed the B-band luminosity function LF
and the colour−density relation in the mock samples using the same methods as employed for the VVDS data.
Results. We find that the B-band LF in mock samples roughly agrees with the observed LF, but at 0.2 < z < 0.8 the faint-end
slope of the model LF is steeper than the observed one. Computing the LF for early- and late-type galaxies separately, we show that
mock samples have an excess of faint early-type galaxies and of bright late-type galaxies compared with the data. We find that the
colour−density relation in O agrees excellently with that in C. This suggests that the VVDS observational strategy does
not introduce any severe bias to the observed colour−density relation. At z ∼ 0.7, the colour−density relation in mock samples agrees
qualitatively with observations, with red galaxies residing preferentially in high densities. However, the strength of the colour−density
relation in mock samples does not vary within 0.2 < z < 1.5, while the observed relation flattens with increasing redshift and possibly
inverts at z ∼ 1.3. We argue that the lack of evolution in the colour−density relation in the model cannot be due only to inaccurate
prescriptions for the evolution of satellite galaxies, but indicates that the treatment of the central galaxies has also to be revised.
Conclusions. The reversal of the colour−density relation can be explained by wet mergers between young galaxies, producing a
starburst event. This should be seen on group scales, where mergers are frequent, with possibly some residual trend on larger scales.
This residual is found in observations at z = 1.5 on a scale of ∼5 h−1 Mpc, but not in the model, suggesting that the treatment of
physical processes influencing both satellites and central galaxies in models should be revised. A detailed analysis would be desirable
on small scales as well, which requires flux limits fainter than those of the VVDS data.

Key words. galaxies: evolution – galaxies: fundamental parameters – galaxies: luminosity function, mass function –
cosmology: observations – large-scale structure of Universe – galaxies: high-redshift

1. Introduction

Several physical mechanisms are expected to influence the prop-
erties of galaxies in overdense regions: ram pressure stripping
of gas (Gunn & Gott 1972), galaxy-galaxy merging (Toomre &
Toomre 1972), strangulation (Larson et al. 1980), and harass-
ment (Farouki & Shapiro 1981; Moore et al. 1996). Each mech-
anism has specific environmental dependencies and timescales,
but their relative role in regulating galaxy formation and deter-
mining the observed trends remains unclear. In addition, it is
not yet clear to what extent internal processes such as feedback

from supernovae and central black holes contribute to the ob-
served environmental dependence of the galaxy structural pa-
rameters. Finally, it is known that in a Gaussian random field
there is a statistical correlation between mass fluctuations on
different scales, with most massive halos preferentially residing
within large-scale overdensities (see Kaiser 1987; Mo & White
1996). The role of initial cosmological conditions in modulat-
ing the observed density dependence of galaxy properties is less
clear (Abbas & Sheth 2005).

Semi-analytical models (SAMs) of galaxy formation cou-
pled with dark matter (DM) simulations provide a useful tool
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to address these questions. In SAMs, the individual physical
processes taking place during galaxy evolution are expressed
through simple equations that are motivated by observational
and/or theoretical studies. These equations parametrise the de-
pendency of these processes on physical properties of galaxies
and/or those of the dark matter haloes in which they reside. Then,
the comparison between galaxy properties in SAMs and in the
observed data gives important feedback on the validity of the
prescriptions used in the models and on the nature of the ob-
served correlation between galaxy properties and environment.
Models are usually tuned to reproduce some (sub)set of observa-
tional data in the local Universe, most notably the observed local
galaxy luminosity function (LF) and/or mass function. Tracing
galaxy evolutionary paths back in time, pushing these studies at
high redshifts, becomes thus a very powerful tool in terms of
distinguishing between different models.

The recent completion of large and deep high-redshift sur-
veys makes a detailed comparison between model predictions
and observational data possible (see e.g. Stringer et al. 2009;
de la Torre et al. 2011). Following galaxy evolution over a
wide redshift range can help addressing the open question of
the apparent contradiction between the hierarchical growth of
DM structures and the “downsizing” scenario of luminous mat-
ter. A number of different observational tests support a “hier-
archical” scenario for structure formation in which DM halos
form first in the highest density peaks of the primordial density
field, and then grow hierarchically through subsequent merg-
ers (e.g. Peebles 1980). Observations have shown that galaxy
evolution does not proceed in a similar “bottom-up” fashion,
at least for their star formation (SF) histories: with increasing
cosmic time, SF moves towards less massive galaxies (Cowie
et al. 1996; Gavazzi et al. 1996). As discussed in e.g. De Lucia
et al. (2006), these findings are not necessarily evidence of “anti-
hierarchical” growth of luminous matter because the “forma-
tion” of the galaxy stellar population does not coincide with its
assembly (see Fontanot et al. 2009, for a more detailed discus-
sion about different manifestations of downsizing and compari-
son with observational data).

Simulations can also help in clarifying the relation between
different definitions that are commonly adopted for the “envi-
ronment”. Indeed, different quantities have been used in the lit-
erature to characterise the local and/or global environment. The
use of different environmental definitions makes it very difficult
to compare results from different surveys, and at different cos-
mic epochs. Using simulated galaxy samples allow us to have a
common reference for the environment, such as the underlying
DM distribution.

In this paper, we use mock galaxy samples constructed from
semi-analytic models applied to the Millennium Simulation1

(Springel et al. 2005) to carry out a detailed comparison with
the observational results presented in Cucciati et al. (2006, C06
hereafter), based on the VIMOS-VLT Deep Survey (VVDS,
see Le Fèvre et al. 2005). A detailed comparison between ob-
servations and model data for galaxy number counts, redshift
and colour distribution, and galaxy clustering was presented in
de la Torre et al. (2011, Paper I hereafter). Here we focus on the
observed colour−density relation and its evolution.

The aims of our study are (i) to test the robustness of obser-
vational results in C06 versus possible biases owing to the re-
spective observational strategy (e.g., does the VVDS sampling
rate alter the strength of the colour−density relation?); (ii) to

1 http://www.mpa-garching.mpg.de/galform/virgo/

millennium/

test galaxy evolution in mock samples (do we see the same
environmental effects on galaxy properties in the model and ob-
served data?); (iii) to understand which “environment” is being
studied (e.g., what is the relation between the density traced by
galaxies and the underlying DM distribution?).

This paper is organised as follows. Section 2 gives a sum-
mary of the VVDS data used in C06 and describes the mock
galaxy samples used for the model comparison. In Sect. 3, we
compare the rest-frame B-band LF of the VVDS data with that
obtained using mock samples. Section 4 describes the local den-
sity and colour distributions in mock samples and compares the
colour−density relation in C06 with that found in the model. In
Sect. 5 we take advantage of the available mock samples to anal-
yse how the local density computed on a 5 h−1 Mpc scale com-
pares with the total halo mass in which galaxies reside. In Sect. 6
we discuss our results, and we summarise them in Sect. 7.

Throughout this paper, we use the AB flux normalisation
for both observed data and mock samples. When we refer to
observed data, we adopt the concordance cosmology (Ωm, ΩΛ,
h) = (0.3, 0.7, 0.7).

2. Data and mock samples

2.1. The VVDS Deep sample

The VVDS is a large spectroscopic survey with the primary aim
of studying galaxy evolution and large-scale structure forma-
tion over the redshift range 0 < z < 5. Details on the survey
strategy are described in Le Fèvre et al. (2005). The VVDS is
complemented by ancillary deep photometric data: BVRI from
the CFHT-12K camera (McCracken et al. 2003; Le Fèvre et al.
2004), JK from the NTT telescope (Iovino et al. 2005; Temporin
et al. 2008), U from the MPI telescope (Radovich et al. 2004), u∗,
g′, r′, i′, z′-band data from the CFHT Legacy Survey and JHKS
from the WIRDS survey (Bielby et al. 2012) with the CFHT-
WIRCAM camera (see Cucciati et al. 2012, for a detailed
description).

This paper is based on the colour−density relation stud-
ied in C06, over the VVDS-0226-04 Deep field (from now on
“VVDS-02h field”). We refer the reader to that paper for a
detailed description of the data. Briefly, the VVDS-02h data
set is a purely flux-limited spectroscopic sample, with 17.5 ≤
IAB ≤ 24.0. In this range of magnitudes, the parent photomet-
ric catalogue is complete and free from surface brightness selec-
tion effects (McCracken et al. 2003). Spectroscopic observations
were carried out at the ESO-VLT with the VIsible Multi-Object
Spectrograph (VIMOS) using the LRRed grism. The rms accu-
racy of the redshift measurements is ∼275 km s−1 (Le Fèvre et al.
2005). The VVDS-02h field covers a total area of 0.7×0.7 deg2,
targeted by 1, 2 or 4 spectrograph passes, and it probes a comov-
ing volume (up to z = 1.5) of nearly 1.5 × 106 h−3 Mpc3 in a
standard ΛCDM cosmology. The covered field has transversal
dimensions ∼37 × 37 h−1 Mpc at z = 1.5. Averaging over the
area observed, spectra were obtained for a total of 22.8% of the
photometric sources, and ∼80% of these targeted objects yield a
reliable redshift, resulting in an overall sampling rate of ∼18%
(see Ilbert et al. 2005). The final galaxy sample used in C06 con-
tains 6582 galaxies with reliable redshifts.

2.2. The mock samples

Mock galaxy samples were obtained by applying the semi-
analytical model of galaxy evolution described in De Lucia &
Blaizot (2007) to the dark matter halo merging trees derived
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from the Millennium Simulation (Springel et al. 2005). This
contains N = 21603 particles of mass 8.6 × 108 h−1 M⊙ within
a comoving box of size 500 h−1 Mpc on a side. The adopted
cosmological model is a ΛCDM model with Ωm = 0.25, Ωb =

0.045, h = 0.73,ΩΛ = 0.75, n = 1, and σ8 = 0.9.

The semi-analytical model used here is fully described in
De Lucia & Blaizot (2007). It builds on results from previ-
ous works (Kauffmann & Haehnelt 2000; Springel et al. 2001;
De Lucia et al. 2004; Croton et al. 2006) to describe the relevant
physical processes, e.g. star formation, gas accretion and cool-
ing, formation of super-massive black holes and galaxy merg-
ers, feedback (also “radio mode” feedback). The SAM model
used in this study has been tested against many observational
data and has been shown to provide a relatively good agreement
with observational data both for the local Universe and at higher
redshift. It is, however, not without problems. In particular, the
fraction of low-mass red galaxies is too high, and the clustering
signal of red galaxies is overpredicted. The galaxy mass func-
tion has a too high normalisation in the regime of low and in-
termediate stellar masses at any redshifts. We refer the reader
to Weinmann et al. (2006), Wang et al. (2008), Fontanot et al.
(2009), and Paper I for more details. It is worth noting that these
problems are not specific of the particular model used here but
appear to be common to most recently published SAMs. We will
discuss some of these discrepancies in the following sections in
greater detail.

For our analysis, it is important to summarise how absolute
magnitudes are computed in the SAM adopted here. The Bruzual
& Charlot (2003) model was used to generate lookup tables for
the luminosity of a single burst of fixed mass, as a function
of the age of the stellar population (t), and its stellar metallic-
ity (Z). At each star formation episode, the model interpolates
between these tables, using a linear interpolation in t and log(Z),
to calculate the contribution to the luminosity of model galax-
ies at the time of the observations. Stars are assumed to form
with the metallicity of the cold gas component, and an instanta-
neous recycling approximation is adopted. The model adopts a
Chabrier (2003) IMF with a lower and upper mass cut-off of 0.1
and 100 M⊙, respectively. Magnitudes are extincted (internal ex-
tinction) using the model that is detailed in De Lucia & Blaizot
(2007).

For our study, we randomly selected 20 1 × 1 deg2

Millennium light cones, from those constructed using the code
MoMaF (Blaizot et al. 2005) as described in Paper I. From these
cones, we extracted two sets of mock samples. First, we ex-
tracted 1 × 1 deg2 mock catalogues with the same flux limits
as the VVDS-02h sample (17.5 ≤ IAB ≤ 24), and added a poste-
riori the same redshift measurement error of the VVDS sample.
These catalogues have a sampling rate of 100%, and we refer
to them as C throughout. Then, we extracted subsam-
ples from the C that mimick our VVDS-02h sample, i.e.
we added geometrical effects and uneven sampling rate. We call
these subsamples O. We refer the reader to Paper I for
details.

As we show below (Sect. 2.2.1), Millennium light cones have
on average higher I-band number counts (per surface area and
over the range 17.5 ≤ IAB ≤ 24) than VVDS. In this study
we complement the 20 random light cones with two additional
cones with the lowest number counts (cones 036d and 045b)
among those presented in Paper I. The VVDS number counts
are in between the number counts of these two cones. We also
added the cone with the highest number counts (cone 022b).

Fig. 1. Galaxy number counts per unit magnitude and per square degree.
Red triangles are for VVDS measurements, with error bars represent-
ing the Poissonian uncertainty. The red line shows the median num-
ber counts of the 23 mock samples, and the grey area shows the 16th
to 84th percentile range of the mock number counts distribution. The
VVDS number counts agree well with the number counts obtained by
McCracken et al. (2003) for the CFH12K-VIRMOS deep field.

2.2.1. Mock sample number counts and mean inter-galaxy
separation

Since we computed the galaxy 3D local environment in mock
samples and compared it to that found in the VVDS, it is im-
portant to know possible similarities and/or discrepancies be-
tween the 3D galaxy distribution in the mock samples and that
in the data.

In Paper I, we have shown that the light-cones used in our
study give an average redshift distribution n(z) and galaxy clus-
tering that are not in perfect agreement with the VVDS-02h mea-
surements. In particular, we showed that the mock n(z) agrees
with the observed n(z) in the range 0.5 < z < 1.8, but it overesti-
mates the observed number of galaxies at z < 0.5, and underes-
timates it at z > 1.8. In addition, we have shown that the Munich
semi-analytical model overestimates the VVDS clustering, and
that this is mainly caused by an excess of the clustering signal
for model red galaxies.

Figure 1 shows the number counts per square degree of
VVDS-02h galaxies as a function of the observed IAB magni-
tude (that is, the VVDS selection magnitude). Number counts
were computed from the parent photometric catalogue of
∼40 000 sources, with stars removed using the method described
in McCracken et al. (2003). The median number counts of the
23 mock samples used in this study are overplotted as a solid
line. Figure 1 shows that the mock I-band number counts are
higher than observational data at IAB > 22, but lower than the
observed number counts at the brightest magnitudes (IAB < 20).
Since faint galaxies are much more numerous than bright ones,
mock samples contain on average ∼10% more galaxies than
observations2.

Figure 2 shows the mean intergalaxy separation in the
VVDS-02h field as a function of redshift. We overplot the same

2 Figure 3 of Paper I shows that I-band counts in the mock samples
agree very well with those from the VVDS. The discrepancy with the re-
sults presented here is caused by an error in the plotting routine used for
that figure. This does not alter the conclusions of that section of Paper I,
however, which are based on the i′-band counts (Fig. 4 in Paper I): the
i′-band counts in the mock samples are higher than in the VVDS, con-
sistent with our I-band results.
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Fig. 2. Mean intergalaxy separation as a function of redshift in the four
redshift bins used in C06 (0.25−0.6, 0.6−0.9, 0.9−1.2, 1.2−1.5). Red
squares are the mean among the 23 O used in this study, and the
grey shaded area shows the 1 − σ scatter. Blue circles are for VVDS
data. The thick solid line corresponds to the O with mean in-
tergalaxy separation closest to the VVDS measurements at all redshift
bins considered. The dashed line corresponds to the O with low-
est number counts (in the total redshift range 0.25−1.5), and the dotted
line to the O with highest number counts.

quantity computed in the O. In the lowest redshift bin,
all mock samples considered have a mean separation lower than
measured in observed data. The average mean separation in
O is larger than the VVDS one in the range 0.6 < z < 1.2,
and lower than the measured VVDS value for z > 1.2. At z > 0.6,
there is at least one O with mean separation close to the
VVDS one, but this is not the same O at all redshifts. In
Fig. 2, we also show the mean intergalaxy separation for the
O with the lowest number counts (dashed line). Its mean
intergalaxy separation is larger or very similar to that of the
VVDS (at least up to z = 1.2), as one would expect. The op-
posite is true for the O with the highest number counts
(dotted line), up to z = 1.2. There is no O with number
counts close to the observed ones at all redshift bins. The black
solid line in the figure shows the O whose intergalaxy sep-
aration is on average closest to that of the VVDS at all redshift
bins. Its counts are very close to the average among all the mock
samples at each redshift (red squares). It does not correspond to
the O with the lowest total number counts.

The results on the n(z), the number counts as a function of
selection magnitude, and the mean intergalaxy separation are all
related, showing that mock samples contain more galaxies than
the VVDS-02h field.

2.2.2. The absolute magnitudes

In C06, red and blue galaxies have been defined using the rest-
frame colour u∗ − g′. The u∗ and g′ (CFHT-LS filters) rest-
frame magnitudes are not available on the Millennium database.
Among the rest-frame absolute magnitude available for the
De Lucia & Blaizot (2007), the closest to u∗ and g′ are those
in the B and V Johnson filters. To be consistent with the anal-
ysis discussed in C06, we computed for our mock samples the
u∗ and g′ absolute magnitudes using the same method as em-
ployed for the VVDS data (see below). We also computed the
absolute magnitudes in the B and V Johnson filters for our mock
samples, to compare them with the intrinsic ones available from

the simulations. In this way, we can verify that the rest-frame
magnitudes computation does not affect the intrinsic luminosity
distribution.

For the VVDS data set, we computed the absolute magni-
tudes using the code ALF (Algorithm for Luminosity Function,
Ilbert et al. 2005), based on a technique to fit the spectral energy
distribution (SED). To reduce the dependency on templates, we
derived the rest frame absolute magnitude in each band using
the apparent magnitude from the closest observed band, shifted
at the redshift of the given galaxy. In this way, we minimised the
applied K-correction, which depends on the assumed template.
The set of observed magnitudes used to derive the absolute mag-
nitudes in C06 included BVRI bands from the CFHT-12K cam-
era, and u∗, g′, r′, i′, z′-band data from the CFHT Legacy Survey.
We have these observed magnitudes in our mock samples, and
we used them to compute the intrinsic luminosities in the mock
samples with the code ALF. We adopted the same cosmology as
for the VVDS data, i.e. Ωm = 0.3, ΩΛ = 0.7, h = 0.7.

We compared the B and V absolute magnitudes (not in-
cluding internal dust extinction) available on the Millennium
database with the corresponding quantities computed with ALF.
We found that the two sets of magnitudes are consistent
within ∼5%. The small difference between the two sets of mag-
nitudes is slightly dependent on the galaxy luminosity, and
does not depend on redshift within the redshift range explored.
Because the B and V filters are very close to u∗ and g′, we are
confident that the computation of u∗ and g′ rest-frame magni-
tudes using the method described above does not introduce any
spurious effect either.

3. The B-band luminosity function

In this section, we compare the VVDS B-band (Johnson) lumi-
nosity function presented in Ilbert et al. (2005) and Zucca et al.
(2006) with the corresponding quantity derived from the mock
samples. In Zucca et al. (2006), we used only UBVRI3 apparent
magnitudes as input for the SED fitting, because the CFHT-LS
photometry was not available then. For consistency, we com-
puted a second set of absolute magnitudes for the mock sam-
ples, using only these five observed bands. This second set of
absolute magnitudes was used only for the LF presented in this
section. For this analysis, we used the C and compared
the model results with the observational estimate corrected for
incompleteness.

The LF was computed using the code ALF (see Sect. 2.2.2),
which implements several estimators: the non-parametric 1/Vmax
(Schmidt 1968), C+ (Lynden-Bell 1971), S WML (Efstathiou
et al. 1988), and the parametric S TY (Sandage et al. 1979). We
used the S TY assuming a single Schechter function (Schechter
1976) parametrised in terms of a characteristic luminosity (L∗), a
faint-end slope (α), and a normalisation (density) parameter (φ∗).
For a more detailed description of the tool and the estimators, we
refer the reader to Ilbert et al. (2005).

Ilbert et al. (2004) have shown that the LF measurement can
be biased, mainly at the faint end, when the band used is far
from the rest frame band in which galaxies are selected. This
is due to the fact that, because of the K-correction, galaxies of
different type are visible in different absolute magnitude ranges
at a given redshift, even when applying the same flux limits.
Moreover, in a flux-limited survey, this limit varies with redshift.

3 U-band from the MPI telescope, and BVRI from the CFHT-12K
camera as described in Sect. 2.1
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Fig. 3. Evolution of the luminosity function of galaxies in the mock samples compared to the results from the VVDS. Upper left panel: evolution
of the luminosity function in the B-band for all galaxies in the C 001b. Each panel refers to a different redshift bin, which is indicated in
the label. The vertical dashed line represents the faint absolute limit considered in the S T Y estimate. The luminosity functions are estimated with
different methods (see text for details) but for clarity we plot only the results from C+ (symbols) and S T Y (lines). Red filled circles and lines
are used for observational measurements while black empty squares and lines are used for the corresponding measurements from the C.
Upper right panel: 68% confidence ellipses for the α and M∗ parameters obtained using all galaxies in C 001b (black ellipse), C 022b
(magenta ellipse), and C 036d (cyan ellipse). The red thicker ellipse corresponds to the VVDS measurements; the red thick lines in the
first and the last redshift bins show the uncertainties on one of the parameters obtained keeping the other fixed. Lower left panel: evolution of the
luminosity function in the B-band for type 1 galaxies in the C 001b. Lines and symbols have the same meaning as in the upper left panel.
Lower right panel: evolution of the luminosity function in the B-band for type 4 galaxies in the C 001b. Lines and of symbols have the same
meaning as in the upper left panel.

When computing the VVDS LF, we avoided this bias by using in
each redshift range only galaxies within the absolute magnitude
range in which all SEDs are observable. We computed the LF in
mock samples using the same method.

The upper left panel of Fig. 3 shows the luminosity function
for one C (cone 001b) in different redshift bins obtained

with C+ and S TY methods. The luminosity functions derived
with the other two methods (1/Vmax and S WML) are consis-
tent with those shown in the figure. The dashed red line and
red filled circles in each panel show the corresponding results
for the VVDS data. The vertical dashed line represents the faint
absolute limit considered in the S TY estimate.
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The upper right panel of Fig. 3 shows the confidence ellipses
of the α and M∗ parameters obtained in C 001b (black el-
lipse), and also in C 022b (magenta ellipse) and C
036d (cyan ellipse), which are the mock samples with the lowest
and highest number counts (see Sect. 2.2). The red thicker ellipse
refers to the VVDS parameters, and the red thick lines in the first
and last redshift bins show the uncertainties on one of the param-
eters derived by keeping the other one fixed. This figure shows
that shape parameters α and M∗ measured for the three mock
samples considered are consistent within the uncertainties. Some
differences can be found in the normalisation parameters φ∗, re-
flecting the different number counts in the C.

Overall, there is a reasonable agreement between the LF in
the VVDS and in the model, but with some significant discrep-
ancies. In particular, we find that M∗ is almost always brighter
and α almost always flatter in the VVDS than in the mock sam-
ples. In addition, there are significant differences in the normali-
sation of the model and data LFs, reflecting the differences in the
number counts discussed in Sect. 2.2.1. In order to better explore
these differences and to understand if they are induced by a spe-
cific class of objects, we derived the LF for galaxies of different
types.

Zucca et al. (2006) split the global galaxy population into
different spectro-photometric types. For each galaxy, they found
the best template fitting the galaxy SED, choosing among four
empirical templates from Coleman et al. (1980, CWW hereafter)
and two starburst templates computed using GISSEL (Bruzual &
Charlot 1993). They defined four galaxy types, corresponding to
the four CWW templates (E/S0, early spiral, late spiral and irreg-
ular – type 1, 2, 3, and 4 respectively). Type 4 galaxies include
the two starburst templates.

Here we apply the same classification scheme to galaxies in
the mock samples, and derive their LFs as in Zucca et al. (2006).
The lower panels of Fig. 3 show the LFs obtained for the two
extreme galaxy populations (type 1 in the left bottom panel, and
type 4 in the right bottom panel) in the C 001b and in the
VVDS data. Results from the C with highest and low-
est number counts are similar. The figure shows a clear excess
of type 1 galaxies in the mock samples at magnitudes fainter
than the “knee” of the LF. In contrast, bright type 1 galaxies
are under-represented in the model. For the latest-type galax-
ies (type 4), in C there is an excess of bright galaxies in
the lowest redshift bins considered, and a slight deficit of fainter
galaxies. Therefore, the steeper faint-end slope and the fainter
M∗ found in the global LF in mock samples are caused by an ex-
cess of faint type 1 galaxies and deficit of bright type 1 galaxies,
respectively. The effect on the global LF of the deficit of bright
type 1 galaxies is less evident because it is compensated for by
the excess of bright type 4 galaxies.

The excess of faint red galaxies in our model is a known
problem that appears to be shared by most (all) semi-analytic
models that have been published in recent years (see e.g. Wang
et al. 2007; Fontanot et al. 2009; Weinmann et al. 2010, and
references therein). This is also consistent with what we found
in Paper I.

4. The colour–density relation

In C06, we analysed the colour−density relation as a function of
both redshift and galaxy luminosity. Namely, we split our sample
into four redshift bins (0.25 ≤ z < 0.6, 0.6 ≤ z < 0.9, 0.9 ≤ z <
1.2 and 1.2 ≤ z < 1.5), and in each redshift bin we studied
the colour−density relation for galaxies with (MB − 5 log h) ≤
−19.0,−19.5,−20.0,−20.5,−21.0.

We stress that the density was computed using the en-
tire available sample, irrespective of galaxy luminosity (see
Sect. 4.1). Moreover, at 0.25 < z≤ 0.6, the VVDS sample does
not contain enough galaxies with (MB − 5 log h) ≤ −20.5 be-
cause of the small probed volume. Therefore we excluded the
two brightest luminosity thresholds from the analysis in this
redshift range. We also know that VVDS samples brighter and
brighter galaxies at higher redshift, because of its flux limit.
Consequently we examined only galaxies with (MB − 5 log h) ≤
−19.5 and ≤−20.0 at 0.9 ≤ z≤ 1.2 and 1.2 ≤ z≤ 1.5, respec-
tively. These lower luminosity limits ensure that the considered
subsamples are complete for all galaxy types.

4.1. The environment parameterisation

We refer the reader to C06 for a detailed description of the den-
sity computation method. Here we only give a brief summary.

For each galaxy at a comoving position r, C06 characterised
its environment by means of the dimensionless 3D density con-
trast δ(r,R), smoothed with a Gaussian filter of dimension R:
δ(r,R) = [ρ(r,R) − ρ(r)]/ρ(r). When smoothing, galaxies are
weighted to correct for various survey observational character-
istics (sample selection function, target sampling rate, spectro-
scopic success rate, and angular sampling rate). Moreover, un-
derestimates of δ due to the presence of edges were corrected by
dividing the measured densities by the fraction of the volume of
the filter contained within the survey borders.

In C06, we calibrated the density reconstruction scheme us-
ing simulated mock samples extracted from GalICS (Hatton
et al. 2003). The aim was to determine the redshift ranges and
smoothing length scales R over which our environmental esti-
mator reliably reproduced the underlying galaxy environment,
as given by a 100% sampling rate catalogue with IAB ≤ 24. We
concluded that we reliably reproduced the underlying galaxy en-
vironment on scales R ≥ 5 h−1 Mpc out to z = 1.5. In the present
study, we did not use GalICS mock samples because they do
not provide the information needed for our analysis (e.g. the ob-
served magnitudes in all the VVDS bands). However, for a san-
ity check, we repeated the tests carried out in C06 with the mock
samples used in the present study, and we confirmed our previ-
ous results on the reliability of the density reconstruction.

We computed the density field in both the C and
O, using the same method as in the VVDS data, and the
same flux-limited (IAB ≤ 24) tracers population. As mentioned
in Sect. 2.2, for the O we adopted the same weighting
scheme used for the VVDS data. In particular, we considered
the target sampling rate, the spectroscopic success rate, and the
angular sampling rate, and also accounted for survey boundaries.
By construction, no correction is needed for the C since
they have a 100% sampling rate. Moreover, to compute the den-
sity in the C, we started from the 1 × 1 deg2 mock sam-
ples from which they were extracted; accordingly, the density
field depends very little (if at all) on the correction for boundary
effects.

Figure 4 shows the density contrast distribution for O
and VVDS data for the different redshift bins and luminos-
ity limits explored in C06. The average density distribution
in C is very close to that in O, but C
have a smaller scatter around the mean. The density distribu-
tion in mock samples has longer tails towards high densities
than VVDS, in particular at the lowest and highest redshift.
Interestingly, these longer tails are not a consequence of the
higher number counts in mock samples: the figure shows that
the O with the lowest number counts also exhibits these
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Fig. 4. Density contrast distribution in the different redshift bins and
luminosity limits. Red thick solid line: VVDS sample; black dotted
line: O with lowest number counts; black thin solid line: aver-
age of the O; grey area: 1-σ scatter of O.

tails at high density. Moreover, we verified that randomly de-
populating the O to have them match the observed num-
ber counts as a function of I-band and then re-computing δ does
not suppress these tails. This means that in the Munich semi-
analytical model, the 3D spatial distribution of galaxies is intrin-
sically different from that observed in the real Universe, and that
the excess of the clustering signal in the mock samples is only in
part caused by an excess of low- to intermediate-mass galaxies.
In Paper I, we suggested that this might be due to the assumption
of a WMAP1 cosmology in the Millennium Simulation, and in
particular to the use of a high normalisation of the power spec-
trum (σ8). A lower value of σ8 would reduce the overall den-
sity contrast at any given redshift (Wang et al. 2008). Indeed,
in Paper I we showed that if one converts the correlation func-
tions in the model to those expected assuming a lower value of
σ8, the signal decreases at all scales. However, in Paper I we
did not change other cosmological parameters. Recently, Guo
et al. (2012) rescaled the Millennium Simulation to the WMAP7
(Komatsu et al. 2011) cosmological parameter values. These au-
thors showed that the effects of the decreased σ8 are compen-
sated for by the higher value of Ωm. Therefore, the assumption
of a WMAP1 cosmology cannot explain the excess of clustering
in our mock samples.

4.2. The colour distribution

Cucciati et al. (2006) empirically defined red and blue galaxies
to be the two extremes of the u∗−g′ colour distribution. Namely,

Fig. 5. Colour distribution in the different redshift bins and luminosity
limits. Red thick solid line: VVDS sample; black thin solid line: average
of the O; grey area: 1-σ scatter of O. Red short arrows
represent the fixed colour cuts used to define red ((u∗ − g′) ≥ 1.1) and
blue ((u∗−g′) ≤ 0.55) galaxies in C06. Blue long arrows indicate which
colour cuts should be used in the mock samples to achieve the same
percentage of red and blue galaxies (irrespectively of environment) as
in the VVDS for each redshift bin and luminosity limit.

red galaxies are defined as those with u∗ − g′ ≥ 1.1 and blue
as those with u∗ − g′ ≤ 0.55. These colour cuts roughly corre-
spond to the two peaks of the bimodal colour distribution in the
VVDS. These authors kept these limits fixed for all luminosities
and redshift bins.

From Paper I and Sect. 3, we know that the colour distribu-
tion in the model is different from the observed one. Figure 5
shows the colour distributions in O and VVDS for the
different redshift bins and luminosity limits. The 1-σ scatter for
the C is narrower than that of the O, but the av-
erage values of the two kinds of mock samples are very close.
We note that at intermediate redshifts (0.6 < z < 1.2), the blue
cloud is more populated in the model than in the VVDS, espe-
cially for bright galaxies (MB ≤ −20). At these redshifts and
luminosities, the blue peak of the bimodal colour distribution in
the mock samples is between 30% to 100% higher than that of
the VVDS, while having roughly the same width. Still, if we
consider only the tail of the bluest galaxies (u∗ − g′ ≤ 0.55, as
defined in C06), there are fewer of them in the model than in
the VVDS, especially for faint galaxies. In contrast, the peak of
the red galaxy population is higher in the model than in the data
for fainter galaxies, and it corresponds to redder colours. These
results agree with those presented in Paper I and with the dis-
crepancies discussed in Sect. 3.
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Fig. 6. Fraction of red ((u∗ − g′) ≥ 1.1, left panel) and blue ((u∗ − g′) ≤
0.55, right panel) galaxies as a function of redshift for different lumi-
nosity thresholds. Lines are for VVDS data, triangles for O, and
squares for C. The colour/thickness code is the following: from
magenta/thin to blue/thick we consider galaxies with (MB − 5 log h) ≤
−19.0, −19.5, −20.0, −20.5, −21.0. Each triangle(/square) represents
the mean value of all O(/C).

Therefore the mix of galaxy populations (and colours) is dif-
ferent in the model and in the VVDS. As a consequence, if we
use the same colour cuts in the mock samples as in the VVDS,
we obtain different fractions of red and blue galaxies (indepen-
dently of the environment). Figure 6 shows the fraction of red
and blue galaxies as defined in C06 in the VVDS as a function of
redshift and for the different luminosity limits. The correspond-
ing fractions in the mock samples are different from those in the
VVDS sample. The colour dependency on luminosity is also less
evident in the model than in the VVDS.

Figure 6 also shows that the fraction of red galaxies is
slightly lower in O than in C at all redshifts, es-
pecially at z < 0.6, where it is lower by 5−8% depending on the
luminosity cut. It is known that the VVDS observational strategy
misses a very small fraction (∼4%) of very red galaxies in par-
ticular at low z (see e.g. Franzetti et al. 2007). This bias is mainly
due to the optimisation for slit positioning, which preferentially
targets smaller galaxies in I-band. At low redshift, brighter and
bigger galaxies in the observed I-band are the early types. We
will show that this small loss of red galaxies at z < 0.6 does not
alter the colour−density relation in O, and we believe that
this applies to the observed data as well. We also verified that the
global sampling rate does not vary as a function of the density
computed on a 5 h−1 Mpc scale in the O for the different
redshift bins and luminosity cuts.

Figure 5 also shows the two colour cuts of C06 (red arrows)
and the colour cuts we would need to use in the mock samples
to obtain the same fractions of red and blue galaxies as in the
VVDS for each redshift bin and luminosity cut (blue arrows).
For this plot we considered all galaxies, independently of their
environment. To compute the colour−density relation in mock
samples, we took the colour cuts corresponding to the same frac-
tion of red and blue galaxies as in the VVDS, as this choice
follows the same rationale used in C06, i.e. considering the ex-
tremes of the colour distribution. This makes the comparison
with VVDS more straightforward and provides the same over-
all normalisation in the colour−density relation as in the VVDS.
As a test, we also computed the colour−density relation in the
mock samples using colour cuts that correspond roughly to the
two peaks of the mock colour distribution. As for the VVDS,
we kept these cuts constant at all redshifts and for all luminosi-
ties. The colour−density relations obtained in this way are very
similar to those obtained using variable cuts that reproduce the

observed fraction of red and blue galaxies. So our results are
robust against this choice.

4.3. The colour−density relation up to z ∼ 1.5

We reproduced the analysis on the colour−density relation as in
C06, using both C and O samples.

Figure 7 shows the fraction of red ( fred) and blue ( fblue)
galaxies as a function of the density contrast δ for different red-
shift bins and for different luminosity thresholds. Red and blue
symbols are for O, while green and orange shaded areas
show the error contours for the VVDS. Figure 8 shows the cor-
responding quantities for C. The results from O
have larger error bars because of the larger Poisson error, but the
average is very close to that of C. In each mock sample,
we computed fred and fblue as a function of δ in three equipopu-
lated density bins (choosing the median δ value as representative
for the bin). The points in Figs. 7 and 8 are the average of the
mock samples on both the x- and y-axis. Vertical error bars are
the sum in quadrature of the rms around the mean of the 23 mock
samples and the typical error (Poisson) of one single cone. In this
way, we simultaneously account for cosmic variance among dif-
ferent realizations and for the typical Poisson noise in a single
realization.

4.3.1. The effects of a <100% sampling rate
on the colour−density relation

We find that the average colour−density relation in O is
very similar to that found in C. This means that, on av-
erage, the VVDS observational strategy does not significantly
alter the observed environmental trends for galaxy colours on a
∼5 h−1 Mpc scale. This does not exclude the possibility that there
may exist at least one mock in which the colour−density relation
is strongly affected by the VVDS observational strategy. In or-
der to address this question, we performed a linear fit of fred as a
function of δ in each luminosity and redshift bin considered, and
compared the slope of this linear fit in C and O.
We performed the same calculation for fblue.

In Fig. 9, we show the slopes obtained for each cone in the
four redshift bins and for galaxies with MB ≤ −20 (i.e., the
third row of Fig. 7). We plot the slope values for both C
and O. The x-axis value is arbitrary, but for each pair of
C and O extracted from the same light cone we
used the same x-axis value for fred and fblue. Figure 9 shows
that a positive slope in C never becomes negative in
the O, or vice- versa, except for a few exceptions at
0.25 < z < 0.6 that may be due to low number statistics. The
figure also shows the average slopes for C and O
together with the slopes from the VVDS sample.

This figure shows that going from C to O, the
colour−density relation becomes slightly shallower, but does not
disappear or reverse. This suggests that the trends found in C06
(the flattening and possibly the reversal of the colour−density
relation going to high redshift) are not caused by biases in the
VVDS observational strategy (uneven and<100% sampling rate,
field shape, etc.).

4.3.2. Observed data versus mock samples

In the previous section, we showed that the VVDS strategy does
not significantly alter the colour−density relation potentially ob-
servable in a survey with 100% sampling rate. Now we analyse
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Fig. 7. Colour−density relation in O: blue squares represent the
fraction of blue galaxies ( fblue) and red triangles the fraction of red ones
( fred). x- and y-axis positions are mean values of the x- and y-axis values
for the 23 mock samples. Vertical error bars include the scatter among
the 23 cones and the typical (mean) error in each cone on the compu-
tation of fblue or fred. Orange and green contours represent fred and fblue

in the VVDS sample (from C06). The numbers quoted in each panel
are the total number of red and blue galaxies in the VVDS data and in
the mock samples (average on the 23 cones), with the same colour-code
as for the symbols. For VVDS observed data we define red galaxies as
those with (u∗−g′) ≥ 1.1 and blue galaxies as those with (u∗−g′) ≤ 0.55
at all z and for all luminosities. In the mock samples, the definition of
red and blue galaxies varies with z and luminosity so that there is the
same fraction of red and blue galaxies as in the VVDS (irrespectively
of environment) in each redshift bin and for each luminosity limit (see
the blue arrows in Fig. 5).

the colour−density relation in the VVDS observed sample and
the one found in mock samples, with the aim to contrast galaxy
evolution in simulations and in the real Universe.

Some interesting trends are visible in Figs. 7 and 8. First,
the density contrast in mock samples spans a wider range than
observed data, extending towards higher densities. This mirrors
the stronger clustering found in the model that we discussed in
Paper I and in Sect. 2.2. Second, error bars for C are
smaller than those of VVDS, although they include the cos-
mic variance among the 23 cones. This is because the Poisson
noise is much lower, as can be seen by comparing the number of
galaxies shown in the labels of Fig. 8. In contrast, error bars for
O are larger than those of VVDS, because their Poisson
noise is similar but they include cosmic variance as well. These
trends are similar for all redshift bins and luminosity thresholds.

At a fixed luminosity threshold, the colour−density relation
in VVDS is steeper than in the model at 0.25 < z < 0.6, very

Fig. 8. As in Fig. 7, but for C.

Fig. 9. Slopes of the colour−density relation linear fits for the
23 C and the 23 O for galaxies with MB ≤ −20 in the
four redshift bins (label on the top), as in the third row of Figs. 7 and 8.
Red and blue small diamonds: red and blue galaxies in each O;
light purple and cyan small diamonds: red and blue galaxies in each
C. Red and blue big triangles: mean values of red and blue small
diamonds, with the vertical error bar being the rms among all 23 mock
samples. Light purple and cyan big squares: mean values of light pur-
ple and cyan small diamonds, with their rms. Orange and green circles:
slope and its error for VVDS observed data (from C06) for red and blue
galaxies, respectively.

similar to that in the model at 0.6 < z < 0.9, and shallower than
in the model at z > 0.9. In particular, the colour−density relation
in the VVDS data is almost flat at 0.9 < z < 1.2, and it seems
to be inverted at z > 1.2 (i.e., at these high z blue galaxies re-
side preferentially in high-density regions). In contrast, the mock
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Fig. 10. Slopes of the linear fits
of the colour−density relation in
each panel of Figs. 7 and 8, for fred

on the left panel and fblue in the
right panel. Lines and shaded ar-
eas: VVDS observed data with er-
ror. Triangles: O. Squares:
C. Different colours of lines
and symbols are for the different lu-
minosity thresholds, as indicated in
the labels. In each redshift bin, de-
limited by vertical dashed lines, all
points should be considered at the
same (central) x-value, but they are
shifted for clarity.

colour−density relation varies only weakly as a function of red-
shift with no significant flattening, and definitely no inversion at
higher redshift. We analysed the colour−density relation in detail
in the pair of C/O with the lowest number counts.
As for the density distribution shown in Fig. 4, this cone shows a
colour−density relation very close to the average of the 23 mock
samples. We will discuss the implications of these general trends
in Sect. 6.

Figure 10 shows the slopes obtained from fitting the
colour−density relation in the mock samples and compares them
with those obtained from the VVDS data. Although the er-
ror bars for the VVDS data are large, the evolution of the
colour−density relation with redshift is clear. In contrast, no evo-
lution is found in O or in C. Moreover, while in
the VVDS data there is a trend for steeper colour−density re-
lation for brighter galaxies, this trend is much less clear (if at
all there) in mock samples. We note that the dependence of
the colour−density relation on galaxy luminosity is a controver-
sial issue in the literature. It has been found in C06, but not in
Cooper et al. (2007), who studied the colour−density relation in
the DEEP2 survey (Davis et al. 2003), selected with a slightly
brighter flux limit than the VVDS. In Cucciati et al. (2010), we
did not find any luminosity dependency in the zCOSMOS Bright
survey (Lilly et al. 2009), which is much brighter (IAB ≤ 22.5)
than the sample used in C06.

The comparison between the slopes measured in the mock
samples and those measured from data may suffer from the fact
that the density distribution in the model extends to higher den-
sities than observed. Because of this, in almost each panel of
Figs. 7 and 8 the point at highest density has a higher x-value
in mock samples than in the VVDS, even if fred or fblue are very
similar. Thus the slope may be flatter in mock samples than in the
VVDS, only because of the different density distribution. To per-
form a fairer comparison, we computed the fractional increment
of fred and fblue from the lowest to the highest density bin in each
panel of Figs. 7 and 8. The results for both the observations and
the model are very similar to those of Fig. 10, and confirm that
there is no significant flattening of the colour−density relation in
the mock samples.

The results discussed above confirm that, at least in the
semi-analytical model used in our study, the environment shapes
galaxy evolution (as a function of z) in a different way than we
observe in the real Universe.

5. Why is there a colour−density relation?

Different methods to parameterise the local density around
galaxies have been used in the literature for different galaxy sam-
ples. Often it is the survey strategy itself that dictates the opti-
mal (less biased) environment parameterisation for each specific
data set. It is not yet clear what the “physical meaning” of these
parameterisations is, e.g. how the density field compares to the
underlying dark matter distribution, and in particular, how the es-
timated “density” relates to the mass of the DM halos in which
the galaxies reside.

Some recent studies (Haas et al. 2012; Muldrew et al. 2012)
have focused on a comparison between different environmen-
tal definitions and the information on the parent DM halo mass.
These studies have considered results at z ∼ 0, and have not
entered the details of different observational strategies and/or se-
lections. Given the evolution of the mean density and of the mass
growth of structures, it would be very interesting to extend this
detailed analysis to higher redshift. It should be noted, however,
that results might well depend on the details of each particular
survey and, as such, they are difficult to generalise.

We have taken advantage of the available MILLENNIUM
mock samples to understand the origin of the colour−density re-
lation as observed in VVDS data. To do this, we explored the
relationship existing between the estimated density contrast and
the mass of the DM haloes in which galaxies reside. For each
galaxy in our mock samples, we retrieved its parent DM halo
using the public database built for the Millennium Simulation
(Lemson & Virgo Consortium 2006). Here, a “DM halo” corre-
sponds to a halo identified in the Millennium Simulation using a
friends-of-friends algorithm (“FOF halo” from now on), with a
linking length of 0.2 in units of the mean interparticle separation.
Our results are shown in Fig. 11 for galaxies with MB ≤ −20. We
repeated our analysis for both C and O (top and
bottom panels of the figure) to test the influence of the VVDS ob-
servational strategy. In each panel, we distinguish central galax-
ies from satellite galaxies. On the right vertical axes of Fig. 11,
we indicate the typical radius (in h−1 Mpc) of haloes with mass
given by the corresponding value on the left axis4. This shows

4 The virial mass is computed using the simulated particles, as the
mass enclosed within a sphere that corresponds to an overdensity of
200 times the critical density. The virial radius is computed from the
virial mass, through scaling laws based on simulation results and the
virial theorem.
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that the scale on which δ is computed is much larger than the
size of the structures in which galaxies reside.

Figure 11 shows a very general trend: galaxies belonging to
massive halos (mass �1013 M⊙/h) reside only in over-dense re-
gions on a 5 h−1 Mpc scale, even if the virial radius of these ha-
los is much smaller than the filtering scale. This happens because
the density in these regions is boosted to high values by the large
number of galaxies residing in these massive haloes, and is not
affected significantly by the large-scale structure around them. In
contrast, lower mass halos span the entire density range, because
their density within the virial radius is not very high, so the den-
sity on larger scales depends also on the surrounding structures.

From Fig. 11, it is clear why we should expect a
colour−density relation on a 5 h−1 Mpc scale. There is an in-
crease of the parent halo mass with increasing δ for satellite
galaxies, although with a large scatter. This relation is driven
by the large number of satellites in the most massive halos. The
figure shows that, if a satellite has a high measured δ on the scale
considered, it more probably belongs to a massive cluster than to
a low-mass halo. If we assume that clusters have a higher frac-
tion of red satellites than groups (see e.g. De Lucia et al. 2012),
we expect a colour−density relation for satellite galaxies.

For central galaxies, the correlation between halo mass and δ
on 5 h−1 Mpc is weak, but there is still a trend for central galaxies
in highest density regions to be scattered to higher mass haloes.
This happens because the most massive haloes tend to be clus-
tered. Then, if we assume that central galaxies in more massive
haloes are redder than central galaxies of lower mass haloes, we
would expect to have a higher fraction of red galaxies in higher
density regions.

In Figs. 7 and 8, we showed that we do find a colour−density
relation for model galaxies. We verified that this relation is main-
tained when considering only centrals or only satellites galaxies.
The colour−density relations for the two populations are similar
and agree with the global colour−density relation.

As redshift increases, the VVDS flux limits select increas-
ingly brighter galaxies. Thus, the fraction of observed satellites
(that dominate the intermediate to faint end of the LF) decreases,
so that the correlation between density and halo mass becomes
less significant for satellites as well. This is also evident by com-
paring C with O: the VVDS observational strat-
egy applied in O reduces the fraction of observed satel-
lites in massive clusters, flattening the relation between halo
mass and δ. This happens because the size of the slits in the spec-
trograph prevents us from targeting in one single pass galaxies
with small projected distances. The VVDS multi-pass strategy
alleviates this problem but small-scale very dense regions (such
as the central regions of galaxy clusters) are still undersampled
with respect to regions that are less crowded. At the highest red-
shift considered, where the effect of the low sampling rate is
added to the effect of the flux limit, we do not see any clear cor-
relation, even for satellite galaxies.

In a survey like the VVDS, given its flux limit, the fraction of
satellites galaxies ( fsat) is low, and it decreases with z. In partic-
ular, for galaxies with MB ≤ −20, it varies from ∼15% to ∼8%
going from the lowest to the highest redshift. Consequently, we
expect that central galaxies have an important role in shaping the
observed colour−density relation. We return to this in Sect. 6.

6. Discussion

As shown in previous studies and above, the Munich semi-
analytical model does not reproduce some of the galaxy prop-
erties measured from the VVDS. In particular, there is an excess

Fig. 11. Total halo mass as a function of the local density contrast com-
puted in this work in different redshift bins (as in the labels) for galax-
ies with MB ≤ −20. The values of the density contrast are indicated as
log(1 + δ) in the bottom x-axis and as δ in the top x-axis. The halo is
the FOF halo in which the galaxy reside (the halo of the group/cluster
of which the galaxy is member). Four top panels: C. Four bot-
tom panels: O. Red circles and contours refer to central galaxies,
blue squares and contours to satellite galaxies. Each panel includes all
the 23 mock samples. Lines represent the isodensity contours of all the
galaxies in the panel. For clarity, single galaxies are plotted as small
dots only outside the lowest density contour. Filled red circles (/blue
squares) are the median values in density bins for central (/satellite)
galaxies. The error bars represent the 16% and 84% of the halo mass
distribution in each density bin. On the right vertical axis of each panel,
we show the typical virial radius (in h−1 Mpc) corresponding to the halo
mass on the left vertical axis.
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of sources for IAB < 24 in the model, mainly due to an excess
of faint red galaxies. The model also exhibits a slight excess of
bright blue galaxies, and the galaxy clustering is overpredicted.
We have studied how the 3D galaxy distribution in this model
affects galaxy colours up to z = 1.5. The aim of our analysis
is to understand how environment affects galaxy evolution by
modulating internal physical processes, and to what extent this
is reproduced by the model used in this study.

Our analysis demonstrates that the colour−density relation,
computed on a 5 h−1 Mpc scale, does not evolve significantly
with redshift in the Munich semi-analytical model, at least from
z = 0.25 to z = 1.5. This relation does not evolve even if we
consider centrals and satellites separately. In contrast, significant
evolution has been observed in different samples and on differ-
ent scales (e.g. C06; Cooper et al. 2007; Cucciati et al. 2010),
and C06 even observed a possible inversion in such relation at
z � 1.2.

Given the striking difference between observational results
and model predictions about the evolution of the colour−density
relation, some questions arise: within a cosmological frame-
work, do we expect an epoch when the colour−density relation is
inverted? On which scale should such an inversion be measured?
And are the physical processes responsible for such a relation in-
cluded in the model that we have considered in this study?

Qualitatively, we expect a reversal of the colour−density re-
lation at an early epoch and on the scale of galaxy groups due to
starburst events in gas-rich mergers. In this scenario, two young
and gas-rich galaxies will evolve differently if one remains in
isolation (passive evolution) and the other merges with another
gas-rich galaxy (this will trigger a starburst episode whose inten-
sity depends on the mass ratio and on the amount of gas avail-
able). During the merger, and for some time after it has been
completed, the fraction of bright star-forming galaxies should be
higher in high densities than in low densities. This simple sce-
nario is complicated by the fact that lower density environments
will also contain young star-forming galaxies, although these
might be fainter than the VVDS flux limit. Another complica-
tion is caused by dust attenuation: a large part of the galaxies that
are classified as red might be forming stars at some significant
rate, and this fraction might evolve as a function of cosmic epoch
and/or luminosity and environment. For example, De Lucia et al.
(2012) found that the fraction of red star-forming galaxies de-
creases with increasing mass and with decreasing distance from
the cluster centre. Moreover, it has been observed that dust at-
tenuation clearly evolves with redshift (see e.g. Cucciati et al.
2012).

A similar scenario, based on starburst events in wet merg-
ers, has been proposed by Elbaz et al. (2007), who found an
inversion of the star formation-density relation comparing the
GOODS fields at high redshift with SDSS data. In particular,
they found the mean star formation rate to be higher in high
densities at z ∼ 1, on a 1.5 h−1 Mpc scales. Their galaxy se-
lection is similar to that adopted in C06 at the same redshift
(MB ≤ −20). In their sample, these galaxies are often located
in correspondence to local density enhancement on the scale of
clusters/groups (∼1 h−1 Mpc). Elbaz et al. (2007) also measured
the SF-density relation in SAMs (the model by Croton et al. 2006
applied on the Millennium Run by Kitzbichler & White 2007),
applying the same methods as in their observational sample, and
they did not find any reversal at z ∼ 1, but a mild reversal of
the SF-density relation at z ∼ 2. Wang et al. (2007) carried out
a similar analysis focusing on the relation between the average
D4000 Å break and the local density computed on a ∼2 h−1 Mpc
scale. In agreement with what was discussed above, they found

that in the Munich semi-analytical model there is no significant
weakening of the D4000 Å-density relation up to redshift ∼3.

It is interesting that in C06 we found a possible reversal of
the colour−density relation on∼5 h−1 Mpc scales, which is much
larger than those of galaxy groups. A few previous studies have
argued that large scale environmental trends are the residual of
the trends observed on much smaller scales (Kauffmann et al.
2004; Blanton et al. 2006; Cucciati et al. 2010; and see also
Wilman et al. 2010). We cannot establish if this is also the case
in C06, as the scale used to compute the density contrast was the
smallest allowed by the VVDS sampling rate to guarantee a reli-
able reconstruction of the density field (see the tests in C06). In
addition, the ∼5 h−1 Mpc scale should be compared to the typi-
cal scales of processes happening “around” clusters, such as for
instance the infall of galaxies and groups onto larger structures.
One may also expect that this scale varies with redshift because
structures grow with time.

It is interesting that in the Munich semi-analytical model
we find the same (not-evolving) colour−density relation for
satellites and central galaxies separately (see Sect. 5). We should
consider that some physical processes that might be at play in de-
termining the evolution and the inversion of the colour−density
relation are modelled in a fairly crude way. For example, star-
bursts triggered by mergers are “instantaneous” (i.e. their time-
scale corresponds to the integration time-scale adopted in the
model), and the model does not account for star formation
episodes that might be triggered during fly-by. In addition, in
this model (like in most of the recently published ones) there
is a significant excess of red (passive) galaxies with respect to
observations. In particular, the model galaxies in the region of
infall around clusters are redder than in the real Universe, be-
cause most of the galaxies in a group that is infalling in a cluster
will be already too red in the model.

Since the model does not match the expected evolution of the
colour−density relation as a function of redshift, we can modify
the colour distribution in the model by making simple assump-
tions, and see how the colour−density relation changes. For ex-
ample, we verified what happens if we assume that the colour of
central galaxies is correctly reproduced by the model, and that
satellites are either all red or all blue. The results of this test
are shown in the top panel of Fig. 12. Since fsat increases with
density, at all z, if satellites are all red, the increase of fred as a
function of density would be even steeper than what is found in
the model. This would increase the disagreement between data
and models. If we assume that satellites are all blue, which is un-
realistic, we find that the fred-δ relation flattens at all redshifts,
with the flattening being slightly more significant at low red-
shift. This is because fsat decreases with increasing redshift (see
Fig. 11). This is, however, not enough to have a flat relation at
z > 1.2, as observed for VVDS. In addition, assuming all satel-
lites are blue would yield an almost flat fblue-δ relation at z > 1.2
but would invert the relation at z < 0.9, in contrast to what is
observed.

This suggests that an inaccurate modelling of the physics of
satellite galaxies cannot be solely responsible for the disagree-
ment we find between models and data, and that this discrepancy
also signals the need for a revised treatment of central galaxies.

In order to gain insight on this, we assumed that the model
predicts the correct increase (decrease) of fsat as a function of
density (redshift), and that all satellites are red while all central
galaxies are blue. Since fsat decreases with increasing redshift,
this would flatten the fred-δ relation with increasing redshift, as
shown in the bottom panel of Fig. 12. The figure shows that a
flattening would be observed also if we assumed that all satellites
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Fig. 12. Top panel. Slope of the linear fit of the fred-density relation
(thick red lines) and of the fblue-density relation (thin blue lines) as a
function of redshift in C. Only galaxies with MB ≤ −20 are
considered. Solid line: slopes as found in the model, the same as in
Fig. 10. Dashed and dot-dashed lines: slopes for two different assump-
tions about the colour distributions of satellite galaxies. We assume that
centrals galaxies have the same colour as in the model, but now we as-
sume that satellites are either all red (dashed line) or all blue (dot-dashed
line). Bottom panel. Slope of the linear fit of the fred-density relation as
a function of redshift in C, for three different assumptions about
the colour distributions of central and satellite galaxies. Solid line: all
satellites are red, and all centrals are blue. Dotted line: all satellites and
centrals residing in DM halos with virial mass ≥1013 M⊙/h are red,
while all other centrals are blue. Dashed line: like the dotted line, but
in this case the red centrals are those residing in DM halos with virial
mass ≥1012 M⊙/h. For this plot we use the 23 C together, and
we keep fsat increasing with δ and decreasing with z as we find in the
mock samples.

and central galaxies of haloes more massive than 1013 M⊙/h
(dotted line) are red, and that all other central galaxies are blue.
In contrast, if we assume all satellites and all central galaxies of
haloes more massive than 1012 M⊙/h (dashed line) to be red, the
evolution of the slope of the fred-δ is not monotonic.

This toy-model is simplistic, because we considered all satel-
lites to be red, for instance, and we did not include any red-
shift evolution of the colour-mass relation for central galaxies.
However, this simple exercise tells us that for a survey like
the VVDS, the role of central galaxies in the evolution of the
colour−density relation is very important, and that the modelling
of these galaxies needs to be revised in our model as well.

Additional work is therefore needed to understand the phys-
ical processes that drive the flattening (and possibly inversion)
of the colour−density relation in real observations, and how they
can be properly included in the context of hierarchical galaxy
formation models. An interesting approach would be to use the
accretion histories of model galaxies in different density bins, as
in De Lucia et al. (2012). If galaxies in low- and high-density
regions have spent different fractions of their life-time in high-
density environments, we expect them to have different colours.
Using this approach, it will be possible to compare, and pos-
sibly to link, the formation histories of galaxies at low- and

high-redshift, and to shed light on the evolution of the
colour−density relation. We will address this issue in future
work.

7. Summary and conclusions

We used galaxy mock samples constructed from a semi-analytic
model coupled to a large cosmological simulation to compare
the observed colour−density analysis up to z ∼ 1.5 presented in
Cucciati et al. (2006) with model predictions, carefully repro-
ducing the observational selection and strategy adopted for the
VVDS Deep sample.

To be specific, we used 23 galaxy mock samples with
the same flux limits as adopted in the VVDS-Deep sur-
vey (C). These were extracted from the Millennium
Simulation, applying the semi-analytical model by De Lucia
& Blaizot (2007). From each of these mock samples, a sub-
sample of galaxies was extracted (O) that mimick the
VVDS survey observational strategy (sampling rate, slit posi-
tioning, etc.). We then computed the galaxy luminosity function
and the colour−density relation in the mock samples, with the
same methods as employed for the VVDS survey. Our results
can be briefly summarised as follows:

1) The mock samples based on the Munich semi-analytical
model contain on average ∼10% more galaxies than the
VVDS sample. This is consistent with results obtained in
Paper I.

2) The rest-frame B-band LF in mock samples agrees roughly
with that derived from the observations, but it has a slightly
steeper slope, especially at 0.2 < z < 0.8. This is ex-
pected, given the excess of galaxies in the model in this
redshift range. We also computed the LF for early- and late-
type galaxies separately, and showed that the model overpre-
dicts the number densities of faint early-type galaxies and
that of bright late-type galaxies.

3) The density distribution computed with the same method as
in the VVDS has more prominent tails towards higher den-
sities in the mock samples at any redshift and luminosity ex-
plored. This is not caused by the larger number counts in the
model, but is related to an intrinsically different galaxy dis-
tribution, which also reflects in a stronger clustering signal
in mock samples (see Paper I).

4) The colour−density relation in O agrees very well
with that in C (it is only more noisy and slightly less
significant in O). This enhances the confidence that
the evolutionary trend of the colour−density relation in the
VVDS-Deep survey is not caused by any severe bias intro-
duced by the survey observational strategy.

5) The colour−density relation in the model does not evolve
significantly from z = 0.25 to z = 1.5, in contrast with a
significant evolution measured in the data. In particular, we
find no flattening (or inversion) of the colour−density rela-
tion at higher redshift, at least up to the redshift explored by
the VVDS data and on the same scale.

6) Given the relation between the measured density contrast
and the virial mass of the halos where galaxies reside, we
do expect and find a colour−density relation both for cen-
tral and satellites galaxies. Both are very similar to the rela-
tion found for the global population. We argue that the lack
of evolution in the colour−density relation in mock samples
cannot be due only to inaccurate prescriptions for the evolu-
tion of satellites galaxies, and that the treatment of the central
galaxies has to be revised as well.
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A reversal of the colour−density relation is expected in a sce-
nario in which wet mergers of young galaxies trigger an en-
hancement of star formation in the interacting galaxies. In this
scenario, a reversal of the colour−density relation should be
observed on the scale of galaxy groups. A reversal of the star
formation-density relation has been observed on such scales at
z ∼ 1 (Elbaz et al. 2007). However, it is not straightforward
to correlate galaxy SF with colours because of dust reddening.
Therefore it is unclear that what we measure on a 5 h−1 Mpc
scale is a mirror of what is happening on smaller scales. The
lack of evolution of the colour−density relation in the model, on
a 5 h−1 Mpc and at least up to z = 1.5, suggests that the evolution
has happened at z > 1.5, and/or that the model galaxy colour is
affected by environment on scales much smaller than 5 h−1 Mpc,
with no corresponding trends on larger scales.

The disagreement between the evolution of the
colour−density relation in the model and in observed data
deserves a more detailed investigation as it can clarify what
are the physical processes that drive the observed flattening
(and inversion), and to what extent these physical processes
are included in recent models of galaxy formation. It would be
also important to view the role of central and satellites galaxies
separately. We focused on mock samples that reproduce the
VVDS observational strategy. With these mock samples it
is not possible to proceed in this analysis, because the flux
limits prevent us from collecting enough galaxies to study the
small-scale environment in detail at the highest redshift, even if
we had a 100% sampling rate. With mock samples it is possible
to go beyond the luminosity and redshift range explored by the
VVDS, but currently there would be no suitable counterpart
among the available data sets. For example, Knobel et al. (2012)
successfully separated central and satellites galaxies in the
zCOSMOS group catalogue, but this catalogue reaches only
z = 1, and the flux limit (IAB ≤ 22.5) is brighter than that
in the VVDS. Gerke et al. (2012) used data from the DEEP2
survey to compute a group catalogue that extends at z > 1, but
they did not distinguish between central and satellite galaxies.
Moreover, the DEEP2 flux limit is very similar to that of the
VVDS, so at z > 1 the study of satellite galaxies would be
difficult. Therefore, deeper spectroscopic surveys with a higher
sampling rate are needed to shed light on the physical processes
that establish the observed relation between colour and density.
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