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SYSTEMATIC REVIEWS AND META-
analyses are commonly used
to identify and evaluate evi-
dence about interventions or

exposures in human health. Even
when conducted thoroughly, system-
atic reviews and meta-analyses can be
subject to publication bias—studies
being less likely to be published,
hence less likely to be included in a
systematic review or meta-analysis
because of the size and/or statistical
significance of their estimate of
effect.1 If publication bias occurs, the
subsequent systematic review or
meta-analysis of published literature
may be misleading.

Of the methods available to research-
ers for the detection of publication bias,
one of the simplest is the funnel plot.2

This is a scatterplot of the estimate of
effect from each study in the meta-
analysis against a measure of its preci-
sion, usually 1/SE (FIGURE 1A). In the
absence of bias, the plot should re-
semble a “funnel shape,” as smaller, less
precise studies are more subject to ran-
dom variation than larger studies when
estimating an effect. In the presence of
publication bias, some smaller studies
reporting negative results will be miss-
ing, leading to an asymmetrical funnel
plot. Of course, publication bias is not
the only possible explanation for ob-
served (or tested) funnel plot asymme-
try.3 Between-study heterogeneity and
small-study effects (the tendency for

smaller studies to show greater effects
than larger studies) are also possible ex-
planations.3 However, when the study
summary estimates are odds ratios
(ORs), there is a correlation between
the natural log of OR (lnOR) and its SE,
since the variance is a function of lnOR.4

This correlation is stronger the fur-
ther the estimated OR is from unity.

Thus, some asymmetry observed in
a funnel plot may be due to this corre-
lation rather than publication bias.
The effect of this correlation can be
avoided by plotting effect size esti-
mates against sample size, rather than
precision. The meta-analysis plotted in
Figure 1A uses data simulated from a
model with no publication bias. How-
ever, it appears that some small nega-
tive studies could be missing from the
bottom left-hand corner, which could

be interpreted as indicating publica-
tion bias. When these data are plotted
against sample size (Figure 1B), the
funnel plot looks more symmetrical.
Although Figures 1A and 1B are not
remarkably different, since only the
y-axis has changed, the impact on
Egger’s regression test can be quite
striking, especially if the underlying
OR is far from null.
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Context Egger’s regression test is often used to help detect publication bias in meta-
analyses. However, the performance of this test and the usual funnel plot have been
challenged particularly when the summary estimate is the natural log of the odds ratio
(lnOR).

Objective To compare the performance of Egger’s regression test with a regression
test based on sample size (a modification of Macaskill’s test) with lnOR as the sum-
mary estimate.

Design Simulation of meta-analyses under a number of scenarios in the presence
and absence of publication bias and between-study heterogeneity.

Main Outcome Measures Type I error rates (the proportion of false-positive re-
sults) for each regression test and their power to detect publication bias when it is pres-
ent (the proportion of true-positive results).

Results Type I error rates for Egger’s regression test are higher than those for the
alternative regression test. The alternative regression test has the appropriate type I
error rates regardless of the size of the underlying OR, the number of primary studies
in the meta-analysis, and the level of between-study heterogeneity. The alternative
regression test has comparable power to Egger’s regression test to detect publication
bias under conditions of low between-study heterogeneity.

Conclusion Because of appropriate type I error rates and reduction in the correla-
tion between the lnOR and its variance, the alternative regression test can be used in
place of Egger’s regression test when the summary estimates are lnORs.
JAMA. 2006;295:676-680 www.jama.com
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Statistical tests have been devel-
oped to provide more formal assess-
ments for publication bias than the in-
spection of funnel plots. Egger’s
regression test5 is widely used (eg, as
of January 11, 2006, the Web of Knowl-
edge6 included 819 articles citing this
article), is implemented in a number of
software packages,7-10 and has become
a standard procedure (eg, of 43 meta-
analyses published in JAMA since 1997
in which an assessment of publication
bias was made, 13 reported using Eg-
ger’s regression test). Since it is based
directly on the funnel plot, where the
standardized effect estimate (effect/
SE) is regressed on a measure of pre-
cision (1/SE), Egger’s regression test is
also subject to the effects of the corre-
lation when using ORs.

In fact, Egger’s regression test has
been challenged because of its high
type I error rates (the proportion of
false-positive results) when ORs are
used,3,11,12 a probable symptom of this
correlation. As almost one third of the
JAMA articles reviewed above used Eg-
ger’s regression test when the sum-
mary estimates were ORs, this needs in-
vestigation. Using simulation analyses,
we confirm that Egger’s regression test
is indeed inappropriate for ORs, par-
ticularly when the ORs are large and
there is considerable between-study het-
erogeneity.3,4,11 We describe a simple al-
ternative (a modified version of Ma-
caskill’s test,4 which is little used in
practice) for detecting funnel plot asym-
metry that avoids this correlation.

METHODS
We assessed the performance of 8 re-
gression tests for funnel plot asymme-
try, including Egger’s regression test, us-
ing simulation methods. The tests13 differ
in terms of the independent variable
used, the weighting used, and whether
random effects were included. In this ar-
ticle we compare the performance of Eg-
ger’s regression test and the test found
to have the most desirable properties
compared with the remaining regres-
sion tests (results for all tests can be
found in Peters et al13). Other modified
tests are also being developed.14

Characteristics of the simulated meta-
analyses were based on a systematic re-
view of meta-analyses of animal experi-
ments,15 but the findings can be applied
generally. Meta-analyses of 6, 16, 30,
and 90 primary studies with underly-
ing ORs of 1, 1.2, 1.5, 3, and 5 were
simulated. The control group event rate
was allowed to vary for each primary
study. It was sampled from a uniform
distribution with lower and upper lim-
its of 0.3 and 0.7, respectively, repre-
senting a fairly common event in the
control group. The treatment group
event rate was calculated from this and
the assumed underlying OR. The num-
ber of subjects in the control group in
each study was based on the exponen-
tial of the normal distribution with a
mean of 5 and variance of 0.3. The ra-
tio of control to treated/exposed sub-
jects was 1. The median sample size was
around 300 in each simulated meta-
analysis. Fixed- and random-effects
models were used to simulate the meta-
analyses. Since between-study hetero-
geneity is often found in meta-
analyses,16,17 an understanding of the
performance of tests for publication bias
in such situations is essential in prac-
tice. The between-study heterogene-
ity parameter was calculated as a per-
centage of the average within-study
variance estimate. From the fixed-
effects model, the average within-
study variance was calculated and be-
tween-study heterogeneity was then

defined to be 20%, 150%, and 500% of
the within-study variance estimate. This
reflects scenarios ranging from mod-
est to considerable between-study het-
erogeneity. These levels of between-
study heterogeneity corresponds to
values of I2, the percentage of total varia-
tion across studies that is due to het-
erogeneity rather than chance,18 of
16.7%, 60%, and 83.3%, respectively.

Performance of the regression tests
was assessed in the absence and pres-
ence of induced funnel plot asymme-
try. Asymmetry was induced in 2 ways.
First, it was induced on the basis of the
P value associated with a study’s effect
size4,19,20 (the larger the P value the more
likely that study was excluded from the
meta-analysis). Since a study estimate
is more likely to be statistically signifi-
cant when the underlying OR is large,
little publication bias is actually in-
duced for the larger underlying ORs.
Therefore, publication bias was also in-
duced on the basis of study effect size.21

Studies with the most extreme nega-
tive effect sizes were excluded from the
meta-analysis. Results are based on
1000 replications. The maximum SE of
estimates for the type I error rates and
power in the simulations is 1.7%. All
simulations and analyses were carried
out in Stata 8.2.7 For ease of presenta-
tion, only results for the underlying ORs
of 1, 1.5, and 5 are given in the Fig-
ures (findings for underlying ORs of 1.2
and 3 follow the same general trend13).

Figure 1. Funnel Plots of a Meta-analysis Simulated With No Publication Bias
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RESULTS
An ideal test has the desired type I er-
ror rate (eg, 10% when statistical sig-
nificance is specified from a 2-tailed test
at P�.10, as is advocated for these
tests5) and good power to detect asym-
metry when it exists. In FIGURE 2,
Egger’s regression test exceeds the ap-
propriate type I error rate of 10% for
large underlying ORs. As the amount
of between-study heterogeneity and
number of primary studies increases,
the type I error rates also increase, even
for moderate ORs (ie, OR=1.5). We also

observed an imbalance in the tail prob-
ability areas for Egger’s 2-tailed test,13

as previously demonstrated.4,11

In the presence of funnel plot asym-
metry, Egger’s regression test appears
reasonably powerful to detect this asym-
metry (FIGURE 3), especially as the un-
derlying OR and number of studies in
the meta-analysis increase.

However, in assessing practical use
of the test, power must be considered
in light of the type I error rates (so
that false-positive results are not mis-
taken for true-positive results). This

trade-off between power and type I
error rates is similar to that between
the sensitivity and specificity of a
diagnostic test. Our findings and
those of others3,4,11 lead us to have
serious concerns over the practical
use of Egger’s test to identify funnel
plot asymmetry for lnORs.

Of the 7 further regression models
assessed, one model stands out in that
its performance is superior to all the
others, including Egger’s regression
test.13 This model and the simulated re-
sults from it are now discussed.

An Alternative to Egger’s
Regression Test

In preference to Egger’s regression test,
we recommend a simple weighted lin-
ear regression with lnOR as the depen-
dent variable and the inverse of the total
sample size as the independent vari-
able. This is a minor modification of Ma-
caskill’s test,4 with the inverse of the total
sample size as the independent vari-
able rather than total sample size. Our
results indicate that use of the inverse
of the total sample size gives more bal-
anced type I error rates in the tail prob-
ability areas than where there is no trans-
formation of sample size.13 Use of sample
size reduces the correlation between the
lnOR and its SE.4,13 It also avoids vio-
lating an assumption of regression mod-
els that Egger’s regression test does not
avoid, as the independent variable, SE,
is subject to random error (so that Eg-
ger’s regression test is affected by re-
gression dilution bias22).

The weighting given to each study by
the alternative regression test is based
on the assumption that the null hy-
pothesis is true, ie, the underlying
OR=1. Choice of this weighting helps
to reduce the correlation between the
lnOR and the weight given to each study
when the standard inverse variance
weighting is used. Thus, appropriate
type I error rates and balance in the tail
probabilities are achieved.

Further explanation of the implica-
tions of this choice of weighting can be
found in Macaskill et al4 and details of
the weighting given to each study are
given in Peters et al.13 Figure 2 shows

Figure 2. Type I Error Rates for Egger’s Regression Test and the Alternative Regression Test
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that the type I error rates for this alter-
native regression test are approxi-
mately 10%, as expected, regardless of
the size of the underlying OR, the num-
ber of studies in the meta-analysis, and
the amount of between-study hetero-
geneity, unlike those for Egger’s regres-
sion test (Figure 2).

When there is little between-study
heterogeneity, the alternative regres-
sion test and Egger’s regression test ap-
pear to have moderate power to detect
asymmetry when it is induced on the
basis of P value (Figure 3) and high
power when asymmetry is induced on
the magnitude of the effect (data not
shown).

When there is considerable hetero-
geneity (Figure 3), Egger’s regression
test is more powerful than the alterna-
tive regression test, however as dis-
cussed it is difficult to disentangle the
high type I error rates of Egger’s regres-
sion test from power.

COMMENT
Neither Egger’s regression test nor the
alternative regression test are particu-
larly powerful in all scenarios. How-
ever, a test that may not be optimal, but
performs well in all situations, is
needed. Thus, although the alterna-
tive regression test is no more power-
ful than Egger’s regression test, we
recommend that the alternative be rou-
tinely used rather than Egger’s regres-
sion test because it reduces the corre-
lation between lnOR and its SE4 through
the choice of weighting and has appro-
priate type I error rates. The alterna-
tive regression test can easily be run in
any software package allowing weighted
linear regression. (Details on imple-
menting this test in Stata7 are avail-
able from the authors.) In fact, apply-
ing this test to the meta-analysis
illustrated in Figure 1 gives a nonsig-
nificant result (P=.18), as one would
expect since the data were simulated
with no publication bias; Egger’s re-
gression test yields P=.07.

Thealternativeregressiontest isanalo-
gous to a funnel plot based on sample
size. Thus, although contrary to the
recommendations of Sterne and Egger23

for choice of funnel plot axis, we advo-
cate use of sample size13 for lnORs.

We have also assessed use of the per-
mutation test to obtain the P value for
each test. The permutation test has been
advocated for use in meta-regression to
deal with inflated type I error rates.24

Preliminary findings do not necessar-
ily suggest better performance of tests
based on P values from the permuta-
tion test compared with the usual t
test.13 Extensions to, and performance
of, these regression tests when some of
the between-study heterogeneity can be

explained by a study-level covariate is
ongoing work.

Our results, like those of some oth-
ers,3,4 only concern synthesis of ORs.
Findings of an investigation of Egger’s
regression test using relative risks (RRs)
suggests a similar result: excessive type
I error rates.11 Although more work is
needed on the performance of both tests
when the summary estimate is not the
OR, it is likely that other relative sum-
mary estimates (eg, RRs and risk differ-
ences) will be subject to effects similar
to the correlation described above for the

Figure 3. Power of Egger’s Regression Test and the Alternative Regression Test to Detect
Publication Bias Induced by P Value
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OR, thus suggesting Egger’s regression
test may not be appropriate. We did not
consider meta-analyses of rare events.
Evidence suggests the type I error rates
for Egger’s regression test are particu-
larly high in these situations,3,11 but per-
formance of the alternative regression
test needs exploring.

Simply testing for the presence of
asymmetry does not help obtain an
unbiased estimate from the meta-
analysis, particularly as there is over-
reliance on these tests (eg, a nonsig-
nificant P value being taken as evidence
that publication bias is not an issue).
Our review of 43 meta-analyses pub-
lished in JAMA since 1997 found that a
number of approaches are taken when
publication bias is suspected (as in 11
of the 43 meta-analyses). These include

acknowledging possible publication
bias, but giving no detail on the extent
or impact of such bias; discussing the
possible implications of suspected pub-
lication bias and advising caution in the
interpretation of the pooled estimate;
and attributing inconsistent findings to
the possible existence of publication
bias. Other possible approaches include
the trim and fill method25 and best evi-
dence synthesis approach.26,27 None of
these approaches is adequate; while bet-
ter methods of detecting and dealing
with publication bias are being devel-
oped, we recommend that authors draw
their conclusions cautiously, keeping
the possibility of sensitivity to publi-
cation and related biases in mind.
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