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Abstract—In this paper, two separate techniques, i.e., sequen-
tial quadratic programming (SQP) and a genetic algorithm (GA),
were used to estimate the complex permittivity of each layer in a
multilayer composite structure. The relative performance of the al-
gorithms was characterized by applying each algorithm to one of
three different error functions. Computer generated -parameter
data sets were initially used in order to establish the achievable
accuracy of each algorithm. Based on these data sets and -pa-
rameter measurements of single and multilayer samples obtained
using a standard -band waveguide procedure, the GA was de-
termined to be the more robust algorithm in terms of minimizing
rms error of measured/generated and formulated -parameters.
The GA was found to perform exceptionally well for all cases con-
sidered, whereas SQP, although a more computationally efficient
method, was somewhat limited for two error function choices due
to local minima trapping.

Index Terms—Genetic algorithm (GA), multilayered substrate,
permittivity extraction, sequential quadratic programming (SQP).

I. INTRODUCTION

M
ULTILAYER substrate materials are currently used for

many practical applications that include microwave in-

tegrated circuits (MICs), monolithic microwave integrated cir-

cuits (MMICs) [1], radomes, spatial filters for antenna beam

shaping [2], and frequency-selective surfaces (FSSs) [3].

By choosing the appropriate thicknesses and material param-

eters for the layers, it is possible to synthesize composite struc-

tures with novel electromagnetic properties otherwise not found

in a single material [4]. Recently, attention has focused on non-

destructive methods of determining the constitutive parameters

of each individual layer of the substrate [5], [6].

There are a large number of methods for determining the

permittivity or permeability of a single homogeneous sample

or the effective “bulk” properties of a layered material. These

methods include split-cylinder resonators, cavity resonators,

split-post dielectric and magnetic resonators, whis-

pering-gallery resonators, transmission-line and waveguide

techniques, etc. [7]–[9]. For measurements of the complex
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permittivity and permeability over broad frequency bands (e.g.,

- or -bands), transmission line or waveguide methods are

generally preferred even though the achievable accuracy is

reduced due to unavoidable measurement errors [4], [10].

Some recent methods used to accurately estimate the com-

plex permittivity of individual layers of a multilayered or inho-

mogeneous structure are given by Sanadiki and Mostafavi [11],

Zwick et al. [6], and Deshpande and Dudley [4]. Sanadiki and

Mostafavi provide a method of solving the inverse scattering

problem using a least squares error approach. This method is

only tested against computer-generated data and may be sensi-

tive to errors associated with measurements. Zwick et al. utilize

a genetic algorithm (GA) to find the complex constitutive pa-

rameters for a multilayered sample by an evolutionary process.

Their method requires measurements be obtained over a fre-

quency range or as a function of incidence angle for a given

frequency and does not require phase information for the trans-

mission or reflection coefficients. Deshpande and Dudley’s al-

gorithm employs sequential quadratic programming (SQP) and

utilizes both magnitude and phase information of the measured

-parameters, which, in turn, requires very accurate system cal-

ibration.

In this paper, the performance of two optimization tech-

niques, i.e., SQP and GA, are evaluated when applied to the

multilayer complex permittivity extraction problem using

-parameter measurements obtained from a loaded waveguide.

Additionally, their sensitivity and performance relative to

the choice of error function is investigated. Simulations are

performed using computer-generated -parameters to quantify

the performance of each algorithm under ideal conditions. In

order to determine the robustness of these methods, the ex-

tracted permittivities determined by the algorithms are used to

generate -parameter data sets for comparison to the measured

-parameters.

-parameter -band waveguide measurements were made

using the following dielectric materials: Bakelite, ceramic,

Garlock rubber, and nanomaterial. All of the materials are

low-loss, nonmagnetic, and were found to have complex

permittivities that remained nearly constant over the -band

[4]. They were used to create planar single-layer samples of

various thicknesses with all samples having -band waveguide

cross-sectional dimensions. The multilayer dielectric structures

were fabricated by placing single-layer samples adjacent to

one another (see Fig. 1). All measurements were obtained

using an HP-8510C vector network analyzer for frequencies

0018-9480/$20.00 © 2005 IEEE
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Fig. 1. Rectangular waveguide loaded with n-layer sample.

of 8.2–12.4 GHz ( -band). Additionally, the complex permit-

tivity of each single-layer sample was determined using the

Agilent 85071 Materials Measurement Software [12], [13] and

compared to the values obtained from the algorithms.

II. FUNDAMENTAL THEORY

Assuming that only the dominate mode propagates in

the loaded waveguide (see Fig. 1), the formulation of the -pa-

rameters can be expressed in terms of each layer’s thickness

and unknown permittivity using -parameters

as follows [14], [15]:

(1)

(2)

where and are the propagation constant and wave

impedance of the th layer, respectively, and given as

(3)

(4)

where is the appropriate (maximum) cross-sectional dimen-

sion of the waveguide.

The -parameters can be directly converted to -pa-

rameters using the following equations:

(5)

where is the empty waveguide impedance.

A. Error-Function Selection

The error functions used in the investigation are of the fol-

lowing basic form:

(6)

where is the total number of frequency points, are the

formulated -parameters (5) evaluated at frequency point , and

are the measured -parameters at frequency point . Error

functions can generally be grouped into two categories, which

are: 1) error functions used to minimize differences in both

phase and magnitude of the measured and formulated scattering

parameters and 2) error functions that minimize only magnitude

variations of the measured and formulated scattering parame-

ters. It is beyond the scope of this research to contrast the perfor-

mance of all possible variants of error function definitions used

in previous research for permittivity extraction. For the purposes

of this research, three error function definitions were used and

found to accurately obtain the permittivity of single and mul-

tilayer structures shown in (7)–(9) at the bottom of this page,

where

(7)

(8)

(9)
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Equation (7) includes both phase and magnitude information.

It is a slightly modified form of Deshpande and Dudley’s error

function [4] and is applicable to materials where the permittivity

remains approximately constant over the measured frequency

range. The inclusion of measurement information over the entire

frequency range minimizes the effects of instrumentation error

in the calculations. Equation (8) requires only magnitude infor-

mation of the scattering parameters and is representative of the

fitness (error) function used by Zwick et al. [6] and Queffelec

and Gelin [8]. The third error function (9) is unique in that it uses

only magnitude information, but includes terms accounting for

dissipated power. It was initially believed that the inclusion of

the power terms would increase the algorithms’ ability to accu-

rately determine the imaginary part of the permittivity. It should

be noted that (8) and (9) are calculated in decibels, which was

found to decrease the time required to find the global minimum

in the solution space [6].

B. Discussion of the Optimization Methods

A significant amount of time was devoted to finding accurate,

yet computationally efficient methods of minimizing the error

functions (7)–(9). Some of the more robust optimization pro-

cedures considered were the Levenberg–Marquardt (LM) algo-

rithm [16], SQP [17], simulated annealing [18], and GAs [19].

All of the algorithms were investigated for their ability to obtain

the complex permittivity using computer generated -param-

eter data for multilayer structures. SQP and the GA provided

the most accurate solutions for their respective classes of opti-

mization methods and were, therefore, chosen for the study.

1) SQP: SQP is relatively easy to implement and is consid-

ered to be one of the most robust nonlinear programming (NP)

methods available for optimization problems [20]. Following

every iteration, the Hessian and Lagrangian operators are ap-

proximated and used to create a quadratic programming sub-

problem. The solution of the subproblem is the basis for the for-

mation of the line search direction. Depending on the accuracy

of the initial guess, SQP can exhibit a rapid second-order con-

vergence toward a local minimum. Unfortunately, SQP, being a

local optimization method, can suffer from local minima trap-

ping even when upper and lower bounds are specified [20]. SQP

has been discussed in detail by [17], [21]–[24].

2) GA: The GA was originally based on the concept of nat-

ural selection and, therefore, much of the terminology is related

to the field of evolutionary biology. GAs, like many other global

optimization techniques (e.g., simulated annealing), overcome

the problem of local minima trapping by introducing some el-

ement of randomness. For an in-depth discussion of GAs and

their application to electrical engineering problems, the reader

is referred to [19], [25], and [26]. The remainder of this section

discusses the specific GA implemented in this research.

The GA begins by generating a population of permittivity

values randomly distributed throughout the solution space (see

Fig. 2). Each member of the population, referred to as a chro-

mosome, contains a complex permittivity value for every layer

of the multilayer problem being considered. Every permittivity

Fig. 2. Flowchart illustrating the GA procedure.

value (gene) stored in a chromosome is encoded as a 16–bit bi-

nary string, thereby allowing traditional crossover and mutation

schemes to be implemented. Upon generation of the initial pop-

ulation, the fitness of each chromosome is determined by eval-

uating the error function. The fitness value of the chromosome

is defined as the value of the error function.

After fitness evaluation, a new population (generation) is

created. Construction of the new population begins by selecting

a subset population representing the “best” chromosomes (i.e.,

those chromosomes having the lowest error function value).

These “elite” chromosomes are inserted into the new population

ensuring that these solutions will not be eliminated from the

new generation.

The crossover stage is the defining phase of the GA. First,

two “parent” chromosomes are selected from the current gen-

eration using the binary tournament selection method [26]. Fol-

lowing selection of the parent chromosomes, the GA generates

a random number . If , the crossover

rate, the two parents are copied directly into the new population.
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Fig. 3. Crossover using binary string encoding.

Otherwise, a random position in the parents’ binary string of

encoded information is selected (see Fig. 3). The first “child” is

formed using the string of information to the left of the crossover

point in the first parent and the information to the right of the

crossover point in the second parent. The second child is formed

using the remaining genetic information from each parent. This

process of selection and crossover is repeated until the new pop-

ulation is completed. Using this concept, chromosomes with

poor fitness that possibly possess “good” genetic information

have the opportunity to pass their traits on to future generations.

The next major phase of the GA is the mutation stage. For

each child in the new population (elite children excluded), a

random number is generated. If , the

mutation rate, no change is made to the chromosome. However,

if , one or two random bits of the chromosome

are transposed (i.e., ). This reduces the likelihood of local

minima trapping.

After a significant number of generations, the GA con-

verges to a population consisting of identical chromosomes

representing the best obtained solution to the fitness function

(with the exception of the occasional mutation). At this point,

a traditional GA exits since simple mutation alone is a very

inefficient way of searching for new genetic information that

will more effectively minimize the error function. In this

research, however, the GA checks for this redundancy in the

population for each new generation. When this situation occurs,

one duplicate copy of this redundant chromosome is kept as

well as any mutations. The rest of the population slots are filled

with random chromosomes in the same manner in which the

initial population was generated and the algorithm is restarted.

This technique was found to enhance the GA’s ability to find

the global minimum.

The GA will discontinue if a chromosome is found to have

a fitness value below 10 or if the maximum number of gen-

erations has been reached. Depending on the number of layers

being characterized, the maximum number of generations is al-

lowed to vary. The specific details of this parameter’s selection

will be discussed in Section IV.

III. MEASUREMENT SETUP

-band measurements of the -parameters for the loaded

rectangular waveguide (cross-sectional dimensions 22.86

10.16 mm) were made using the experimental setup shown in

Fig. 4. Errors due to the instrumental setup (coaxial adapters,

Fig. 4. Waveguide measurement setup.

TABLE I
COMPLEX PERMITTIVITIES AND THICKNESSES FOR THE ONE-, TWO-,

AND THREE-LAYER COMPUTER-GENERATED DATA SETS

losses, etc.) are minimized using the standard calibration pro-

cedure suggested for the HP-8510C vector network analyzer

[27], [28]. Calibration requires a series of standards for the

procedure that allow the effects of all connectors and losses

to be identified. Once this is completed, the measurements

are taken without the need for further data processing. A brief

description of the calibration procedure is given as a courtesy

to the reader in the Appendix.

IV. RESULTS

A. Computer-Generated -Parameters

Computer-generated -parameter data sets for one-, two-,

and three-layer cases over -band frequencies were initially

used to test the accuracy of each extraction scheme. The re-

spective complex permittivities and thicknesses are shown in

Table I (single-layer permittivity extraction used layer 1; two-

layer extraction used layers 1 and 2; three-layer extraction used

all layers ordered accordingly). The initial complex permittivity

guess for all layers was set to , while the search

space for both algorithms was limited to and

.
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TABLE II
RESULTS USING IDEAL S-PARAMETERS

The SQP algorithm terminated for error function or direc-

tional derivative values or after 5000 iterations. The

GA’s population size was set to a value of 100 and terminated

after 200, 1000, and 5000 generations for the one-, two-,

and three-layer cases, respectively. The GA utilized an 80%

crossover rate and 10% mutation rate (these values are within

the range of nominal values given by [26]).

In Table II, the results for the one-, two-, and three-layer cases

using each algorithm (single or multiobjective) and error func-

tion are shown. An “X” in the table indicates that the algorithm

extracted incorrect complex permittivity values for the indicated

sample (i.e., the algorithm became trapped in a local minimum).

For the multiobjective cases, each term in the error functions

(7)–(9) becomes an element of an error function vector. For in-

stance, in a multiobjective format, (8) would then be given by

(10)

The vectorization of the error functions was expected to increase

the sensitivity of the SQP algorithm.

The results shown in Table I indicate that all methods per-

formed extremely well for the single- and double-layer complex

permittivity extraction. However, permittivity extraction for the

three-layer sample was unsuccessful using SQP with error func-

tions (8) and (9). This is due to local minimum trapping indi-

cating a poor initial estimate (guess) of the complex permittivity.

Alternatively, the GA was able to successfully extract complex

permittivity values using all three error functions independent

of the number of layers. It should also be noted that the error

for both the real and imaginary parts of the complex permit-

tivity is less than for the SQP using (7) and less than

for the GA using any of (7)–(9) for the one-, two-, and

three-layer cases.

B. Single-Layer Measurements

For measurements of single-layer materials, samples of Bake-

lite mm , ceramic mm , Garlock

rubber mm , and nanomaterial mm

Fig. 5. Magnitude of S and S for single-layer Bakelite sample. The
calculated S-parameters are generated using the GA with error function (9).

were used. -parameter data sets were generated using the ex-

tracted permittivity value from each algorithm and then com-

pared to the measured -parameter values. Additionally, the Ag-

ilent 85071 Materials Measurement Software was used to ex-

tract the single-layer permittivities for comparison to the values

returned by the SQP and GA algorithms.

Fig. 5 shows a comparison of and for the mea-

sured -parameters of the Bakelite sample and those generated

from the extracted permittivities returned by the GA using error

function (9). Fig. 6 shows similar results for the Garlock sample.

The excellent agreement shown in Figs. 5 and 6 is also observed

for all other materials’ -parameter comparisons using all algo-

rithm/error function combinations.

Tables III–VI show the results of the extracted complex per-

mittivities for each material using all optimization algorithms

and error functions. Since error functions (8) and (9) are cal-

culated in decibels, a direct comparison of the error function

values is not necessarily indicative of the accuracy of the solu-

tion. Rather, summations of the rms errors between the magni-

tudes and phases of the formulated and measured -parameters

(see columns 6 and 7 in Tables III–VI) are better qualifiers of

the accuracy of each solution as follows:

(11)

The rms errors between the measured -parameters and those

generated using the Agilent 85071 Materials Measurement Soft-
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Fig. 6. Magnitude ofS andS for single-layer Garlock rubber sample. The
calculated S-parameters are generated using the GA with error function (9).

TABLE III
EXTRACTED PERMITTIVITY AND ERROR FOR BAKELITE

TABLE IV
EXTRACTED PERMITTIVITY AND ERROR FOR CERAMIC

ware are also listed for comparison. It can be concluded that

all of the optimization techniques were effective in minimizing

the rms errors of the -parameters (both phase and magnitude).

However, the GA using either (8) or (9) was found to consis-

tently produce the lowest magnitude error of the -parameters

(column VI) and maintained a phase error no worse than the

other extraction methods.

C. Two-Layer Measurements

The two-layer structures used for the -parameter measure-

ments were Garlock rubber/Bakelite, Garlock rubber/ceramic,

and Garlock rubber/nanomaterial with Garlock rubber used as

the first layer for all cases. As discussed in Section IV-B, the

three error functions (7)–(9) were minimized using SQP and

the GA. No change was made to any parameter of the SQP

TABLE V
EXTRACTED PERMITTIVITY AND ERROR FOR GARLOCK RUBBER

TABLE VI
EXTRACTED PERMITTIVITY AND ERROR FOR NANOMATERIAL

algorithm, whereas the GA was allowed 1000 generations be-

fore termination. The extracted permittivities were used to gen-

erate -parameters data sets for rms error computation and were

also contrasted to the Agilent 85071 results of Section IV-B. It

should be mentioned that the Agilent 85071 software can only

determine the permittivity of single materials or provide bulk

permittivity estimates for composite structures.

Tables VII–IX show the extracted permittivities and -pa-

rameter rms errors for the three two-layer samples. Using

two-layer -parameter data sets generated from the single-layer

Agilent 85071 extracted permittivities, the rms error between

these data sets and the measured -parameters was calcu-

lated and is also included in these tables. For the Garlock

rubber/Bakelite sample, all algorithm/error function combina-

tions achieved rms magnitude errors and phase errors

– . The magnitude of the extracted permittivities

for each layer showed excellent agreement with the extracted

single-layer values. However, the imaginary part of the ex-

tracted permittivity for Garlock rubber showed an increased

value when compared to the values given in Table V.

For the Garlock rubber/ceramic and Garlock rubber/nano-

material samples (see Tables VIII and IX), the SQP algorithm

was only effective at estimating the complex permittivity values

using error function (7). Using error functions (8) and (9), SQP

was unable to correctly estimate each layer’s complex permit-

tivity despite achieving a low magnitude rms error. It is apparent

from the discrepancies in the estimated permittivity values and

the large -parameter phase errors that this was a result of local

minimum trapping. Unlike SQP, the GA was successful in ex-

tracting the complex permittivities using all error functions. The

real and imaginary parts of the permittivities showed excel-

lent agreement with the extracted single-layer values, and the
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TABLE VII
EXTRACTED PERMITTIVITY AND ERROR FOR GARLOCK/BAKELITE

TABLE VIII
EXTRACTED PERMITTIVITY AND ERROR FOR GARLOCK/CERAMIC

TABLE IX
EXTRACTED PERMITTIVITY AND ERROR FOR GARLOCK/NANOMATERIAL

TABLE X
EXTRACTED PERMITTIVITY AND ERROR FOR NANOMATERIAL/GARLOCK/GARLOCK

GA achieved rms magnitude errors and phase errors

– .

D. Three-Layer Measurements

The -parameters for a three-layer composite structure

(nanomaterial/Garlock rubber/Garlock rubber) were measured.

As was done previously, Table X shows the extracted permit-

tivities and -parameter rms errors for the composite structure.

SQP was effective in determining the complex permittivities

of the sample for all but the multiobjective form of (8) and

(9). As in the previous sections, the GA successfully estimated

the permittivities using all error functions. SQP and the GA

returned rms magnitude errors and phase errors

– .

It was already determined that the algorithms and error func-

tions would return complex permittivity values nearly indis-

tinguishable from the actual values for all computer generated

cases (SQP using (8) and (9) was excepted). Therefore, the pos-

sible reasons for the errors sited previously warrant an explana-

tion. The authors believe that the most likely sources of error
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for the single-layer extractions stem from inaccuracies associ-

ated with instrumentation and sample thickness measurements.

In addition to these errors, compound structures may suffer from

the presence of small air gaps between the layers, as well as

sample misalignment. Also, results obtained using (7) will be

adversely affected by any uncertainty in the phase planes’ posi-

tions.

V. CONCLUSIONS

In this paper, the performance of complex permittivity extrac-

tion methods based on SQP and the GA was contrasted using

-parameter measurements for one-, two-, and three-layer sam-

ples. Three different error function definitions were also used

to quantify the performance of each algorithm in terms of the

amount of -parameter information (magnitude only or magni-

tude and phase) available for the inversion process.

Computer-generated -parameter data was initially used to

determine the attainable accuracy of each algorithm/error func-

tion combination. The results of this portion of the study clearly

indicated that the extracted permittivity from the single-layer

and multilayer cases was nearly identical to that used to gen-

erate the data when the GA was used. This was also found to

be true for SQP in all but two cases due to local minima trap-

ping. This demonstrates that the GA is extremely accurate and

would, therefore, be limited only by the precision of the -pa-

rameter measurements, whereas the performance of SQP would

also likely be limited by the accuracy of the initial guess.

The algorithm/error functions were used to extract the com-

plex permittivity from single-layer -parameter measurements

and it was evident that all of the optimization techniques were

highly effective at minimizing the rms error(s) of the -parame-

ters (both phase and magnitude). However, the GA using either

(8) or (9) was found to consistently produce the lowest magni-

tude error of the -parameters, whereas (7) routinely yielded the

lowest phase errors and only slightly larger magnitude errors.

The likely reason for this result is that both magnitude and phase

information are explicitly included in (7), and only magnitude

information is included in (8) and (9). Therefore, if phase infor-

mation is available from a given measurement setup, (7) would

likely produce the most accurate material characterization. Nev-

ertheless, if only measured -parameter magnitude information

is available, accurate results may still be obtained using (8) and

(9).

When the same techniques were used for complex permit-

tivity extraction from multilayer composite structures, the GA,

for all cases considered, provided approximately the same level

of accuracy as that observed for the single-layer cases. SQP,

however, failed to obtain accurate results for several of the cases

considered. In summary, the GA appeared to be the more robust

algorithm in terms of its ability to always achieve a low -pa-

rameter rms error and accurately obtain each layer’s complex

permittivity.

APPENDIX

RF MEASUREMENT CALIBRATION

Instrumentation errors are determined as the difference be-

tween the measured and known responses of a set of standards.

Using the suggested thru-reflect-line (TRL) approach [28], the

impedance mismatch at the coaxial adapters can be determined

and factored out of the measurements. The calibration plane is

established in the loaded waveguide, preferably at the interface

of the sample. Therefore, impedance discontinuities created by

the test sample in the waveguide are determined directly. Deter-

mination of the calibration plane is required for each sample.

During the calibration procedure, a short circuit is connected

at the end of the access waveguide at each port. For the cal-

ibration of input to port 1 and output at port 2, the network

analyzer is connected with the two access waveguides. For the

step “line,” a short length of waveguide is inserted between the

access waveguides. After the calibration process, the sample

holder containing the test sample is inserted between the access

waveguides, and the waveguides are aligned. This procedure

is necessary to establish the precise location of the reference

planes for -parameter measurements and is repeated when the

ports are reversed.
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