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#### Abstract

We consider the solution $u$ of the Cauchy-Dirichlet problem for a class of linear parabolic equations in which the coefficient of the zero order term could have a singularity at the origin of the type $1 /|x|^{2}$. We prove that $u$ can be compared "in the sense of rearrangements" with the solution $v$ of a problem whose data are radially symmetric with respect to the space variable.


## 1. Introduction.

"an"
Let us consider the Cauchy-Dirichlet problem

$$
\begin{cases}u_{t}-\Delta u+c u=f & \text { in } \Omega \times(0, T)  \tag{1.1}\\ u=0 & \text { on } \partial \Omega \times(0, T) \\ u(x, 0)=u_{0}(x) & x \in \Omega,\end{cases}
$$

where $\Omega$ is an open bounded set of $\mathbb{R}^{N}(N \geq 1), f \in L^{2}(\Omega \times(0, T))$, $u_{0} \in L^{2}(\Omega)$. In [4], under the assumption $c \in L^{p}(\Omega)$ with $p>N / 2$ in the case $N \geq 2, p \geq 1$ if $N=1$, it is proved that the solution $u$ of

[^0]problem (1.1) can be compared "in the sense of rearrangements" with the solution $v$ of the symmetrized problem
\[

$$
\begin{cases}v_{t}-\Delta v+\left[\left(c^{+}\right)_{\#}-\left(c^{-}\right)^{\#}\right] v=f^{\#} & \text { in } \Omega^{\#} \times(0, T)  \tag{1.2}\\ v=0 & \text { on } \partial \Omega^{\#} \times(0, T) \\ v(x, 0)=u_{0}^{\#}(x) & x \in \Omega^{\#},\end{cases}
$$
\]

where $\Omega^{\#}$ is the ball of $\mathbb{R}^{N}$ centered at the origin having the same measure as $\Omega, c^{+}$and $c^{-}$are the positive and negative part of $c,\left(c^{+}\right)_{\#}$ is the increasing spherical rearrangement of $c^{+}$, and $\left(c^{-}\right)^{\#}, u_{0}^{\#}$ are the decreasing spherical rearrangements of $c^{-}, u_{0}$ respectively (see section 2 for definitions). Besides, the decreasing spherical rearrangement $f^{\#}$ of $f$ is meant to be calculated with respect to $x$, for $t$ fixed.

More precisely, we have that for all $t \in[0, T]$ the following inequality holds

$$
\begin{equation*}
\int_{0}^{s} u^{*}(\sigma, t) d \sigma \leq \int_{0}^{s} v^{*}(\sigma, t) d \sigma, \forall s \in[0,|\Omega|], \tag{1.3}
\end{equation*}
$$

where $u^{*}$ and $v^{*}$ are the decreasing rearrangements of $u$ and $v$, for $t$ fixed. Similar results are contained in [1], [7], [8], [18], [23], [26].

In the case $c \in L^{p}(\Omega)$ with $p>N / 2, N \geq 2$, existence, uniqueness and behaviour of solutions to problem (1.1) do not differ too much from the corresponding properties of solutions to the same problem when the potential $c$ is bounded. Indeed, in both cases the operator $-\Delta u+c u$ can be made coercive, provided to multiply both sides of the equation by $e^{-\lambda t}$ for a suitable real number $\lambda$.

However, the situation is remarkably different if the potenzial $c$ is very singular. A really interesting case is when $\Omega$ is an open bounded set containing the origin and

$$
c(x)=-\frac{\lambda}{|x|^{2}} .
$$

Equations with similar potentials appear in several contests: in the elliptic case, when we consider the Schrödinger equation in quantum mechanics (see [19]) or, in the parabolic case, when we linearize the equation

$$
u_{t}-\Delta u=2(N-2) e^{u}
$$

with respect to the stationary solution $S(x):=\log \left(1 /|x|^{2}\right)$ (see [12],
[14], [24]). The equation

$$
\begin{equation*}
u_{t}-\Delta u=\frac{\lambda}{|x|^{2}} u+f \tag{1.4}
\end{equation*}
$$

is a borderline case in the classical theory of parabolic equations, since the potential $\lambda /|x|^{2}$ belongs to $L^{p}$ if and only if $1 \leq p<N / 2$, therefore it is not possible to use traditional uniqueness and regularity results.

This kind of problems were firstly studied by Baras and Goldstein in [9], with the assumptions $f, u_{0} \geq 0, f, u_{0} \not \equiv 0$ (see also [12] for the case $N=2$ ). In [9] it is proved that the behaviour of solutions depends on the value of the parameter $\lambda$. More precisely, there exists a critical value $\lambda_{N}:=(N-2)^{2} / 4$, corresponding to the best constant in the classical Hardy inequality, such that for $\lambda \leq \lambda_{N}$, the Cauchy-Dirichlet problem associated to (1.4) has a solution, while in the case $\lambda>\lambda_{N}$ the same problem has no local solution for any $f, u_{0} \not \equiv 0$.

Afterwards, this problem was studied in [24] removing the sign assumptions on the data and pursuing a deeper analysis of the critical case $\lambda=\lambda_{N}$, and in [14], where the corresponding nonlinear case is treated.

The subcritical case $\lambda<\lambda_{N}$ is easier to study than the case $\lambda=\lambda_{N}$. Indeed, it is possible to use the classical methods of the Calculus of Variations, since by the classical Hardy inequality (see section 2) it follows that the operator

$$
L u=-\Delta u-\frac{\lambda}{|x|^{2}} u
$$

is coercive. Then, for all $f \in L^{2}(\Omega \times(0, T))$ and $u_{0} \in L^{2}(\Omega)$ there exists a unique solution $u \in C\left([0, T] ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$ (see [9], [14], [24]).

The situation is very different in the critical case $\lambda=\lambda_{N}$, in which the classical Hardy inequality fails to provide the coercivity of the differential operator $L$ in $H_{0}^{1}(\Omega)$. The existence of a solution in the sense of distribution whose gradient is in a suitable Marcinkiewicz space $\mathcal{M}^{p}$ is proved in [14]; however, the uniqueness of this solution could fail. In this case, a deeper analysis has been proposed by Vazquez and Zuazua in [24]. More precisely, the authors show an improvement of the Hardy inequality (see section 2 ) which allows to define a suitable Hilbert space $H(\Omega)$, larger than $H_{0}^{1}(\Omega)$, in which existence and uniqueness of solution
is guaranteed. The space $H(\Omega)$ is the completion of $H_{0}^{1}(\Omega)$ with respect to the norm

$$
\begin{equation*}
\|u\|_{H(\Omega)}:=\int_{\Omega}\left[|\nabla u|^{2}-\lambda_{N} \frac{u^{2}}{|x|^{2}}\right] d x \tag{1.5}
\end{equation*}
$$

It can be proved that the compact embedding

$$
H(\Omega) \hookrightarrow L^{2}(\Omega) \hookrightarrow H^{\prime}(\Omega)
$$

holds, that $H(\Omega)$ is larger than $H_{0}^{1}(\Omega)$ and smaller than $\bigcap_{q<2} W_{0}^{1, q}$ : then, by classical existence and regularity theorems for evolution equations (see, for instance, [10]) it follows that there exists a unique

$$
u \in L^{2}(0, T ; H(\Omega)) \cap C\left([0, T] ; L^{2}(\Omega)\right), u_{t} \in L^{2}\left(0, T ; L^{2}(\Omega)\right)
$$

which is a weak solution of the Cauchy-Dirichlet problem associated to equation (1.4), with initial condition $u(\cdot, 0)=u_{0}$ and zero Dirichlet data.

Motivated by the interest of this kind of problems, in this paper we consider the more general problem

$$
\begin{cases}u_{t}-\sum_{i, j=1}^{N}\left(a_{i j}(x, t) u_{x_{i}}\right)_{x_{j}}+c u=f & \text { in } \Omega \times(0, T)  \tag{1.6}\\ u=0 & \text { on } \partial \Omega \times(0, T) \\ u(x, 0)=u_{0}(x) & x \in \Omega,\end{cases}
$$

where we assume that the operator is uniformly parabolic, i.e.
(1.7) $\sum_{i, j=1}^{N} a_{i j}(x, t) \xi_{i} \xi_{j} \geq|\xi|^{2} \quad$ for a.e. $(x, t) \in \Omega \times(0, T), \forall \xi \in \mathbb{R}^{N}$, the data and the coefficients are such that

$$
\begin{gather*}
\frac{\partial a_{i j}}{\partial t} \in C^{0}(\bar{\Omega} \times[0, T]), \quad i, j,=1, \ldots, N  \tag{1.8}\\
u_{0} \in H_{0}^{1}(\Omega), \quad f \in L^{2}(\Omega \times(0, T))
\end{gather*}
$$

$c \in L(N / 2, \infty)$ (where $N>2$ ), $c \leq 0$ and:

$$
\begin{equation*}
c^{\#}(x) \leq \frac{\lambda}{|x|^{2}}, \quad \forall x \in \Omega^{\#} \backslash\{0\}, \quad 0<\lambda \leq \lambda_{N} \tag{1.9}
\end{equation*}
$$

We compare the solution $u$ of (1.6) with the solution $v$ of the symmetrized problem

$$
\begin{cases}v_{t}-\Delta v=\frac{\lambda}{|x|^{2}} v+f^{\#} & \text { in } \Omega^{\#} \times(0, T)  \tag{1.10}\\ v=0 & \text { on } \partial \Omega^{\#} \times(0, T) \\ v(x, 0)=u_{0}^{\#}(x) & x \in \Omega^{\#} .\end{cases}
$$

More precisely in the subcritical case we prove the following:
Theorem 1. Let $\lambda<\lambda_{N}$ and assume that (1.7), (1.8), (1.9) hold. Let $u$ and $v$ be the weak solutions to problems (1.6) and (1.10) respectively. Then, for a.e. $t \in[0, T]$ inequality (1.3) holds.

As regards the critical case, in order to guarantee existence and uniqueness of a solution to problem (1.6), we also suppose that the coefficients $a_{i j}$ do not depend on time, i.e.

$$
\begin{equation*}
a_{i j}=a_{i j}(x) \tag{1.11}
\end{equation*}
$$

and add the following condition on the zero order term $c$ :

$$
\begin{equation*}
|c(x)| \leq \frac{\lambda_{N}}{|x|^{2}}, \forall x \in \Omega \backslash\{0\} . \tag{1.12}
\end{equation*}
$$

Then as in [24] we have existence and uniqueness of a weak solution

$$
u \in L^{2}(0, T ; \widetilde{H}(\Omega)) \cap C\left([0, T] ; L^{2}(\Omega)\right), u_{t} \in L^{2}\left(0, T ; L^{2}(\Omega)\right)
$$

of problem (1.6), where $\widetilde{H}(\Omega)$ is the completion of $H_{0}^{1}(\Omega)$, with respect to the norm

$$
\begin{equation*}
\|u\|_{\widetilde{H}(\Omega)}:=\left(\int_{\Omega}\left[a_{i j}(x) u_{x_{i}} u_{x_{j}}+c(x) u^{2}\right] d x\right)^{1 / 2} \tag{1.13}
\end{equation*}
$$

and the comparison result can be stated as follows:
Theorem 2. Let $\lambda=\lambda_{N}$ and assume that (1.7), (1.8), (1.11), (1.12) hold. Let $u$ and $v$ be the weak solutions to problems (1.6) and (1.10) respectively. Then, for a.e. $t \in[0, T]$ inequality (1.3) still holds.

In section 3 we prove theorem 1 and theorem 2 following an approach that is quite standard when one deals with this kind of problems. Namely we approximate the solutions $u$ and $v$ to problems (1.6), (1.10) with
solutions of Cauchy-Dirichlet problems whose potentials are bounded, to which we can apply the comparison result explained at the beginning.

In section 4 we give an alternative proof which uses the implicit time discretization scheme. This method consists in replacing the time derivative with a difference quotient, so that we are reduced to find a comparison result for a sequence of elliptic problems with a zero order term of the form

$$
\left\{\begin{array}{l}
-\left(a_{i j}^{(r)}(x) u_{x_{i}}^{(r)}\right)_{x_{j}}+\left(c+\frac{1}{t_{r}-t_{r-1}}\right) u^{(r)}=f^{(r)}+\frac{u^{(r-1)}}{t_{r}-t_{r-1}}  \tag{1.14}\\
u^{(r)} \in H_{0}^{1}(\Omega),
\end{array}\right.
$$

where $0=t_{0}<\ldots<t_{n}=T$ is a partition of the interval $[0, T]$, $u^{(r)}=u\left(x, t_{r}\right)$ and $f^{(r)}, a_{i j}^{(r)}$, for $r=1, \ldots, n$, are suitable discretization of the functions $f=f(x, t), a_{i j}=a_{i j}(x, t)$. Then we reach the aim by passing to limit (see [1], [23], [25]). For this reason, at the beginning of section 4 we prove a comparison result for elliptic problems of the type (1.14) where the coefficient $c \in L(N / 2, \infty)$ satisfy (1.9) if $\lambda<\lambda_{N}$ and (1.12) if $\lambda=\lambda_{N}$.

Comparison theorems for elliptic equations with lower order terms are known in literature only when the zero order term $c$ is in $L^{p}$ with $p \geq N / 2$ (see [2], [4]). Also the result has its own interest since it provides existence of solutions to problems of type (1.14) reducing the study to the spherically symmetric situation.

As usual the proof can be split into two steps. First a differential inequality for the rearrangement of the solution of (1.14) is deduced, an inequality that becomes an equality in the case of symmetrized problem. We do not go into details on how getting this inequality, since it is basically well known. Then, by means of maximum pronciple arguments, one obtains the desired comparison result. At this stage, we essentially use the coercivity of the operator in the case $\lambda<\lambda_{N}$, while the analysis of the critical case $\lambda=\lambda_{N}$ requires a one-dimensional form of the improved Hardy inequality.

## 2. Definitions and preliminary results.

Let $\Omega$ be a bounded open subset of $\mathbb{R}^{N}$ and $u$ be a real measurable function on $\Omega$, we define the distribution function $\mu_{u}$ of $u$ as

$$
\mu_{u}(\theta)=|\{x \in \Omega:|u(x)|>\theta\}|, \theta \geq 0
$$

the decreasing and the increasing rearrangement of $u$ as

$$
\begin{gathered}
u^{*}(s)=\sup \left\{\theta \geq 0: \mu_{u}(\theta)>s\right\}, s \in(0,|\Omega|) \\
u_{*}(s)=u^{*}(|\Omega|-s), s \in(0,|\Omega|)
\end{gathered}
$$

Furthermore, if $\omega_{N}$ is the measure of the unit ball in $\mathbb{R}^{N}$ and $\Omega^{\#}$ is the ball of $\mathbb{R}^{N}$ centered at the origin having the same measure as $\Omega$, the functions

$$
\begin{aligned}
& u^{\#}(x)=u^{*}\left(\omega_{N}|x|^{N}\right), x \in \Omega^{\#} \\
& u_{\#}(x)=u_{*}\left(\omega_{N}|x|^{N}\right), x \in \Omega^{\#}
\end{aligned}
$$

are the decreasing spherical rearrangement and the increasing spherical rearrangement of $u$ respectively. For an exhaustive treatment of rearrangements we refer to [8], [16] and to the appendix of [21]. Here we just recall the well known Hardy-Littlewood inequality (see [15])

$$
\begin{equation*}
\int_{0}^{|\Omega|} u^{*}(s) v_{*}(s) d s \leq \int_{\Omega}|u(x) v(x)| d x \leq \int_{0}^{|\Omega|} u^{*}(s) v^{*}(s) d s \tag{2.1}
\end{equation*}
$$

where $u, v$ are measurable functions on $\Omega$, and the Pólya-Szegö principle:
Theorem 3. If $u \in W_{0}^{1, p}(\Omega)$ and $p \geq 1$, then $u^{\#} \in W_{0}^{1, p}\left(\Omega^{\#}\right)$ and

$$
\begin{equation*}
\left\|\left|\nabla u^{\#}\right|\right\|_{L^{p}\left(\Omega^{\#}\right)} \leq\|\mid \nabla u\|_{L^{p}(\Omega)} . \tag{2.2}
\end{equation*}
$$

Since we deal with solutions of parabolic equations, we will consider real functions $u$ defined on the set $\Omega \times(0, T)$, where $T$ is a real positive number, that are measurable with respect to the space variable $x$ and denote by $\mu_{u}(\theta, t), u^{*}(s, t), u_{*}(s, t), u^{\#}(x, t), u_{\#}(x, t)$ the distribution function and the rearrangements of $u(x, t)$, with respect to $x$ for $t$ fixed. In other words, $u^{\#}(x, t)$ is the Steiner symmetrization of $u(x, t)$ with respect to the line $x=0$.

Finally we quote the following result, essentially due to Hardy (see [15]):

Theorem 4. Assume $N \geq 3$. Then for every $u \in H^{1}\left(\mathbb{R}^{N}\right)$ we have

$$
\begin{equation*}
\lambda_{N} \int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2}} d x \leq \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x \tag{2.3}
\end{equation*}
$$

where the constant $\lambda_{N}:=(N-2)^{2} / 4$ is optimal.
The same result applies for $u \in H_{0}^{1}(\Omega)$, if $\Omega$ is an open subset of $\mathbb{R}^{N}$ containing the origin, with integrals in $\Omega$.

We also recall the following improvement of the Hardy inequality contained in [24]:

Theorem 5. Let $\Omega$ be a bounded open subset of $\mathbb{R}^{N}, N \geq 3$. Then for any $1 \leq q<2$ there exists a constant $C=C(q, \Omega)>0$ such that

$$
\begin{equation*}
\int_{\Omega}\left[|\nabla u|^{2}-\lambda_{N} \frac{u^{2}}{|x|^{2}}\right] d x \geq C\|u\|_{W_{0}^{1, q}(\Omega)}^{2} \tag{2.4}
\end{equation*}
$$

holds for all $u \in H_{0}^{1}(\Omega)$.

## 3. A first method to prove the comparison result: the truncature approach.

In this section we simultaneously prove theorem 1 and theorem 2. In both cases we approximate the solutions $u$ and $v$ to problems (1.6), (1.10) with sequences of solutions of problems having bounded zero order coefficient. More precisely, let $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ be the solutions of the following truncated problems (we use the convention on repeated indices):

$$
\begin{cases}\frac{\partial u_{n}}{\partial t}-\frac{\partial}{\partial x_{j}}\left(a_{i j} \frac{\partial u_{n}}{\partial x_{i}}\right)+c_{n} u_{n}=f & \text { in } \Omega \times(0, T)  \tag{3.1}\\ u_{n}=0 & \text { on } \partial \Omega \times(0, T) \\ u_{n}(x, 0)=u_{0}(x) & x \in \Omega\end{cases}
$$

and

$$
\begin{cases}\frac{\partial v_{n}}{\partial t}-\Delta v_{n}=W_{n} v_{n}+f^{\#} & \text { in } \Omega^{\#} \times(0, T)  \tag{3.2}\\ v_{n}=0 & \text { on } \partial \Omega^{\#} \times(0, T) \\ v_{n}(x, 0)=u_{0}^{\#}(x) & x \in \Omega^{\#}\end{cases}
$$

where $c_{n}(x)$ is the truncation at level $n \in \mathbb{N}$ of the potential $c(x)$, i.e. the function

$$
c_{n}(x)= \begin{cases}c(x) & \text { if } \quad c(x) \geq-n \\ -n & \text { if } \quad c(x) \leq-n\end{cases}
$$

and $W_{n}(x)$ is the truncation at level $n \in \mathbb{N}$ of the potential $\lambda /|x|^{2}$. As $c_{n} \in L^{\infty}(\Omega)$, we have (see [4], [26]) that for all $t \in[0, T]$,

$$
\begin{equation*}
\int_{0}^{s} u_{n}^{*}(\sigma, t) d \sigma \leq \int_{0}^{s} z_{n}^{*}(\sigma, t) d \sigma, \forall s \in[0,|\Omega|] \tag{3.3}
\end{equation*}
$$

where $z_{n}$ is the solution of the symmetrized problem

$$
\begin{cases}\frac{\partial z_{n}}{\partial t}-\Delta z_{n}-\left(c_{n}\right)^{\#} z_{n}=f^{\#} & \text { in } \Omega^{\#} \times(0, T) \\ z_{n}=0 & \text { on } \partial \Omega^{\#} \times(0, T) \\ z_{n}(x, 0)=u_{0}^{\#}(x) & x \in \Omega^{\#}\end{cases}
$$

On the other hand, the assumption (1.9) in the case $\lambda<\lambda_{N}$ and (1.12) in the case $\lambda=\lambda_{N}$, implies that $c_{n}^{\#} \leq W_{n}$, therefore by the maximum principle we deduce that $z_{n} \leq v_{n}$. Hence by (3.3) we get that, for all $t \in[0, T]$,

$$
\begin{equation*}
\int_{0}^{s} u_{n}^{*}(\sigma, t) d \sigma \leq \int_{0}^{s} v_{n}^{*}(\sigma, t) d \sigma, \quad \forall s \in[0,|\Omega|], \quad \forall n \in \mathbb{N} . \tag{3.4}
\end{equation*}
$$

Thus it remains to prove that $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ converge to the solutions $u$ and $v$ of problems (1.6) and (1.10), and that we can pass to the limit in (3.4). At this point we have to treat separately the two cases $\lambda<\lambda_{N}$ and $\lambda=\lambda_{N}$. The arguments we use are quite standard (see [11], [13], [14]). If $\lambda<\lambda_{N}$ we first prove that $\left\{u_{n}\right\}$ is bounded both in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ and in $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$. Indeed, if we choose $u_{n}$ as test function in the weak formulation of problem (3.1) we have that $u_{n}$ verifies

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} & \int_{\Omega}\left|u_{n}(x, t)\right|^{2} d x+\int_{\Omega} a_{i j}(x, t) \frac{\partial u_{n}}{\partial x_{i}} \frac{\partial u_{n}}{\partial x_{j}} d x+\int_{\Omega} c_{n}(x) u_{n}^{2}(x, t) d x  \tag{3.5}\\
& =\int_{\Omega} f(x, t) u_{n}(x, t) d x
\end{align*}
$$

On the other hand by ellipticity condition (1.7), by (2.1), (1.9) and the classical Hardy and Pólya-Szegö inequalities (2.3), (2.2), we find

$$
\begin{align*}
\int_{\Omega}\left[a_{i j}(x, t)\right. & \left.\frac{\partial u_{n}}{\partial x_{i}} \frac{\partial u_{n}}{\partial x_{j}}+c_{n}(x) u_{n}^{2}(x, t)\right] d x \\
& \geq \int_{\Omega}\left|\nabla u_{n}(t)\right|^{2} d x+\int_{\Omega} c_{n} u_{n}^{2}(t) d x \\
& \geq \int_{\Omega}\left|\nabla u_{n}(t)\right|^{2} d x-\int_{\Omega^{\#}} c^{\#} u_{n}^{\#}(t)^{2} d x  \tag{3.6}\\
& \geq \int_{\Omega}\left|\nabla u_{n}(t)\right|^{2} d x-\lambda \int_{\Omega^{\#}} \frac{u_{n}^{\#}(t)^{2}}{|x|^{2}} d x \\
& \geq \int_{\Omega}\left|\nabla u_{n}(t)\right|^{2} d x-\lambda \lambda_{N}^{-1} \int_{\Omega^{\#}}\left|\nabla u_{n}^{\#}(t)\right|^{2} d x \\
& \geq \alpha \int_{\Omega}\left|\nabla u_{n}(t)\right|^{2} d x,
\end{align*}
$$

for all $n \in \mathbb{N}$ and $t \in(0, T)$, where $\alpha:=\left(1-\lambda \lambda_{N}^{-1}\right)$. Hence using (3.6) in (3.5) and estimating the right hand side of (3.5) by Hölder-Young inequalities we deduce that
(3.7) $\frac{d}{d t}\left\|u_{n}(t)\right\|_{L^{2}(\Omega)}^{2}+2 \alpha\left\|u_{n}(t)\right\|_{H_{0}^{1}(\Omega)}^{2} \leq\left\|u_{n}(t)\right\|_{L^{2}(\Omega)}^{2}+\|f(t)\|_{L^{2}(\Omega)}^{2}$.

Therefore, Gronwall inequality implies

$$
\begin{equation*}
\max _{t \in[0, T]}\left\|u_{n}(t)\right\|_{L^{2}(\Omega)}^{2} \leq C\left(\left\|u_{0}\right\|_{L^{2}(\Omega)}^{2}+\|f\|_{L^{2}(\Omega \times(0, T))}^{2}\right) \tag{3.8}
\end{equation*}
$$

that is the boundness of $\left\{u_{n}\right\}$ in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$. Finally, integrating (3.7) in $(0, T)$ and using (3.8) we obtain the following energy estimate:

$$
\begin{align*}
\max _{t \in[0, T]}\left\|u_{n}(t)\right\|_{L^{2}(\Omega)} & +\left\|u_{n}\right\|_{L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)} \\
& \leq C\left[\left\|u_{0}\right\|_{L^{2}(\Omega)}+\|f\|_{L^{2}(\Omega \times(0, T))}\right] \tag{3.9}
\end{align*}
$$

Since $\left\{u_{n}\right\}$ is bounded in $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$, we can extract a subsequence, still denoted by $\left\{u_{n}\right\}$, such that

$$
\begin{equation*}
u_{n} \rightharpoonup u \text { weakly in } L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \tag{3.10}
\end{equation*}
$$

Moreover, by the equation of problem (3.1) we easily infer that the sequence $\left\{\partial u_{n} / \partial t\right\}$ is bounded in $L^{2}\left(0, T ; H^{-1}(\Omega)\right)$ : then, using a
compactness lemma of Aubin's type (see [6], [20]) we get that $\left\{u_{n}\right\}$ is relatively compact in $L^{2}(\Omega \times(0, T))$. Therefore up to subsequences

$$
\begin{equation*}
u_{n} \rightarrow u \text { strong in } L^{2}(\Omega \times(0, T)) \text { and a.e.. } \tag{3.11}
\end{equation*}
$$

The convergences (3.10) and (3.11) allow us to conclude that $\left\{u_{n}\right\}$ converges to the weak solution of problem (1.6).

On the other hand, by (3.9) we find

$$
u_{n}(t) \rightarrow u(t) \text { strong in } L^{1}(\Omega) \text { for a.e. } t \in(0, T)
$$

hence

$$
\int_{0}^{s} u_{n}^{*}(\sigma, t) d \sigma \rightarrow \int_{0}^{s} u^{*}(\sigma, t) d \sigma
$$

In a similar way we prove that $\left\{v_{n}\right\}$ converges to the weak solution of problem (1.10) and that

$$
\int_{0}^{s} v_{n}^{*}(\sigma, t) d \sigma \rightarrow \int_{0}^{s} v^{*}(\sigma, t) d \sigma
$$

Hence theorem 1 is proved. As regards the critical case $\lambda=\lambda_{N}$, the proof is quite similar, we only have to change the functional setting, due to the definition of weak solution we gave in the introduction. We first prove that $\left\{u_{n}\right\}$ (and we can use analogous arguments for $\left\{v_{n}\right\}$ ) is bounded in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}(0, T ; \widetilde{H}(\Omega))$. We do that simply by replacing (3.6) with the estimate
$\int_{\Omega}\left[a_{i j} \frac{\partial u_{n}}{\partial x_{i}} \frac{\partial u_{n}}{\partial x_{j}}+c_{n} u_{n}^{2}\right] d x \geq \int_{\Omega}\left[a_{i j}(x) \frac{\partial u_{n}}{\partial x_{i}} \frac{\partial u_{n}}{\partial x_{j}}+c u_{n}^{2}\right] d x=\left\|u_{n}(t)\right\|_{\tilde{H}(\Omega)}^{2}$, hence the same arguments we used for (3.7) allow us to find

$$
\frac{d}{d t}\left\|u_{n}(t)\right\|_{L^{2}(\Omega)}^{2}+2\left\|u_{n}(t)\right\|_{\tilde{H}(\Omega)}^{2} \leq\left\|u_{n}(t)\right\|_{L^{2}(\Omega)}^{2}+\|f(t)\|_{L^{2}(\Omega)}^{2}
$$

An application of the Gronwall lemma to this last estimate leads to the energy estimate

$$
\max _{t \in[0, T]}\left\|u_{n}(t)\right\|_{L^{2}(\Omega)}+\left\|u_{n}\right\|_{L^{2}(0, T ; \tilde{H}(\Omega))} \leq C\left(\left\|u_{0}\right\|_{L^{2}(\Omega)}+\|f\|_{L^{2}(\Omega \times(0, T))}\right):
$$

therefore, by following the same steps contained in the proof of theorem 1, we have

$$
\begin{aligned}
& u_{n} \rightharpoonup u \text { weak in } L^{2}(0, T ; \tilde{H}(\Omega)) \\
& u_{n} \rightarrow u \text { strong in } L^{2}(\Omega \times(0, T)) .
\end{aligned}
$$

Analogously, for the solution $v$ it follows

$$
\begin{gathered}
v_{n} \rightharpoonup v \text { weak in } L^{2}\left(0, T ; H\left(\Omega^{\#}\right)\right) \\
v_{n} \rightarrow v \text { strong in } L^{2}\left(\Omega^{\#} \times(0, T)\right)
\end{gathered}
$$

hence by passing to the limit in (3.4) we obtain (1.3), and theorem 2 is also proved.

## 4. A second method to prove the comparison results: the discretization scheme.

The main goal of this section is to determine inequality (1.3) by using the alternative tool of the implicit time discretization scheme. As we explained in the introduction, this method allows us to reduce problem (1.6) (and the symmetrized problem (1.10)) to a sequence of elliptic problems with a zero order term that could present, in this framework, a singularity of the type $1 /|x|^{2}$. For this reason, we use the entire following subsection to show a comparison result for solutions of Dirichlet problems, related to linear elliptic operators having zero order terms that eventually can fall in this singular case.

### 4.1. A comparison result for a class of linear elliptic operators.

We consider the solution $u$ of the Dirichlet problem

$$
\begin{cases}-\left(\tilde{a}_{i j}(x) u_{x_{i}}\right)_{x_{j}}+[\lambda k+c(x)] u=g & \text { in } \Omega  \tag{4.1}\\ u=0 & \text { on } \partial \Omega,\end{cases}
$$

where $k \geq 0,0<\lambda \leq \lambda_{N}, g \in L^{2}(\Omega), c \in L(N / 2, \infty)$ verify the assumptions (1.9) or (1.12) and the coefficients $\tilde{a}_{i j}$ verify

$$
\begin{equation*}
\tilde{a}_{i j}(x) \xi_{i} \xi_{j} \geq|\xi|^{2}, \quad \text { for a.e. } x \in \Omega, \forall \xi \in \mathbb{R}^{N} . \tag{4.2}
\end{equation*}
$$

Let $v$ be the solution of the symmetrized problem

$$
\begin{cases}-\Delta v+\lambda\left[k-\frac{1}{|x|^{2}}\right] v=h & \text { in } \Omega^{\#}  \tag{4.3}\\ v=0 & \text { on } \partial \Omega^{\#}\end{cases}
$$

where $h \in L^{2}\left(\Omega^{\#}\right)$ is such that

$$
\int_{0}^{s} g^{*}(\sigma) d \sigma \leq \int_{0}^{s} h^{*}(\sigma) d \sigma,
$$

i.e. $g \prec h$ in the sense of rearrangements. Then, we prove the following two lemmas:

Lemma 1. Let $\lambda<\lambda_{N}$ and assume that (4.2), (1.9) hold. Let $u \in H_{0}^{1}(\Omega)$ and $v \in H_{0}^{1}\left(\Omega^{\#}\right)$ be the weak solutions of problem (4.1),(4.3) respectively. Then

$$
\begin{equation*}
\int_{0}^{s} u^{*}(\sigma) d \sigma \leq \int_{0}^{s} v^{*}(\sigma) d \sigma, \forall s \in[0,|\Omega|] . \tag{4.4}
\end{equation*}
$$

Lemma 2. Let $\lambda=\lambda_{N}$ and assume that (4.2), (1.12) hold. Let $u \in \tilde{H}(\Omega)$ and $v \in H\left(\Omega^{\#}\right)$ be the weak solutions of problem (4.1), (4.3) respectively. Then inequality (4.4) still holds.

Proof. of lemma 1. As in [1], [3], [21], [22], we derive from (4.1) the following integro-differential inequality:

$$
\begin{equation*}
-p(s) u^{* \prime}(s)+\lambda \int_{0}^{s}\left[k-\left(\frac{\omega_{N}}{\sigma}\right)^{2 / N}\right] u^{*}(\sigma) d \sigma \leq \int_{0}^{s} g^{*}(\sigma) d \sigma, \tag{4.5}
\end{equation*}
$$

a.e. in $[0,|\Omega|]$, where $p(s):=N^{2} \omega_{N}^{2 / N} s^{2-(2 / N)}$. On the other side, as for the solution $v$ we obtain

$$
-p(s) v^{* \prime}(s)+\lambda \int_{0}^{s}\left[k-\left(\frac{\omega_{N}}{\sigma}\right)^{2 / N}\right] v^{*}(\sigma) d \sigma=\int_{0}^{s} h^{*}(\sigma) d \sigma
$$

so by setting

$$
w:=u^{*}-v^{*}
$$

we find

$$
\begin{equation*}
-p(s) w^{\prime}(s)+\lambda \int_{0}^{s}\left[k-\left(\frac{\omega_{N}}{\sigma}\right)^{2 / N}\right] w(\sigma) d \sigma \leq 0 \tag{4.6}
\end{equation*}
$$

Now we follow an approach that is quite similar to [3].
We first consider the case $k=0$. Then we have

$$
\begin{equation*}
-p(s) w^{\prime}(s)-\lambda \int_{0}^{s}\left(\frac{\omega_{N}}{\sigma}\right)^{2 / N} w(\sigma) d \sigma \leq 0 . \tag{4.7}
\end{equation*}
$$

Set

$$
W(s):=\int_{0}^{s}\left(\frac{\omega_{N}}{\sigma}\right)^{2 / N} w(\sigma) d \sigma,
$$

and suppose that

$$
W^{+} \not \equiv 0 .
$$

Multiplying inequality (4.7) by $W^{+}$and integrating on $(0,|\Omega|)$ we have

$$
-\int_{0}^{|\Omega|} w^{\prime}(s) W^{+}(s) d s \leq \lambda \int_{0}^{|\Omega|} \frac{1}{p(s)} W W^{+} d s
$$

An integration by parts gives

$$
\int_{W>0}\left(\frac{\omega_{N}}{s}\right)^{2 / N} w^{2}(s) d s \leq \lambda \int_{W>0} \frac{1}{p(s)} W^{2}(s) d s
$$

i.e.

$$
\begin{equation*}
\int_{W>0}\left(\frac{s}{\omega_{N}}\right)^{2 / N}\left(W^{\prime}\right)^{2}(s) d s \leq \lambda \int_{W>0} \frac{1}{p(s)} W^{2}(s) d s \tag{4.8}
\end{equation*}
$$

Since
$\frac{1}{\lambda_{N}}=\sup \left\{\frac{\int_{0}^{|\Omega|} \frac{1}{p(s)} V^{2} d s}{\int_{0}^{|\Omega|}\left(\frac{s}{\omega_{N}}\right)^{2 / N}\left(V^{\prime}\right)^{2} d s}: V \in H^{1}(0,|\Omega|), V(0)=V^{\prime}(|\Omega|)=0\right\}$
the last inequality gives $\lambda \geq \lambda_{N}$, that is a contradiction. Hence

$$
W^{+} \equiv 0 .
$$

By (4.7) we find $w^{\prime} \geq 0$, and since $w(|\Omega|)=0$ we have

$$
w(s) \leq 0
$$

or, that is the same,

$$
u^{*}(s) \leq v^{*}(s), \quad \forall s \in[0,|\Omega|]
$$

Note that this pointwise estimate is stronger than inequality (4.4). If $k>0$ we distinguish two different cases.
a) $\omega_{N} / k^{N / 2} \geq|\Omega|$. In this case, set

$$
W(s):=\int_{0}^{s}\left[\left(\frac{\omega_{N}}{\sigma}\right)^{2 / N}-k\right] w(\sigma) d \sigma
$$

and assume

$$
W^{+} \not \equiv 0
$$

Proceeding as in the previous case, we derive

$$
\int_{W>0}\left[\left(\frac{\omega_{N}}{s}\right)^{2 / N}-k\right] w^{2}(s) d s \leq \lambda \int_{W>0} \frac{1}{p(s)} W^{2}(s) d s
$$

Since $0<\left[\left(\omega_{N} / s\right)^{2 / N}-k\right]<\left(\omega_{N} / s\right)^{2 / N}$ for all $s \in(0,|\Omega|)$, we find

$$
\int_{W>0}\left(\frac{s}{\omega_{N}}\right)^{2 / N}\left[\left(\frac{\omega_{N}}{s}\right)^{2 / N}-k\right]^{2} w^{2}(s) d s \leq \lambda \int_{W>0} \frac{1}{p(s)} W^{2}(s) d s
$$

that can be written as

$$
\int_{W>0}\left(\frac{s}{\omega_{N}}\right)^{2 / N}\left(W^{\prime}\right)^{2}(s) d s \leq \lambda \int_{W>0} \frac{1}{p(s)} W^{2}(s) d s
$$

that is inequality (4.8), so we reach again a contradiction. We conclude as in the case $k=0$ and get

$$
u^{*}(s) \leq v^{*}(s), \quad \forall s \in[0,|\Omega|]
$$

b) $\omega_{N} / k^{N / 2}<|\Omega|$.

Set
(4.9) $\quad W(s):=\int_{0}^{s}\left|k-\left(\frac{\omega_{N}}{\sigma}\right)^{2 / N}\right| w(\sigma) d \sigma, \forall s \in[0,|\Omega|]$.

Notice that

$$
k-\left(\frac{\omega_{N}}{s}\right)^{2 / N} \geq 0 \Longleftrightarrow s \geq \frac{\omega_{N}}{k^{N / 2}}
$$

hence by (4.6) it follows that for $s \in\left[0, \omega_{n} / k^{N / 2}\right]$ we have

$$
\begin{equation*}
-w^{\prime}(s)-\frac{\lambda}{p(s)} W(s) \leq 0 \tag{4.10}
\end{equation*}
$$

and for $s \in\left[\omega_{N} / k^{N / 2},|\Omega|\right]$,

$$
\begin{gather*}
-w^{\prime}(s)-\frac{\lambda}{p(s)} W\left(\omega_{N} / k^{N / 2}\right)+  \tag{4.11}\\
+\frac{\lambda}{p(s)} \int_{\omega_{N} / k^{N / 2}}^{s}\left[k-\left(\frac{\omega_{N}}{\sigma}\right)^{2 / N}\right] w(\sigma) d \sigma \leq 0
\end{gather*}
$$

Now we prove that

$$
W(s) \leq 0
$$

Suppose that

$$
\begin{equation*}
W\left(\omega_{N} / k^{N / 2}\right) \leq 0 \tag{4.12}
\end{equation*}
$$

and

$$
W^{+} \not \equiv 0
$$

Since $W(0)=W^{\prime}(|\Omega|)=0$, we can find an interval $[a, b] \subseteq[0,|\Omega|]$ such that $W(a)=W^{\prime}(b)=0$ and $W>0$ in $(a, b]$. By (4.12), two different cases are possible: $[a, b] \subseteq\left[0, \omega_{N} / k^{N / 2}\right] ;[a, b] \subseteq\left[\omega_{N} / k^{N / 2},|\Omega|\right]$.

If $[a, b] \subseteq\left[0, \omega_{N} / k^{N / 2}\right]$, we get a a contradiction proceeding exactly as in the case (a), replacing the interval $[0,|\Omega|]$ by the interval $[0, b]$.

Otherwise, if $[a, b] \subseteq\left[\omega_{N} / k^{N / 2},|\Omega|\right]$, from (4.12) and (4.11), we have that for a.e. $s \in\left[\omega_{N} / k^{N / 2},|\Omega|\right]$

$$
\begin{equation*}
-w^{\prime}(s) \leq-\frac{\lambda}{p(s)} V(s), \tag{4.13}
\end{equation*}
$$

where

$$
\begin{equation*}
V(s)=\int_{\omega_{N} / k^{N / 2}}^{s}\left[k-\left(\frac{\omega_{N}}{\sigma}\right)^{2 / N}\right] w(\sigma) d \sigma \tag{4.14}
\end{equation*}
$$

By multiplying both sides of (4.13) by $V^{+}$and integrating by parts on [ $\left.\omega_{N} / k^{N / 2}, b\right]$ we obtain

$$
\begin{gathered}
-\left[w(s) V^{+}(s)\right]_{\omega_{N} / k^{N / 2}}^{b}+\int_{\omega_{N} / k^{N / 2}}^{b} w(s) V^{+\prime}(s) d s \\
\leq-\lambda \int_{\omega_{N} / k^{N / 2}}^{b} \frac{1}{p(s)} V(s) V^{+}(s) d s
\end{gathered}
$$

Since $w(b)=0$ and $V\left(\omega_{N} / k^{N / 2}\right)=0$, we have

$$
\int_{\left[\omega_{N} / k^{N / 2}, b\right] \cap\{V>0\}}\left[k-\left(\frac{\omega_{N}}{s}\right)^{2 / N}\right] w^{2}(s) d s \leq-\lambda \int_{\left[\omega_{N} / k^{N / 2}, b\right] \cap\{V>0\}} \frac{V^{2}(s)}{p(s)} d s
$$

then

$$
\int_{\left[\omega_{N} / k^{N / 2}, b\right] \cap\{V>0\}} \frac{V^{2}(s)}{p(s)} d s=0
$$

i.e.

$$
\int_{\omega_{N} / k^{N / 2}}^{b} \frac{\left(V^{+}\right)^{2}(s)}{p(s)} d s=0 .
$$

Therefore

$$
\begin{equation*}
V^{+} \equiv 0 \quad \text { in }\left[\omega_{N} / k^{N / 2}, b\right] . \tag{4.15}
\end{equation*}
$$

This implies that if $s \in(a, b]$ we get

$$
W(s)=W\left(\omega_{N} / k^{N / 2}\right)+V(s) \leq 0,
$$

that contradicts the fact that $W>0$ in $(a, b]$.
Now we must prove that (4.4) holds. If we multiply again (4.13) by $V^{+}$and integrate by parts on $[b,|\Omega|]$, we also find

$$
\begin{equation*}
V \leq 0 \text { in }\left[\omega_{N} / k^{N / 2},|\Omega|\right] \tag{4.16}
\end{equation*}
$$

hence for any $s \in\left[\omega_{N} / k^{N / 2},|\Omega|\right]$

$$
\int_{\omega_{N} / k^{N / 2}}^{s}\left[k-\left(\frac{\omega_{N}}{\sigma}\right)^{2 / N}\right] u^{*}(\sigma) d \sigma \leq \int_{\omega_{N} / k^{N / 2}}^{s}\left[k-\left(\frac{\omega_{N}}{\sigma}\right)^{2 / N}\right] v^{*}(\sigma) d \sigma
$$

Since $k-\left(\omega_{N} / \sigma\right)^{2 / N}$ is decreasing, a known property of rearrangements implies that

$$
\begin{equation*}
\int_{\omega_{N} / k^{N / 2}}^{s} u^{*}(\sigma) d \sigma \leq \int_{\omega_{N} / k^{N / 2}}^{s} v^{*}(\sigma) d \sigma, \forall s \in\left[\omega_{N} / k^{N / 2},|\Omega|\right] \tag{4.17}
\end{equation*}
$$

Observe that from this last inequality we find

$$
\begin{equation*}
w\left(\omega_{N} / k^{N / 2}\right) \leq 0 \tag{4.18}
\end{equation*}
$$

But from (4.10), since $W(s) \leq 0$, it follows that for $s \in\left[0, \omega_{N} / k^{N / 2}\right]$

$$
-w^{\prime}(s) \leq 0
$$

Therefore, by (4.18) we obtain

$$
w(s) \leq 0 \text { for } \text { a.e. } s \in\left[0, \omega_{N} / k^{N / 2}\right]
$$

that is

$$
\begin{equation*}
u^{*}(s) \leq v^{*}(s) \quad \forall s \in\left[0, \omega_{N} / k^{N / 2}\right] \tag{4.19}
\end{equation*}
$$

By (4.17) and (4.19) we deduce that for all $s \in\left[\omega_{N} / k^{N / 2},|\Omega|\right]$

$$
\begin{aligned}
\int_{0}^{s} u^{*} d \sigma & =\int_{0}^{\omega_{N} / k^{N / 2}} u^{*} d \sigma+\int_{\omega_{N} / k^{N / 2}}^{s} u^{*} d \sigma \\
& \leq \int_{0}^{\omega_{N} / k^{N / 2}} v^{*} d \sigma+\int_{\omega_{N} / k^{N / 2}}^{s} v^{*} d \sigma \\
& =\int_{0}^{s} v^{*} d \sigma
\end{aligned}
$$

In conclusion we find that inequality

$$
\begin{equation*}
\int_{0}^{s} u^{*} d \sigma \leq \int_{0}^{s} v^{*} d \sigma \tag{4.20}
\end{equation*}
$$

holds for all $s \in[0,|\Omega|]$.
We finally prove that the condition (4.12) is true: in fact, if $W\left(\omega_{N} / k^{N / 2}\right)>0$, we notice that $W^{\prime}\left(\omega_{N} / k^{N / 2}\right)=0$, hence there would exist an interval $\left[a^{\prime}, b^{\prime}\right] \subseteq\left[0, \omega_{N} / k^{N / 2}\right]$ such that $W\left(a^{\prime}\right)=W^{\prime}\left(b^{\prime}\right)=0$ e $W>0$ in ( $a^{\prime}, b^{\prime}$ ], so the same arguments used in the case $[a, b] \subseteq$ $\left[0, \omega_{N} / k^{N / 2}\right]$ can be applied.

Proof. of lemma 2. The main tool we used in the proof of lemma 1 was essentially the Hardy inequality, which allows us to get a contradiction if $\lambda<\lambda_{N}$. In the critical case $\lambda=\lambda_{N}$ the appropriate tool is the improved Hardy inequality, which in one dimension reads as follows: for any $1 \leq q<2$ there exists a constant $C=C(q, \Omega)>0$ such that

$$
\begin{gather*}
\int_{0}^{|\Omega|}\left[\left(\frac{s}{\omega_{N}}\right)^{2 / N} V^{\prime 2}(s) d s-\lambda_{N} \frac{V^{2}(s)}{p(s)}\right] d s  \tag{4.21}\\
\geq C\left(\int_{0}^{|\Omega|}\left(\frac{s}{\omega_{N}}\right)^{2 / N}\left|V^{\prime}(s)\right|^{q} d s\right)^{2 / q},
\end{gather*}
$$

holds for all $\quad V \in H^{1}(0,|\Omega|), V(0)=0$. Proceeding as in the proof of lemma 1 , we get the following integro-differential inequality

$$
\begin{equation*}
-w^{\prime}(s)+\frac{\lambda_{N}}{p(s)} \int_{0}^{s}\left[k-\left(\frac{\omega_{N}}{\sigma}\right)^{2 / N}\right] w(\sigma) d \sigma \leq 0 . \tag{4.22}
\end{equation*}
$$

Once obtained (4.22), the proof follows the same steps we used in the proof of lemma 1 . For this reason, we only discuss, without going into details, the case $k=0$, in order to explain where (4.21) is used. As in the proof of lemma 1 , set

$$
W(s):=\int_{0}^{s}\left(\frac{\omega_{N}}{\sigma}\right)^{2 / N} w(\sigma) d \sigma,
$$

and assume

$$
W^{+} \not \equiv 0 .
$$

By (4.22) we get

$$
\int_{W>0}\left(\frac{s}{\omega_{N}}\right)^{2 / N}\left(W^{\prime}\right)^{2}(s) d s-\lambda_{N} \int_{W>0} \frac{1}{p(s)} W^{2}(s) d s \leq 0 .
$$

Since $W(0)=0$, using inequality (4.21) we find

$$
\left(\int_{0}^{|\Omega|}\left(\frac{s}{\omega_{N}}\right)^{2 / N}\left|\left(W^{+}\right)^{\prime}(s)\right|^{q} d s\right)^{2 / q} \leq 0
$$

hence $\left(W^{+}\right)^{\prime}=0$, which gives the contradiction $W^{+} \equiv 0$.
Once proved that $W(s) \leq 0$ for all $s \in[0,|\Omega|]$, we conclude as in the proof of lemma 1 that

$$
u^{*}(s) \leq v^{*}(s), \quad \forall s \in[0,|\Omega|] .
$$

### 4.2. Proofs of theorem 1 and theorem 2 by time discretization scheme.

Now we prove theorem 1 and 2 by making use of the implicit time discretization scheme. In order to do that, we divide the interval $[0, T]$ by a decomposition $0=t_{0}<t_{1}<\ldots<t_{n}=T$ of lenght

$$
t_{r+1}-t_{r}=\frac{T}{n}, \quad \forall r=0, \ldots, n-1
$$

We approximate the solutions $u$ and $v$ of problems (1.6) and (1.10) by the sequences

$$
\begin{array}{ll}
u_{n}(x, t):=u^{(r)}(x, t) & x \in \Omega, \quad t \in\left[\frac{(r-1) T}{n}, \frac{r T}{n}\right] \\
v_{n}(x, t):=v^{(r)}(x, t) & x \in \Omega^{\#}, \quad t \in\left[\frac{(r-1) T}{n}, \frac{r T}{n}\right],
\end{array}
$$

where $u^{(r)}$ is the solution of

$$
\begin{align*}
& \begin{cases}\left(u^{(r)}-u^{(r-1)}\right) \frac{n}{T}-\left(a_{i j}^{(r)}(x) u_{x_{i}}^{(r)}\right)_{x_{j}}+c u^{(r)}=f^{(r)} & \text { in } \Omega \\
u^{(r)}=0 & \text { on } \partial \Omega,\end{cases}  \tag{4.23}\\
& a_{i j}^{(r)}(x):= \begin{cases}\frac{n}{T} \int_{\frac{(r-1) T}{n}}^{\frac{r T}{n}} a_{i j}(x, t) d t, & \text { if } \lambda<\lambda_{N}, \\
a_{i j}(x), & \text { if } \lambda=\lambda_{N},\end{cases} \\
& f^{(r)}(x):=\frac{n}{T} \int_{\frac{(r-1) T}{n}}^{\frac{r T}{n}} f(x, t) d t
\end{align*}
$$

for any $r=1, \ldots, n$ and $u^{(0)}:=u_{0}$, while $v^{(r)}$ is the solution of the symmetrized problem with

$$
\begin{cases}\left(v^{(r)}-v^{(r-1)}\right) \frac{n}{T}-\Delta v^{(r)}-\frac{\lambda}{|x|^{2}} v^{(r)}=f^{(r) \#} & \text { in } \Omega^{\#}  \tag{4.24}\\ v^{(r)}=0 & \text { on } \partial \Omega^{\#},\end{cases}
$$

where $v^{(0)}:=u_{0}^{\#}$. We prove by induction that

$$
\begin{equation*}
\int_{0}^{s} u^{(r) *} d \sigma \leq \int_{0}^{s} v^{(r) *} d \sigma \quad \forall s \in[0,|\Omega|] . \tag{4.25}
\end{equation*}
$$

Rewrite problem (4.23) as

$$
\begin{cases}-\left(a_{i j}^{(r)}(x) u_{x_{i}}^{(r)}\right)_{x_{j}}+\left[\lambda k_{n}+c(x)\right] u^{(r)}=f^{(r)}+\frac{n}{T} u^{(r-1)} & \text { in } \Omega  \tag{4.26}\\ u^{(k)}=0 & \text { on } \partial \Omega\end{cases}
$$

where $k_{n}=(n /(\lambda T))$. For $r=1$ we have the problem

$$
\begin{cases}-\left(a_{i j}^{(1)}(x) u_{x_{i}}^{(1)}\right)_{x_{j}}+\left[\lambda k_{1}+c(x)\right] u^{(1)}=f^{(1)}+\frac{n}{T} u_{0} & \text { in } \Omega  \tag{4.27}\\ u^{(1)}=0 & \text { on } \partial \Omega\end{cases}
$$

observe that

$$
\int_{0}^{s}\left(f^{(1)}+\frac{n}{T} u_{0}\right)^{*} d \sigma \leq \int_{0}^{s}\left(f^{(1) *}+\frac{n}{T} u_{0}^{*}\right) d \sigma
$$

while

$$
\int_{0}^{s}\left(f^{(1) \#}+\frac{n}{T} u_{0}^{\#}\right)^{*} d \sigma=\int_{0}^{s}\left(f^{(1) *}+\frac{n}{T} u_{0}^{*}\right) d \sigma
$$

therefore, by lemma 1 and lemma 2 we can compare the solution $u^{(1)}$ of problem (4.27) with the solution $v^{(1)}$ of the radial problem

$$
\begin{cases}-\Delta v^{(1)}+\lambda\left[k_{1}-\frac{1}{|x|^{2}}\right] v^{(1)}=f^{(1) \#}+\frac{n}{T} u_{0}^{\#} & \text { in } \Omega^{\#} \\ v^{(1)}=0 & \text { on } \partial \Omega^{\#}\end{cases}
$$

that is problem (4.24) for $r=1$. Namely, we get the estimate

$$
\int_{0}^{s} u^{(1) *} d \sigma \leq \int_{0}^{s} v^{(1) *} d \sigma, \forall s \in[0,|\Omega|]
$$

Then, if we suppose $u^{(r-1)} \prec v^{(r-1)}$, that is

$$
\int_{0}^{s} u^{(r-1) *} d \sigma \leq \int_{0}^{s} v^{(r-1) *} d \sigma
$$

we have

$$
\int_{0}^{s}\left(f^{(r)}+\frac{n}{T} u^{(r-1)}\right)^{*} d \sigma \leq \int_{0}^{s}\left(f^{(r) \#}+\frac{n}{T} v^{(r-1)}\right)^{*} d \sigma
$$

hence applying again lemma 1 and 2 it follows that

$$
\int_{0}^{s} u^{(r) *} d \sigma \leq \int_{0}^{s} v^{(r) *} d \sigma \quad \forall s \in[0,|\Omega|]
$$

Finally the conclusion follows letting $n$ goes to infinity.

## REFERENCES

[1] A. Alvino - P. L. Lions - G. Trombetti, Comparison results for elliptic and parabolic equations via Schwarz symmetrization, Ann. Inst. Henri Poincarè, (2) 7 (1990), pp. 37-65.
[2] A. Alvino - S. Matarasso - G. Trombetti, Variational inequalities and rearrangements, Rend. Mat. Acc. Lincei, s. 9, 3 (1992), pp. 271-285.
[3] A. Alvino - S. Matarasso - G. Trombetti, Elliptic boundary value problems: comparison results via symmetrization, Ric. Mat., (2) 51 (2002), pp. 341-356.
[4] A. Alvino - R. Volpicelli - B. Volzone, Sharp estimates for solutions of parabolic equations with a lower order term, to appear on "Journal of Applied Functional Analysis", 2005.
[5] A. Alvino - R. Volpicelli - B. Volzone, Comparison results for solutions of parabolic equations with a zero order term, to appear on "Le Matematiche" di Catania, 2005.
[6] J. P. Aubin, Un théorème de compacité, C. R. Acad. Sci., 256 (1963), pp. 5042-5044.
[7] C. Bandle, On symmetrizations in parabolic equations, J. Anal. Math., 30 (1976), pp. 98-112.
[8] C. Bandle, Isoperimetric Inequalities and Applications, Monographs and Studies in Math., N. 7, Pitman, London, 1980.
[9] P. Baras - J. A. Goldstein, The heat equation with a singular potential, Trans. Amer. Math. Soc., 284 (1984), pp. 121-139.
[10] A. Bensoussan - J. L. Lions, Applications des inéquations variationnelles en contrôle stochastique, Dunod, Collection "Méthodes Mathématiques de l'Informatique", 1978.
[11] L. Boccardo - F. Murat, Almost everywhere convergence of the gradients of solutions to elliptic and parabolic equations, Nonlin. Anal. T.M.A., (6) 19 (1992), pp. 581-597.
[12] X. Cabré - Y. Martel, Existence versus instantaneous blow-up for linear heat equations with singular potentials, C. R. Acad. Sci. Paris Ser. I Math., (11) 329 (1999), pp. 973-978.
[13] L. C. Evans, Partial Differential Equations, Graduate Studies in Mathematics Vol. 19, A.M.S., 1998.
[14] J. García Azorero - I. Peral Alonso, Hardy Inequalities and some critical elliptic and parabolic problems, J. Diff. Eq. (2) 144 (1998), pp. 441-476.
[15] G. H. Hardy - J. E. Littlewood - G. Polya, Inequalities, Cambridge University Press, 1964.
[16] B. Kawhol, Rearrangements and convexity of level sets in PDE, Lecture Notes in Math., N. 1150, Springer-Verlag, Berlin-New York, 1985.
[17] J. Mossino, Inégalités isopérimétriques et applications en physique, Collection Travaux en Cours, Hermann, Paris, 1984.
[18] J. Mossino - J.M. Rakotoson, Isoperimetric inequalities in parabolic equations, Ann. Scuola Norm. Sup. Pisa, 13 (1986), pp. 51-73.
[19] M. Reed - B. Simon, Methods of Modern Mathematical Physics, Vol. II, Academic Press, New York, 1979.
[20] J. Simon, Compact Sets in the Space $L^{p}(0, T ; B)$,, Ann. Mat. Pura Appl., (4) 146 (1987), pp. 65-96.
[21] G. Talenti, Linear Elliptic P.D.E.'s: Level Sets, Rearrangements and a priori Estimates of Solutions, Boll. U.M.I., (6) 4-B (1985), pp. 917-949.
[22] G. Talenti, Rearrangements of functions and partial differential equations Nonlinear diffusion problems, (Montecatini Terme, 1985), pp. 153-178, Lect. Notes in Math., 1224, Springer, Berlin-New York, 1986.
[23] J. L. Vázquez, Symmetrization for $u_{t}=\Delta \varphi(u)$ and applications (French), C. R. Acad. Sci. Paris, Série I, (2) 295 (1982), pp. 71-74.
[24] J. L. Vázquez - E. Zuazua, The Hardy Inequality and the Asymptotic Behaviour of the Heat Equation with an Inverse-Square Potential, Journal of Functional Analysis, 173 (2000), pp. 103-153.
[25] J. L. Vázquez, Symmetrization and Mass Comparison for Degenerate Nonlinear Parabolic and related Elliptic Equations, Advanced Nonlinear Studies, 5 (2005), pp. 87-131.
[26] R. Volpicelli, Comparison results for solutions of parabolic equations, Ric. Mat. (1) XLII (1993), pp. 179-192.
"Renato Caccioppoli"
Università degli studi di Napoli "Federico II"
Complesso Monte S. Angelo
Via Cintia 80126 NAPOLI - ITALY
e-mails: roberta.volpicelli@dma.unina.it
e-mails: bruno.volzone@dma.unina.it


[^0]:    Entrato in redazione il Entrato in redazione il 20 Ottobre 2007. 2000 Mathematics Subject Classification: 35B45, 35K15, 35K20.
    Key words and phrases: Rearrangements, Comparison results, Schwarz symmetrization, Parabolic equations.

