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1. Introduction. We use comparison techniques to obtain sharp 
error bounds for approximate solutions of the linear hyperbolic partial 
differential equation 

e(Uxx - Utt) + A(x, t, e)Ux - B(x, t, e)Ut 

- C(x,t,e)U= - F ( x , M ) 

for small values of the positive parameter e, subject to various initial 
and/or boundary conditions of interest. The functions A, B, C and F 
are assumed to be given continuous functions of the three real variables 
x, t and e for all small nonnegative values of e and for all points (%, t) in 
a suitable domain D contained in the (x, t)-plane. In addition, the 
functions A and B are assumed to be differentiable with respect to x 
and t, and the resulting partial derivatives A .̂, At, Bx, and Bt are as
sumed to be bounded on (compact subsets of) D, uniformly for all 
small nonnegative values of e. The domain D varies from problem to 
problem depending on the type of boundary and/or initial conditions 
employed. 

The equation (1.1) represents a mathematical model for certain 
overdamped vibration problems such as the motion of a vibrating 
string imbedded in a highly viscous medium, the propagation of radia
tion or gas through a highly absorbing medium, and the propagation 
of electrical signals along a conducting wire of large resistance or loss. 
For example, the Heaviside telegraph equation can be written in the 
form (1.1) with 

€ = Vtel(gr), A = 0, B = (dg) + (£/r), 

and C = V£c, 

where the constants £, c, g and r are the usual coefficients of induc
tance, capacitance, loss, and resistance, and where in this case the 
original (physical) time variable r has been replaced with t = TIV&C. 

In all of these applications the parameter e can be taken to be in
versely proportional to some suitable coefficient of damping, re
sistance, absorption, or loss, and the following inequalities always 
hold, 

*The work of the first author was done in partial fulfillment of the requirements 
for the degree of Doctor of Philosophy at the University of California at San Diego. 

Copyright © 1976 Rocky Mountain Mathematics Consortium 

731 



732 M . B. WEINSTEIN AND D. R. SMITH 

B(x,t,e)2- A(x,*,e)2 

(1.3) ^ 2 e [ 2 C ( x , M ) + A,(x,t,€) 

+ Bx(x, t,e)- At(x, t, e) - Be(x, *, «)] 

and 

B(x, £ , € ) 2 - A(x, M ) 2 

(1.4) è 2e [2C(x, t, e) -h A,(x, t, e) 

- Bx(x, t, €) + A,(x, t, €) - Bt(x, t, €)] 

for ail points (x, £) in D and for all sufficiently small nonnegative 
values of e. From a physical standpoint the conditions (1.3) and (1.4) 
guarantee that the equation (1.1) is overdamped, whereas from a mathe
matical standpoint these conditions imply that the two Laplace in
variants of (1.1) are nonnegative (see Smith and Weinstein [4] ). We 
shall assume that the conditions (1.3) and (1.4) hold (for small e). For 
the telegraph equation it follows with (1.2) that these conditions hold 
for all nonnegative values of €, not just for small values. 

We also assume that the coefficient B of the differential equation is 
positive and dominates the coefficient A in the sense that there hold 

(1.5) B(x , t ,€ )^ |A(x , t ,€ ) | 

and 

(1.6) B(x, t9e)^K>0 

for some suitable positive constant K (which may depend on e). The 
condition (1.5) is a stability condition (for t —> oo or € —» 0), whereas 
the condition (1.6) serves to rule out certain "turning point" behavior. 
The conditions (1.5) and (1.6) actually hold in the usual applications 
mentioned above. 

In § 2 we study the Cauchy problem for (1.1), and in § 3 we study a 
one-point boundary-initial value problem which has application in 
various signaling and radiation problems. In both sections we show 
how to use elementary comparison techniques to study the validity of 
asymptotic approximations to the solutions for small e. 

2. A Singularly Perturbed Cauchy Problem. In this section we study 
equation (1.1) for small e subject to specified Cauchy data given along 
a specified segment of the initial line t = 0. We take this initial seg
ment to be given as 

(2.1) T = {(x, t) : t = 0, x0 < x < xx} 

for arbitrary given numbers x0 and xx (x0 < xx), and we let D be the 
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region of exclusive influence of T in the upper half-plane for (1.1) with 

(2.2) D = {(x, t) : x0 < x0 + t < x < xl - t < xx}. 

Either or both of x0 and xx may be finite or infinite, provided that x0 < 
x1? and provided also that D is interpreted as being the appropriate 
unbounded region in the upper half-plane if x0 or xY is infinite. 

Along with the equation (1.1) we impose on the solution function 
U(x, t, e ) the initial conditions 

L/(x,0,£)= G(x,e), 
(2.3) 

Ut(x, 0, e) = H(x, e) for x0 ^ x ^ x1? 

where G and H are given continuous functions of x and e for all x0 < x 
< Xi and for all small nonnegative values of e, with G of class C2 and 
H of class C1 with respect to x. [These regularity conditions can be 
weakened in a study of weak solutions.] 

The problem (1.1), (2.3) can be solved explicitly in terms of an ap
propriate Volterra resolvent kernel (see, for example, Smith and Wein
stein [4] ), and the resulting solution function can be studied directly 
as e —»0. This approach is particularly feasible in the special case in 
which the given coefficients A, B and C are constants since in that case 
the Volterra resolvent kernel can be given in terms of elementary 
functions such as the exponential function and certain Bessel functions. 
Integral transform techniques can also be conveniently used to study 
the solution function as e —» 0 in the constant coefficient case (cf. 
Whitham [6] ). 

An alternative approach is to use direct perturbation techniques 
such as matching techniques or multivariable techniques to obtain a 
suitable approximation to the solution for small values of e. The use of 
matching techniques is illustrated for a special, constant coefficient 
problem of the type (1.1), (2.3) by Cole [1, pp. 133-136] without proof, 
while the multivariable approach is illustrated by Smith [3], where a 
Gronwall type argument is used in the proof. 

In all of these approaches one seeks a suitable, easily interprétable 
function V = V(x, t, e) which is expected to provide a suitable approxi
mation to the exact solution U for small values of e. The function V is 
always chosen so as to satisfy (1.1) and (2.3) approximately, with 

€ ( V „ - Vtt) + AVX- BVt- CV= -F(x ,* ,€) + 8F(x,*,€), 
(2.4) 

for (x, t) in D, 

and 
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V(x,0,e) = G(x,e) - 6G(x,e), 
(2.5) 

Vt(x,0,e)= H(x,e)- 8H(x,e) for x0 < x < xl9 

for suitable functions 8 F, ôG, and 8H which are known to be small for 
small € . In order to verify the validity of any such expected approxi
mation, one must obtain a suitable estimate for the error term E = 
E(x, t, e), where E is defined as the difference of the exact solution and 
the proposed approximate solution, 

(2.6) E(x, t,€)= U(x, t,e)- V(x, t, e), 

and where it then follows from (1.1), (2.3), (2.4), (2.5), and (2.6) that E 
is a solution of the related Cauchy problem 

e(Exx — Ett) + A(x, t,e)Ex — B(x, t,e)Et — C(x, t,e)E 

= -8F(x, t, e) for (x,t) in D, 

and 

E(x ,0 ,e )= 6G(x,e), 
(2.8) 

Et(x, 0, e) = 8H(x, e) for x0 < x < x^ 

Hence one is led to seek a suitable estimate for E directly from (2.7) 
and (2.8) in terms of the known quantities 8F,8G, and 8H. For ex
ample, one often has estimates of the following type which are known 
to hold for OF, 8G, and 8H as a consequence of the method of con
struction of V, 

(2.9) 8 F(x, t,e) = 0(c) uniformly for (x, t) in D, 

and 

8G(x,e) = 0(e"), d[8G(x,e)]/dx = 0(e""1), and 
(2.10) 

8H(x,e) = 0(€'_1) uniformly for x0 < x < x1? 

for some suitable, given positive number v, and one then wishes to 
prove that E satisfies some suitable corresponding estimate such as 

E(x, t, e) = 0(€"), Ex(x, t, e) = 0(e"~1), and 
(2.11) 

Et(x, t,e) = 0(e'_1) uniformly on D 

as € —> 0. We shall use the following differential inequality to obtain 
quantitative, sharp estimates of this type which are best possible. 

THEOREM 2.1. Let U(x, t, e) satisfy the equation (1.1) in the region D 
of (2.2), and assume that the conditions (1.3), (1.4), and (1.5) hold in D. 
Furthermore assume that the parameter e is positive and that the 
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forcing term F is nonnegative in D, and assume that the initial data 
satisfy the conditions [ / i O and \UX\ ^ Ut for t = 0, x0 ^ x ^ xx. 
Then everywhere in D there hold U^O and \UX + (Al/)/(2e)|^ Ut + 
(BC7)/(2e). [These same conclusions hold in D without the condition 
(1.5) if the initial data satisfy the modified conditions U^ 0 and | Ux + 
(AC7)/(2e)| ^ Ut + (BU)l(2e)for t = 0, x0 g x g x1#] 

PROOF. We transform the independent variables from x, t to r = £ + 
x, 5 = £ — x, and then the function u(r, s) = u(r, s, c) defined as u(r, s) 
= U((r — s)/2, (r + s)l2,e) is seen to satisfy the conditions of Theorem 
3.1 of Smith and Weinstein [4]. The stated results then follow directly 
from this referenced Theorem 3.1. We omit the details. 

Protter and Weinberger [2; pp. 195-207] have used different 
methods to obtain certain related, though different, results for the 
Cauchy problem which only yield an inequality for U. The fact that 
our Theorem 2.1 yields inequalities for both U and the first derivatives 
of U enables us to obtain the following estimates for the solution E of 
the Cauchy problem (2.7), (2.8). 

THEOREM 2.2. Let E(x, t,e) satisfy (2.7) and (2.8), and assume that 
(1.3), (1.4), (1.5), and (1.6) hold in D. Then E satisfies the inequalities 

\E(x9t,e)\^ W(t,e)and 
(2.12) 

| E x M , € ) | , | E f M , e ) | â W'(t,e) + ± B(x, t,e)W(t9e) 

everywhere in D, where W'(t, e) = dW(t, e)ldt and 

W(i,e) = 

= II8GII Pi*P'»-P*«Pl* 

+ *(||(8G)X||+ \\6H 

Pi - P2 
ePltle _ ep0Jk 

(2.13) 

with 

Pi - P2 

Jo \ Pl-P2 I 

(2.14) p i = (_ K + V/c2 + 46||C|| )/2 

and 
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p2 = (-K - V K 2 + 4€||C|| )/2, 

where \\C\\ denotes a positive upper bound on the absolute value of C 
in D, and 

| |8G| |= max |6G(x,€)|, 
x o = x — x i 

||(8G)X||= max \d(8G(x,e))ldx\, 

\\8H\\= max |8ff(x,€)|, and 
xQ=x=xl 

| |SF | | r = max \8F(X,T,C)\. 

(2.15) 

PROOF. The function W(t) given by (2.13) is the unique solution of 
the initial value problem 

eW" +KW - \\C\\W= | |8F| | tforO< t < (xl - x0)/2, 
( 2 ' 1 6 ) W(0) = \\8G\\, W'(0) = ||(8G)X|| + ||8H||, 

and W is easily seen to satisfy the inequalities 

(2.17) W(t) ^ 0 and W'(t) ^ 0 for 0 g t < (xY - x0)/2. 

If we put t/ = - E + W and use (2.7), (2.8), (2.16), (2.17), (1.3), (1.4), 
(1.5) and (1.6), we find that U satisfies the conditions of Theorem 2.1 
with F = -8F + \\8F\\t + (B - K)W + (||C|| + C)W^ 0, from 
which we find the results 

E(x9t,e)^ W(t,e) and 
(2.18) 

\-Ex + A(-E + W)/(2e)| g - E t + W + B ( - E + W)/(2e) 

everywhere in D. Similarly, if we put £7 = + £ + W, we find that this 
function E + W also satisfies the conditions of Theorem 2.1 (with F = 
+ 8F + ||8F||, + (B - ic)W + (||C|| + C ) W ^ 0), from which we con
clude the results 

-E(x,t,c)^ W(£,e)and 
(2.19) 

\EX + A(E + W)/(2e)| ^ E, -h W 4- B(E + W)/(2E) 

everywhere in D. The stated results of Theorem 2.2 now follow from 
(2.18), (2.19), (1.5), and the triangle inequality. We omit the details. 

Since pje = (||C||/#c) + 0(e) while p2 is negative, one sees that 
Theorem 2.2 yields directly the desired uniform estimates (2.11) when
ever (2.9) and (2.10) hold, provided that K can be taken to be constant 
as e —» 0. 



COMPARISON TECHNIQUES 737 

Theorem 2.2 makes no distinction between the cases C(ac, £,€)§£ 0 
and C(x, t, e) = 0. The case C ^ 0 is important in vibration problems, 
and in this case we can obtain the following improved result. 

THEOREM 2.3. Let the function C which appears in (2.7) be non-
negative in D, let E satisfy (2.7) and (2.8), and assume that (1.3), (1.4), 
(1.5), and (1.6) hold in D. Then E satisfies the inequalities (2.12) 
everywhere in D where now W is given in this case as 

W(t,e) = ||SG|| + e(\\(8G)x\\ + ||8H||) 1-^K"t 

(2.20) 
ft 1 — p-*(.t-r)le 

+ I —^ 8F Tdr 
JO K » » 

where ||8G||, ||(8G)X||, ||8H||, and ||8 F ||T are again given by (2.15). 

PROOF. The function W(t) given by (2.20) is the unique solution of 
the initial value problem 

eW" + KW = | |8F| | fforO< t< (x{ - xôjfr, 

W(0)= | |8G| | ,W'(0)= | | (8G) X | |+ | |8H| | , 

and again one sees that W satisfies (2.17). The remaining proof follows 
along the lines of the previous proof of Theorem 2.2, and we omit the 
details. 

If we consider the Cauchy problem (2.7), (2.8) in the entire upper 
half-plane with x0 = — °°, xY = +-oo, and D = {(x, t) :t^ 0}, and if 
the data functions dG, 8H, and 8 F are all globally bounded along with 
(8G)Xi then Theorem 2.3 leads directly to the estimate 

|E(x, t,e)\^ \\ÔG\\ + e(\\(8G)x\\ + ||ÔH||)/K 
(2.21) 

+ fo \\SF\\TdrlK 

uniformly in the upper half-plane, with related estimates for Ex and Et. 
(In this case the weaker estimates of Theorem 2.2 would permit E to 
grow exponentially with increasing t) 

Finally, if C is uniformly positive with C(x, t, e) = X > 0 everywhere 
in the upper half-plane for some positive constant X, then the bound 
(2.21) can be further improved as 

(2.22) \E(x, t,c)m ||8G|| + e(||(8G)x|| + \\ÔH\\)IK + |||8F|||/X 

uniformly in the upper half-plane, with related bounds for Ex and Et, 
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where | | |F | | | = supT^0||8F||T = supt^0_O0<x<oo\òF(x,t,€)\. The in
equality (2.22) provides a global bound on E, whereas (2.21) still per
mits E to grow linearly with increasing t. The proof of (2.22) makes 
use of the functions Ux= - E + W + | ||S F |||/A and U2 = + E + W + 
|||8 F HI/A where W(f) is the solution of the problem eW" + KW = 0 
for £ > 0 , W(0)= ||8G||, W'(0) = ||(8G)X|| + ||8H||. One can show 
easily that both Ul and C/2 satisfy the conditions of Theorem 2.1, and 
the estimate (2.22) follows directly. We omit details. 

From (2.22) we obtain in this case the global estimate |E(x, t,e)\ = 
0(6'), uniformly in the upper half-plane whenever there hold the uni
form estimates 8F = 0(e"), 8G = 0(e"), (8G)X = 0(e"-1), and 8H = 
0(e'_1). These results, as well as those of Theorem 2.3, represent im
provements over the results obtained in Smith [3] with the use of the 
Gronwall argument. 

The estimates (2.12), (2.13), (2.20), (2.21), and (2.22) are all sharp in 
their various cases, as is seen by simple (constant coefficient) examples. 

The present approach based on the comparison result of Theorem 
2.1 also handles easily certain overdamped linear hyperbolic equa
tions which involve several small parameters, as occurs in the Heavi-
side equation if, for example, both the loss and the resistance are large 
(see (1.2)). We omit these details here. [For an indication of these 
results see Weinstein and Smith [5] where such results are discussed 
for ordinary differential equations.] 

3. A Singularly Perturbed Signaling Problem. In this section we 
extend the results of § 2 to the signaling problem for equation (1.1) in 
the region 

(3.1) D = {(x, i) : 0 ^ x < xl9 0 ^ t < Xi - x}, 

where xx is an arbitrary given nonnegative number which may be 
finite or infinite. |If xl = + oo , then D is the entire first quadrant in 
the (x, £)-plane.] Along with the differential equation (1.1) we impose 
on U(x, t, e) the initial conditions 

U(x, 0, e) = G(x, 6), Ut(x, 0, e) = tf(x, e) for 0 g x ^ xl5 

and the boundary condition 

C7(0,*,€)= K(£,£) for0^ t^xu 

where G, FT, and K are given smooth functions of their arguments. 
We assume that we have a proposed approximate solution V which 

satisfies the equation (2.4) in D, the initial conditions (2.5) for 0 ^§ x S 
x1? and the boundary condition 

V(0,*,e)= K(t,e)- 8K(t,e)for0^t^xl 
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for suitable functions 8F, 8G, 8H, and 8K, and we then seek a suitable 
estimate on the error term E defined by (2.6). [The actual construc
tion of a suitable approximate solution V is given in the constant 
coefficient case in unpublished work of M. B. Weinstein. If the co
efficient A is nonzero, then only ordinary boundary layers appear in 
the first approximation, while if A is zero, then both ordinary and 
parabolic boundary layers appear.] 

The error term E satisfies equation (2.7) in D and it satisfies the 
initial conditions 

(3.2) E(x, 0, c) = 8G(x, c), Et(x, 0, e) = 8H(x, e) for 0 g x g xl 

and the boundary condition 

(3.3) E(0, t, e) = 8K(t, e){or0^texl. 

In the following estimates it will be convenient to write D = D{ U 
D2 with 

Dl = {(*, t):0^t^x<xi9t+ x<xx}, 
(3.4) 

D2 = {(*, *) : 0 g x g f < * ! , * + x < * ! } . 

The following Theorem 3.1 will be used along with Theorem 2.1 to ob
tain estimates for E. 

THEOREM 3.1. Let U(x, t,e) satisfy the equation (1.1) in the region 
D2 of (3.4), and assume that the conditions (1.3), (1.4), and (1.5) hold 
in D2. Furthermore assume that the parameter e is positive and that 
the forcing term F is nonnegative in D2, and assume that U satisfies 
the conditions [ / § 0 for x = 0, 0 â K x b and UX + Ut + 
( A + B)C7/(2e)^0 for 0 g f = x < x 1 / 2 . Then C/^ 0 and Ux + 
C/f + (A + B)UI(2e) ^ 0 everywhere in D2. If in addition U satisfies 
the condition - (7X + C7t + ( - A + B)UI(2e) ^ 0/or x = 0, 0 ^ £ < x1? 

^nen afeo | C/x -I- (AC7)/(2c)| S l / f + (BC/)/(2e) everywhere in D2. 

PROOF. The stated results follow from Theorem 4.3 of Smith and 
Weinstein [4] upon transforming the independent variables to r = 
t + x,s = t — x. We omit the details. 

We now have the following estimates for E. 

THEOREM 3.2. Let E satisfy (2.7) in the region D — DY U D2 of 
(3.1) and (3.4), let E satisfy the initial and boundary conditions of (3.2) 
and (3.3), and assume that (1.3), (1.4), (1.5) and (1.6) /ioM in D. 77i£n 
E satisfies the inequalities (2.12) everywhere in Dx with W given by 
(2.13), (2.14), and (2.15) (u?i£h x0 = 0), while in D2 there hold 
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\E(x,t,e)\^ W1(t,€)and 
(3.5) 

\Ex(x,t,€) + Et(x,t,e)\ ^ W2 '(*,«) + ^ B f r f ^ W ^ c ) , 

wJiere Wj = W -h OiWtó / i Wgiüen fot/ (2.13) and 

xpYepék -p2ePitk 

(3.6) ô l w ( f , € ) = ||8K|P 
Pi - P2 

tDif/i pi and p2 git>en fot/ (2.14), and \\òK\\ = maxo^<Xl|8K(M)l- Fi
nally, in D2 there also hold 

\Ex(x,t,c)\, \Et(x,t,e)\ 

(3.7) ^ W 2 ' ( * , € ) + iß(x,*,€)W2(*,€) 

u;/iere W2 = W + ÔiW -h 82Wu;fe/i 

fi2W(t,e) = 26 | |«K'|| e
p i - ; 2 - + 

(3.8) + [(4/*)(max B(0, ^ » W ^ x . ) + 2K | | 8K ' | | / | |C | | ] 

p^M* - p2é?pif/€ 

Pi ~ P2 

u; t^ ||8K'|| = maxosfSXl|d(8K(f,€))/d*|. 

PROOF. The inequalities (2.12) in Dx follow directly from Theorem 
2.2. To obtain (3.5) in D2 we first observe that the function Wx is the 
solution of the initial value problem (compare with (2.16)) 

e W / ' + /cW/ - HCflW^ | |8F| | fforO< t < xx, 
( 3 . 9 ) ^ ( 0 ) = ||8G|| 4- ||8K||, W/ (0 ) = ||(8G)X|| + \\6H\\, 

with Wi(*) è 0 and Wi '(*) ^ 0 for 0 ^ t < xv 

We now put U = — E + Wx and find that U satisfies the conditions 
of Theorem 2.1 in D1? from which we conclude that \UX + (A(7)/(2e)| ^ 
C/f H- (BU)l(2e) holds in D^ This implies in particular the result 

(3.10) Ux + 17, + (A + B)UI(2E) ^ 0, for 0 g t = x < xL/2. 

Moreover, with (3.3) we also find C7(0, e,c) = - £ ( 0 , t,e) + W(*,e) + 
S i W ^ e ) ^ -ÔK(t,e) + 8iW(0,c) since W is nonnegative and 8iW is 
monotonie increasing, and then (3.6) leads to the result (7(0, t, e) = 
- 8 K ( f , € ) + | | 8 K | | ^ 0 for 0 ^ t < xY. This last result along with 
(3.10) and (the first part of) Theorem 3.1 now give the inequalities 
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U ^ 0 and Ux + U, + (A + B)C7/(2e) è 0 everywhere in D2) or 

E ^ Wj and 
(3.11) 

Ex + Et + (A + B)E/(2e) S W , ' + ( A + B)Wi/(2e) 

in D2. Similarly, if we put E7 = + E + W{, we find 

-EëWl and 

- [Ex+ Et+ (A + B)E/(2e)] g W , ' + ( A + B W f f c ) 

in D2, and these results with (3.11) imply 

| E ( x ^ ? 6 ) | g W 1 ( ^ € ) a n d 

\EX + Et+ (A + B(E/(2e)| g Wx ' + (A + B)Wy(2€) 

in D2. The stated result (3.5) then follows from (3.12), (1.5), and the 
triangle inequality. 

Finally, to prove the remaining result (3.7) in D2, we put U = 
-E + W2 and find as above (for - E + WJ that - E + W2 = U 
satisfies the conditions of the first part of Theorem 3.1. Moreover, for 
x = 0 and 0 ^ t ^ xu this present function U also satisfies the result 
- Ux + Ut + ( - A + B)(7/(2e) = [Ex + Et + (A + B)E/(2e)] - 2ÔK' 
- (BSK/e) + W 2 ' + ( - A + B)W2/(2e), which with (1.5), (3.6), (3.8), 
(3.12) and the results W2 = Wx + Ô2W, 8 2 W ^ 0, Wx ^ ô x W ^ [|ôK|| 
and Wx(t)^ Wfa) (forOê f g *i), imply [ - Ux + Ut+(-A+ B)UI 
(2e)] ^ 82W(f) - 2||8K'||. Since 8 2 W is an increasing function off, 
we find with (3.8) the desired result [-Ux+ Ut + (-A+ B)UI(2e)] 
è 0 for x = 0, 0 ^ £ ^ xv Hence we can apply the final part of 
Theorem 3.1 to U = - E + W2, and we find Et - Ex + (B - A)EI 
(2e )S W 2 ' -f (B - A)W2/(2e) in D2. Similarly, if we consider the 
function U = + E + W2, we find - Ef + Ex + (B - A)E/(2e) ^ 
W2 ' -f (B — A)W2/(2e), and these last two inequalities along with (1.5) 
and the triangle inequality imply the result | Et — Ex\ â W2 ' + 
(2BW2)/e in D2. The stated result (3.7) then follows from this last re
sult and (3.5). 

In the important case in which C is nonnegative we have the follow- , 
ing improved result which we state without proof. (The proof follows 
the pattern of the proofs of Theorems 2.3 and 3.2.) 

THEOREM 3.3. Let the function C which appears in (2.7) be non-
negative in D, let E satisfy (2.7) in the region D = DY U D2 of (3.1) 
and (3.4), let E satisfy the initial and boundary conditions of (3.2) and 
(3.3), and assume that (1.3), (1.4), (1.5) and (1.6) hold in D. Then E 
satisfies the inequalities (2.12) in DY with W given by (2.20) and (2.15) 
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(with x0 = 0), while in D2 the inequalities (3.5) hold with Wl = 
W+ \\8K\\ = W+max0stSXl\8K(t,e)\. 

If we consider the above signaling problem in the entire first 
quadrant with xx = + °°, and if the functions 8G, 8H, 8K, (8G)X, and 
8 F are globally bounded, then Theorem 3.3 leads directly to the esti
mate (2.21) for 0 ^ t ^ x, and to the related estimate 

|E(x, t , € ) | ê ||8G|| + ||8K|| + €(||(8G)X|| + ||«H||)/ic 

+ f \\8F\\TdrlK,{or0^x^ty 

where \\8F\\T = maxxâ0]ôF(x, r, e)|. 
Finally, if C is uniformly positive in the first quadrant, with C=k 

for some positive constant X > 0, then the bound (2.21) can be im
proved to (2.22) for 0 ^ t ^ x, while the bound (3.13) can be im
proved to 

| E ( x , t , € ) | g | | 8 G | | + ||8K|| + €(||(8G)X|| 

+ ||8H||)/ic+ | | | 8 F | | | / A , f o r 0 g x § £ 

with | | |8F| | | = supx>0)fi>o|8F(x, £,e)|. We omit the proof. [See the 
discussion following (2.22) for the idea of the proof.] 

The estimates of this section are again sharp, as is seen by simple 
(constant coefficient) examples. 

These same comparison techniques can also be used to study the 
two-point initial-boundary value problem, but we omit these results 
here. 
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