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Abs t rac t .  A new and efficient version of the Hough Transform for curve 
detection, the Randomized Hough Transform (RHT), has been recently 
suggested. The RHT selects n pixels from an edge image by random 
sampling to solve n parameters of a curve and then accumulates only 
one cell in a parameter space. In this paper, the RHT is related to other 
recent developments of the Hough Transform by experimental tests in 
line detection. Hough Transform methods are divided into two categories: 
probabilistic and non-probablistic methods. Four novel extensions of the 
RHT are proposed to improve the RHT for complex and noisy images. 
These apply the RHT process to a limited neighborhood of edge pixels. 
Tests with synthetic and real-world images demonstrate the high speed 
and low memory usage of the new extensions, as compared both to the 
basic RHT and other versions of the Hough Transform. 

1 I n t r o d u c t i o n  

The Hough Transform (HT) is a common method to extract global curve seg- 
ments from an image [9]. The main drawbacks of the I-IT are its computational  
complexity and large storage requirements. In recent years, the development to 
alleviate these problems has been rapid in the area. A new kind of approach is 
the set of methods, in this paper called randomized or probabilistic Hough Trans- 
forms, reported, e.g. in [7, 15, 16, 5, 17, 2, 14, 8, 19]. All of them use random 
sampling of the edge points of an input image 4. Moreover, some of them use 
many-to-one or converging mapping from the image space into the parameter  
space, and replace an accumulator array by a list structure. New deterministic 
or non-probabilistic approaches have also been suggested, e.g [13, 1, 10]. 

For more probabilistic and non-probabilistic methods see, e.g. Leaver's com- 
prehensive review [9]. In this paper, comparisons of several Hough Transform al- 

4 For this reason, the term randomized ought to be preferred. The term probabilistic 
is more diffuse, covering also methods that e.g model the accumulator space by sta- 
tistical models. However, for reasons of conformity with current practice, we choose 
to use the terms probabilistic and non-probabiligtic here. 
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gorithms are presented through experimental tests. Earlier comparisons of some 
of the HT methods have been presented in [12, 18, 4]. 

Xu et al. introduced the Randomized Hough Transform (RHT) [15, 16], 
proposing for the first time the novel combination of random sampling, many-to- 
one mapping, and the use of a list structure. The RHT overcomes many problems 
associated with the Standard Hough Transform (SHT) [15, 16]. However, the ba- 
sic RHT may have problems with complex and noisy images. In Section 2, four 
novel extensions of the RHT, called the Dynamic RHT (DRHT), the Random 
Window RHT (RWRHT), the Window RHT (WRHT), and a special version 
of the WRHT, called the Connective RHT (CRHT), are suggested to alleviate 
these problems. The extensions apply the RHT to a local neighborhood of a ran- 
domly selected binary edge point. The methods are tested with both synthetic 
and real-world pictures in Section 3 and compared to the SHT, the basic RHT, 
and several other Hough transform algorithms with good results. The properties 
of the tested methods are discussed in Section 4, and some conclusions are given 
in Section 5. 

2 Extensions of the Randomized Hough Transform 

2.1 The  Basic R H T  Algo r i t hm 

The RHT method is based on the fact that a single parameter point can be 
determined uniquely with a pair, triple, or generMly n-tuple of points from the 
original picture, depending on the complexity of the curves to be detected. For 
example, in the case of line detection each parameter space point can be ex- 
pressed with two points from the original binary edge picture. Such point pairs 
(di, dj) are selected randomly ~, the parameter point (a, b) is solved from the 
curve equation, and the cell A(a, b) is accumulated in the accumulator space 6. 
The RHT is run long enough to detect a global maximum in the accumulator 
space, i.e. the cell must reach a threshold t to be considered the maximum. The 
parameter space point (a, b) of the global maximum describes the parameters 
of the detected curve, which can then be removed from the image to start the 
algorithm again with the remaining pixels. The algorithm is as follows: 

A l g o r i t h m  1 : The kernel of the RHT ~o line detection 

1. Create the set D of all edge points in a binary edge picture. 
2. Select a point pair (di, dj) randomly from the set D. 
3. If the points do not satisfy the predefined distance limits, go to Step 2; 

Otherwise continue to Step 4. 
4. Solve the parameter space point (a,b) using the curve equation with the 

points (d~, dj). 
5. Accumulate the cell A(a, b) in the accumulator space. 

This random selecting is called random sampling. 
This many-to-one mapping is also called converging mapping. 
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6. If the A(a, b) is equal to the threshold t, the parameters a and b describe the 
parameters of the detected curve; Otherwise continue to Step 2. 

To define the distance limits in Step 3 means that the points di and dj must 
not be too near each other or too far from each other, i.e. dist,mn <_ dist(di, dj) <_ 
distma~: where dist(di, dj) is the distance between the points di and dj. In this 
paper, this limitation is called the point distance criterion. If the edge picture is 
complex, the use of distance limits is necessary. Here, the RHT algorithms are 
shortly denoted as RHT_D and RHT_ND referring to the ones with and without 
the point distance criterion. 

The accumulator space can have the form of a dynamic structure like a tree, 
because now only one cell will be updated at a time. More details of the dynamic 
structure and some other possibilities were given in [16]. In [15] the advantages of 
the RHT were stated: high parameter resolution, infinite scope of the parameter 
space, small storage requirements, and high speed. 

2.2 Novel extens ions  of  the  R H T  

The extensions, like the basic RHT, use random sampling and many-to-one 
mapping. However, by limiting sampling to a restricted neighborhood of edge 
pixels, the new methods avoid the fast growth of random selections as the number 
of curve segments in the image increases. 

The Dynamic RHT method (DRHT) is an iterative process of two RHTs. 
First, the original RHT is run until the accumulator threshold is reached by 
some accumulator cell. For the second iteration of the algorithm, the set of 
feature points is determined by collecting the points that are near to the line 
found in the first iteration. Next, the new set of points is accumulated in the 
zeroed accumulator and when the accumulator threshold has been exceeded 
again, the line is found. From that stage the algorithm follows the original RltT. 
For the second RHT iteration, the accumulator resolution and the accumulator 
threshold are usually selected to be higher than those of the first iteration. 

In the Random Window RHT (RWRHT) [6] a window location is first ran- 
domly selected from the binary edge picture. The RHT procedure is performed 
in the rn x rn window, whose size m is also randomized. Random sampling is 
repeated R times where R could be a function of the window size m. Window 
sampling is repeated until a predefined threshold t is reached. Lines are detected 
one by one until a desired number of lines Ima~ have been found or some heuristic 
criterion stops the computing. When a line has been found and verified to be a 
true line its pixels are removed from the binary image. The algorithm for line 
detection is as follows: 

A l g o r i t h m  2 : The Random Window RHT Algorithm 

1. Create the set D of all edge points in a binary edge picture. 
2. Select one point di randomly from the set D. 
3. Randomize a window size m where mmin ~ m ~_ rnma~. 
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4. Create a pixel data set W of the m x m neighborhood of the point di. 
5. Repeat the RHT procedure in the set W at maximum R times. 
6. If the A(a, b) is equal to the threshold t, the parameters a and b describe the 

parameters of the detected curve; Otherwise continue to Step 2. 

The Window RHT (WRHT) [6] is a simpler version that selects one edge 
point randomly, fits a curve to a fixed size neighborhood of the edge point, and 
defines the curve parameters. The curve fitting can be done for example by the 
least squares method. Only the parameters satisfying a certain goodness of the 
fitting are accepted to update the accumulator space. The WRHT process is 
continued until the maximum score in the accumulator is equal to the threshold 
t. This approach determines line segments curve by curve, too. In detail, the 
WRHT algorithm for line detection is as follows: 

A l g o r i t h m  3 : The Window RHT Algorithm 

1. Create the set D of all edge points in a binary edge picture. 
2. Select a point di randomly from the set D. 
3. If enough points are found in an m x m neighborhood of the point di, fit a 

curve to the points and calculate the line parameters (a, b); Otherwise go to 
Step 2. 

4. If the fitting error is within a tolerance, accumulate the cell A(a, b) in the 
accumulator space; Otherwise go to Step 2. 

5. If the A(a, b) is equal to the threshold t, the parameters a and b describe the 
parameters of the detected curve; Otherwise continue to Step 2. 

Both the RWRHT and WRHT renew the random sampling mechanisms of 
the RHT but leave the accumulation technique the same as earlier. Some new ac- 
cumulation approaches are proposed in [16]: the curve parameters can be stored 
in qnantized values or a mixture structure of two hash tables and one linear list 
can be used. These two approaches can be combined to the RWRHT and the 
WRHT, too. 

The most critical constraint of the algorithm for correct and reliable operation 
is the window size. It must be large enough so that desired detection accuracy 
can be achieved. However, the size is limited by the average separation distance 
of adjacent curves and by noise points increasing fitting error in large windows. 

An extension to the WRttT, called the Connective RHT (CRHT), was re- 
cently developed in [6] by K~ilvi/iinen and Hirvonen to handle these problematic 
situations. The extension introduces a connective component search of the win- 
dowed points. Now, for the fitting process only those points of the window are 
used that are connected to the center point of the window with an 8-path. Fur- 
thermore, the connective component search can be performed as sectored. In 
this context, the sectoring means limiting the search direction to the original 
one and its two most similar directions. Only in the special case of images in 
which the edges are not 8-connected, i.e. there are gaps between edge pixels, the 
connective component search does not improve performance. 
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3 T e s t  R e s u l t s  

The methods were tested on both complex synthetic and complex real-world 
images 7. Although a serious attempt was made to select the test parameters for 
each method as optimally as possible, the test results may vary according to 
both the selected parameters and the test pictures. 

3.1 M e t h o d s  Se lec ted  for Tests 

The algorithms chosen for the tests are as follows: (a) non-probabilistic fiTs: 
Standard Hough Transform (SHT) [3, 13], Combinatorial IIough Transform 
(CHT) [1], and Curve Fitting Hough Transform (CFIIT) [10]; (b) probabilis- 
tic HTs: Randomized Hough Transform without the point distance criterion 
(RHT_ND) and with the point distance criterion (RIfT_D), Dynamic RIfT 
(DRHT), Window RHT (WRHT), Connective RIfT (CRttT), Random Window 
RHT (RWRttT), Probabilistic Hough Transform by Kiryati et al. (ProbiiT) [5], 
and Dynamic Combinatorial Hough Transform (DCIIT) [7]. 

Methods allowing comparisons with the RIfT are chosen. The SIlT using 
Risse's cluster detection [13] has been selected as a reference method. In the 
CIIT, two pixels of the image are used to calculate the line parameters. For 
limiting the number of pixel pair combinations, the image is segmented (typically 
in 64 parts) and the voting process is performed segment by segment. The CFHT 
duplicates several characteristics of the RttT and its variants like many-to-one 
mapping, curve fitting, and the use of a list structure. 

The DCHT also belongs to probabilistic HT algorithms if a seed point is 
selected randomly among feature points. In the DCHT, many-to-one mapping 
is used. The ProbHT produces a small, randomly selected subset of the edge 
points in the image. This limited poll is used as an input for the liT. Although 
the ProbiiT uses one-to-many mapping in contrast to the many-to-one mapping 
of the RHT, the idea of utilizing random sampling is similar. 

3.2 Tests with a Complex  Synthetic Image 

The first test picture consists of 50 randomly generated synthetic lines (Fig. 1.a). 
Two tests were run: one to detect 50 realistic candidate lines and one to detect 
as many of those as possible. A realistic candidate line satisfies line criteria, i.e. 
the minimum number of pixels, the maximum gap between pixels etc. For all the 
synthetic images, the real parameters of the lines were always known and it was 
checked after each test if the detected line parameters were among them. The 
maximum differences between detected and real line parameters allowed were =k5 
pixels in p and +0.025 radians (~ 1.43 ~ in 8. Realistic candidate lines satisfying 
this criterion are called real lines. Results of the test are summarized in Table 1 
and the output images corresponding to Table 1.a are shown in Fig. 1. 

7 Test runs were performed on a standard SUN SPARCstation IPX. 
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(a) (b) l 
Method LineslTime Av SizeMax Size Lines Time Av SizelMax Size I 

SIlT 48 94.60 65536 65536 
CHT 37 53.67 65536 65536 

CFHT 28 3.06 40 80 
ProbHT 47.0 79.52 65536 65536 

RHT_ND 17.2 138.08 903 3164 
RHT_D 25.5 17.03 131 473 
DRHT 27.8 19.09 179 794 
WRHT 36.9 1.47 0 0 
CRHT 43.3 1.80 0 0 

!RWRttT 26.9 2.64 63 261 
DCHT 43.9 4.28 256 256 

48 94.93 65536 65536 
47 54.50 65536 65536 
28 3.06 40 80 

47.0 79.63 65536 65536 
37.6 !290.10 677 3013 
44.6 19.06 134 669 
46.3 29.13 151 730 
43.8 2.06 0 0 
46.4 2.07 0 0 
46.0 4.55 52 242 
48.5 8.12 256 256 

Table 1. Test results of the line detection from a 50-line image: (a) Detecting 50 lines; 
(b) Detecting as many lines as possible. The first column, Lines, lists the number of 
real lines detected and the second column, Time, lists CPU times in seconds z. The 
third and fourth columns, Av Size and Max Size, denote the average and maximum 
amount of active accumulator cells during the test run. Of course, those methods that 
apply a static accumulator have equal values in both the two last columns. 

The most accurate, but slow methods were the SILT, the CIIT and the 
ProbHT while the WRIIT  and the CRIIT were the fastest. When only 50 can- 
didate lines are detected, the SHT, the Probt tT,  the CRHT and the D C t t T  
give good results as displayed in Table 1.a and Fig. 1. However, in the case of 
detecting as many lines as possible (Table 1.b) the CIIT, the DRIFT, and the 
RWRHT also obtained reasonable results. 

3.3 Tests w i t h  a C o m p l e x  R e a l - W o r l d  I m a g e  

The second test picture and its binary edde picture are presented in Fig. 2.a 
and 2.b. Results are summarized in Table 2 and Fig. 2. All methods, except the 
CFHT,  gave quite satisfactory output  images. The RttT_ND, SHT, and ProbHT 
were the slowest approaches, the extensions of the RIfT the fastest ones. The 
RHT-like variants typically detected lines in more segments than the SHT. 

4 D i s c u s s i o n  a n d  C o m p a r i s o n s  

From analyzing the previous tests, some conclusions can be made on the relative 
performances of the methods. 

4.1 N o n - p r o b a b i l i s t i c  M e t h o d s  

The SHT is the most accurate method but computation speed is very low. More- 
over, it needs a large predefined fixed size storage in accumulation. The CHT is 
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Method I SHT I CHTICFttTIProbliTIRIIT-NDIRIIT-D I 
~ , , ,  

Time 99.83 58.00 4.85 I 74.93 I 130.14 ] 114.81 

]MethodlDRHTIWRHT[CRHTIRWRHTIDCHT I 

Time 8.12 3.02 3.56 4.02 

Table 2. Test results of the line detection from a complex real-world image. 

faster than the SLIT. A possible disadvantage of the algorithm seems to be that 
it may miss some lines due to small segment size. If the segment size is larger, 
the computation becomes slower. Also, the performance of the method depend- 
s more on the distribution of the image points than with the other methods. 
Generally, the computation time of the CliT is too high compared to the fastest 
methods. 

The fastest of the non-probabilistic Hough transforms is the CFHT. The 
CFliT borrows the idea of the converging mapping from the RliT and combines 
this part of the RI-IT framework to curve fitting, achieving a high computational 
speed via a many-to-one mapping. With pictures like in Section 3 the CFliT 
fails to find several obvious lines. Therefore, the CFliT seems to be one of the 
most inaccurate methods. Some of the difficulties of the CFHT were already 
discussed in [11] and some improvements were suggested. We want to emphasize 
that results may vary with selected parameters. 

4.2 P robab i l i s t i c  M e t h o d s  

The ProbliT uses only a subset of image points in Hough transform calculation. 
According to test simulations this subset has to be rather large to obtain an 
accuracy similar to the SHT. However, computing is always faster. New improved 
strategies to apply the ProbHT are suggested in [17]. 

The DCHT is a simple and fast algorithm which gives reasonably good detec- 
tion results. Also, it needs only a small amount of memory for the accumulator. 
liowever, the new extended RliT methods, the CRliT etc., having similar de- 
tection accuracy seem to be faster than the DCHT, especially with complex 
real-world images. 

If an image is simple enough, containing e.g. 10 lines, the RHT._ND needs 
clearly less computation and memory than the SILT. If the image consists of 
many lines or it is noisy, the computation time of the RHT__ND will increase 
rapidly because of waste accumulations. Furthermore, detection rate may de- 
crease. Thus, the use of the point distance criterion (RHT_D) is necessary. Using 
the point distance criterion the RIIT_D successfully avoids waste accumulations. 
The DRIFT gives a bit better detection accuracy than the RHT_D, but some- 
times at the cost of computation time and storage needed. 
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The RWRHT and the WRHT use more local information than the basic 
RHT. The RWRHT is highly adaptive since its window size is changing and the 
number of RHT processes is also varying. The test results of Section 3 show that 
it is very fast and rather accurate. The local window can extract local lines more 
powerfully than line extraction from the whole image. This method lacks the 
problems of the CFHT but also uses effectively local information. The choice of 
the random window size still needs more analysis. 

The WRHT and CRHT also have low computation time and satisfactory ac- 
curacy. Both the WRHT and the CRHT can be used with accumulator threshold 
equal to one, i.e. no accumulator is needed. In fact, raising the threshold does 
not lead to significantly better results. 

The RWRHT, WRHT, and CRHT seem to exceed the power of the RHT_D 
and thus are very promising approaches to further analysis. Especially, the 
CRHT was in all tests one of the fastest and most accurate methods. 

5 Conclus ion 

We presented new versions of the Randomized Hough Transform to detect curve 
segments. The new extensions, called the Dynamic RHT, the Random Win- 
dow RHT, the Window RHT, and the Connective RHT, were tested with syn- 
thetic and real-world pictures and compared to several Hough transforms. The 
RWRHT, the WRtIT, and the CRHT gave promising results. 

Acknowledgement :  The authors thank Mr. P. Kultanen for his contributions 
to the development of the Dynamic RtIT. 
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