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11Abstract Water resources planning and management are plagued with various uncertainties in
12that any chosen management alternative always has the possibility to be inferior to other
13competing alternatives. To facilitate risk-based decision making, the minimax expected op-
14portunity loss (EOL) rule is applied for alternative selection. Two existing risk measures as
15well as EOL are compared and their implications in risk-based decision making are examined.
16It is shown that EOL can reflect more accurately the relative merit of two competing
17alternatives without suffering the pessimism and the counter-intuition of the other two risk
18measures considered herein. The minimax EOL rule is demonstrated through an application to
19a river basin management decision for improving the navigation. The results show that the
20correlation between outcomes of competing alternatives and decision maker’s acceptable risk
21are important in decision making under uncertainty.

22Keywords Water resources management . Decisionmaking under uncertainty . Risk . Risk
23measure . Opportunity loss
24

251 Introduction

26Decision making is an integral part of water resources engineering, analysis and management.
27Miser and Quade (1985) state that decision making problems have five elements including
28objectives, alternatives, outcomes, model and decision rules. Objectives are what the decision
29makers desire to achieve. Alternatives are courses of action to achieve the objectives.
30Outcomes, or consequences, are the results ensued from the execution of the alternatives. A
31state of nature is an event that may occur in the future over which the decision maker has little
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32or no control. Due to unforeseeable changes of state of nature or future development, each
33alternative outcome (e.g., project net benefit or life-cycle cost of a system) is uncertain and can
34be treated as random variables with known probabilistic features (Park and Sharp-Bette 1990;
35Porter and Carey 1974; Tung et al. 1993). Decision rules are used to compare and rank
36alternatives with respect to the desirability of outcomes. The model is an abstraction of the
37real-world by considering the factors relevant to the problem for investigating the behaviour or
38response of a system. It evaluates the effect of alternatives on system performance under
39different scenarios. Based on the model outcomes (e.g., total flood damage or benefit),
40decision makers determine a preferred alternative for implementation. In terms of economic
41cost-benefit analysis, the preferred alternative may be the one with the largest project benefit or
42the least life-cycle cost of a system.
43A risk-based decision making process is illustrated by Fig. 1. In reality, uncertainties may
44exist in all elements of a model that render uncertain outcomes. Those uncertainties can arise
45from inherent randomness in nature, and knowledge deficiency due to inadequate data and
46model, as well as scenario uncertainties. The uncertainty inherently present in the scenario
47outcome prediction is difficult to control and evaluate in decision analysis. The effect of a
48chosen alternative is rarely under one’s firm grasp when the associated outcome is affected by
49factors with considerable uncertainties. With uncertain state of nature, the outcome of the
50alternative cannot be predicted with absolute certainty to allow making straightforward
51decision in step (4) of Fig. 1. Ignoring uncertainties in outcome prediction can misrepresent
52the true merit of alternative outcomes and hinder rational decision making. Tung (1987) has
53shown that the annual expected damage in a flood levee design can be significantly
54underestimated if hydrological parameter uncertainties are not accounted for, even with a
5575-years long flood record.

(1) Problem definition

Decision elements:
External elements
Constraints
Decision makers and
stakeholders

(2) Generate possible
alternatives Identify major uncertainty

Building models
Model formulation
Model calibration
Model validation

Model improvement for
uncertainty reduction

(3) Predict alternative
outcomes

(4) Ranking alternatives by
decision criteria

(5) Check feasibility of
alternatives

(6) Implementation

Forcast future scenarios

Estimate probability

Feasible

Infeasible

Fig. 1 Risk-based decision making procedure
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561.1 Decision Rules Considering Uncertainties

57In general, zero-risk for decision under uncertainty is unattainable (Kaplan and Garrick 1981).
58An analysis of outcome uncertainty can provide decision makers with a comprehensive basis
59to formulate proactive management strategies. It is desirable to have a decision procedure
60which can explicitly incorporate outcome uncertainties, and to effectively assess the influence
61of uncertainties on the merit of each alternative. Incorporating uncertainties in decision process
62is important but challenging. Risk-based decision-making has been advocated for water
63resources management and design (Duchesne et al. 2001; Jenkins and Lund 2000; Kangas
64et al. 2000; Melching and Yoon 1996; Tung 2005; Vreugdenhil 2006; Walker et al. 2003; Xu
65and Tung 2009).
66Some conventional decision rules under uncertainty are briefly summarized here. The
67expected-value rule is widely used in engineering practice for its easy implementation without
68requiring detail statistical properties other than the expected outcomes. If direct use of expected
69monetary terms in decision analysis is not suitable, a utility function can be used to reflect the
70value of each wealth level to a decision maker as well as his/her risk attitude. Although the
71expected utility theory is often applied to problems of decision making under risk, its applica-
72tion usually encounters practical difficulties in decision making for public affairs including
73water resources management. The form of a utility function is not easy to determine, especially
74when the interests of multiple stakeholders involved are in conflict with one another. The mean-
75variance (M-V) rule, first proposed by Markowitz (1952), is frequently used in investment and
76project evaluation under uncertainty to narrow down to a few alternatives that are not inferior to
77one another. For a risk-averse decisionmaker, an alternative with higher expected outcome and/
78or lower variability is preferred. Under the notion that the variability of returns is not undesir-
79able, the mean-semivariance rule is used to consider the mean and focus only on the variability
80of negative outcome (Estrada 2007). This method requires a full knowledge of the probability
81distribution. The two M-V rules are easy to implement but might not give a clear indication of
82the ranking among competing alternatives. To consider the downside risk, the probability-of-
83loss rule is used of which a well-known variation is the safety-first rule (Bonini 1975; Roy
841952) by which the decision maker favours the alternative with the smallest probability of loss.
85This rule, however, overlooks the magnitude of potential risk.
86Stochastic dominance (SD) rules provide more theoretical examination in determining the
87preference among various competing alternatives with uncertain outcomes. The implementa-
88tion of the SD rules requires the knowledge of marginal probability distribution, not just the
89mean and variance of alternative outcomes (Hadar and Russell 1969; Hanoch and Levy 1969;
90Quirk and Saposnik 1962). The first three degree SD rules are commonly used to determine
91the relative merit of alternatives (Castro et al. 2009; Tung and Yang 1994; Whitmore 1970).
92The second and third-degree stochastic dominance are applicable for risk-averse decision
93makers to determine the preferred alternative.
94In practice, the decision problem may not be quantified because of ambiguity of sources of
95uncertainty, such as lack of precise understanding of the problem and subjective interpretation
96of the objectives. In this case, the approach on the basis of fuzzy set theory (Zadeh 1965) is
97another way to expand on the existing decision making procedure to account for the so called
98information uncertainties (Teegavarapu and Simonovic 1999). The fuzzy approach, since its
99introduction, has been widely applied in a variety of fields. Its applications in water resources
100management started about a decade ago (Simonović 2012) for solving reservoir operation
101problems (Teegavarapu and Simonovic 1999), for qualitative evaluation of flood control
102measures (Despic and Simonovic 2000), and for water resource systems planning under
103uncertainty (Bender and Simonovic 2000).
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104Generally speaking, the probabilistic approach is beneficial in quantifying objective uncer-
105tainties. On the other hand, the fuzzy approach can be used to deal with subjective uncer-
106tainties (Simonović 2012). The utilization of these two approaches depends on the available
107information and the precision of the model formulation. The fuzzy approach can be used when
108the uncertainties are not quantifiable or sufficient historical data is not available. In this study,
109the probabilistic approach is used in dealing with decision making under uncertainty.

1101.2 Need for Risk Measures for Decision Making Under Uncertainties

111When uncertainties are present, no matter which alternative is chosen over the others, the
112selection always has a certain probability to succeed or fail, even though the decision makers
113anticipate the chosen alternative would bring more desirable outcome than those unselected
114ones. A correct decision here is referred to as the chosen alternative turns out to yield a better
115outcome than the others. Apostolakis (2004) listed the benefits of the quantitative risk
116assessment in the process of risk-based decision making: (a) facilitate communication among
117analysts, decision makers, and stakeholders in different groups and disciplines; (b) quantify the
118uncertainties and provide valuable information toward decision; (c) identify critical scenarios
119and facilitate risk management; and (d) lead to a risk-informed decision making. Therefore, a
120quantifiable risk measure is needed to assess the relative merit of a chosen alternative with
121reference to the other and to quantitatively assess the potential loss.
122Two other issues are relevant in risk-based decision making: decision maker’s acceptable
123risk and correlation among uncertain alternative outcomes. The convention methods men-
124tioned above cannot address three important issues in decision making: (1) how much better is
125a preferred alternative over its competitor? (2) Is the preferred alternative feasible and
126implementable from the decision maker’s view point? (3) How does the outcome correlation
127among the alternatives influence their relative merit and subsequent decision?
128From the viewpoint of prudent management, setting an acceptable tolerance for potential
129loss and preparing a proper contingency in advance are advisable practices for dealing with the
130adverse impacts of failing to achieve the anticipated outcome. This acceptable tolerance for
131potential loss or contingency can be interpreted as acceptable risk (Su and Tung 2013). If the
132potential loss associated with the decision of selecting one particular alternative is lower than
133the acceptable risk, this decision is implementable because the associated loss is tolerable.
134Otherwise, implementing the alternative may not be prudent because the associated potential
135loss could be beyond the decision maker’s or stakeholder’s capacity to absorb. Hence, the
136acceptable risk set by the decision maker should be considered and used to examine the
137feasibility of implementing a chosen alternative as shown in step (5) of Fig. 1. Stewart et al.
138(2001) applied the concept of acceptable risk in the ranking of alternatives of four different
139bridge designs and informed the decision maker the acceptable alternatives. Xu (2005)
140designed a questionnaire to obtain decision makers’ acceptable risk as a feasibility threshold
141for a river basin management project.
142In real-life water resource management, it is not uncommon that outcomes of various
143competing alternatives are dependent on some common factors or attributes which renders
144outcomes being correlated. For example, in designing a flood control system for a river basin,
145the project alternatives might be different protection levels against the same random flood load.
146In this case, the project cost and benefit are affected by the common factors such as rainfall,
147flow hydrograph, channel geometry, boundary conditions, and topographical/land use features
148of the study area. To some degrees the outcomes of each alternative are expected to be
149correlated. In this situation, ignoring the dependence of alternative outcomes will not truly
150reflect the uncertainty features of relative merit among different alternatives and, hence, affect

H.-T. SU, Y.-K. Tung

JrnlID 11269_ArtID 718_Proof# 1 - 20/06/2014



AUTHOR'S PROOF

U
N
C
O
R
R
EC
TE
D
PR
O
O
F

151the validity of the decision. Practically, all conventional decision making decision rules
152mentioned earlier are univariate that do not have the provision to account for the effect of
153correlation among alternative outcomes.
154In addition, from the ‘damage control’ viewpoint, a decision method should consider the
155consequence of making a wrong decision. Reducing the cost of over-design and the unex-
156pected loss of under-design is the essence of the risk-based design (Schoustra et al. 2004; Tung
1571994). Recently, the idea of considering the potential loss and gain as the consequences of
158disease diagnoses is applied in the retrieval stage of case-based reasoning (Castro et al. 2009).
159This method aims at choosing a best possible diagnose that minimizes the potential loss in case
160the diagnose turns out to be wrong.
161Recently, the concept of opportunity cost is incorporated into the decision analysis for
162evaluating the expected loss of choosing a project alternative among multiple risky ones. The
163minimax-based expected opportunity loss (EOL) rule is developed for engineering decision
164making under uncertainty (Su and Tung 2013). Different from the conventional definition of
165opportunity loss, the EOL is obtained by integrating the opportunity loss of a chosen
166alternative and the associated probability density function of the outcome when the induced
167outcome is inferior to its competitor.
168In this study, the properties of two related risk measures developed earlier: Xu’s risk
169measure (XRM) (Xu and Tung 2008) and the conditional risk measure (CRM) (Xu et al.
1702009), along with the EOL, are demonstrated and compared through an application to a
171simplified river basin management of the Elbe River. Both risk measures of EOL and CRM
172share the same notion that a best alternative should have a minimum loss when the decision
173turns out to be wrong.

1742 Three Quantitative Risk Measures

175Consider a decision problem of selecting between two alternatives Ai and Aj with uncertain
176outcomes Xi and Xj, respectively. Treating alternative outcomes Xi and Xj as random variables,
177the mean μi, μj and standard deviation σi, σj of outcome Xi, Xj, respectively, are assumed to be
178known. When μi >μj, it is logical to choose alternative Ai over Aj because of its higher long-
179term expected outcome. However, it is still possible that the chosen alternative Ai could turn
180out to be worse than the unselected Aj. There is a possibility that the resulting
181outcome of selected alternative is less desirable than the unselected one in that the
182decision maker’s anticipated net gain from choosing alternative Ai over the other may
183not be realized. The probability that the chosen alternative Ai would be wrong can be
184mathematically expressed as

Pr X i < X j

� � ¼ Z ∞

−∞

Z x j

−∞
f i; j xi; x j

� �
dxi

� �
dx j ð1Þ

185186where fi,j (xi, xj) is the joint probability density function (PDF) of Xi and Xj. The XRM
187corresponding to the decision of selecting alternative Ai instead of Aj is defined as
188(Xu and Tung 2008)

XRM A�
i ;Aj

� � ¼ μi−μ j

� 	
� Pr X i < X j

� � ð2Þ

189190where (μi-μj) is the difference of expected net gain in outcome for choosing Ai

191(indicated by Ai
*) over Aj. Therefore, XRM [Ai

*, Aj] can be viewed as “the risk of
192obtaining an unacceptable ranking for the pair of management alternatives under
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193consideration” (Xu and Tung 2008). Therefore, if the risk can be accepted by the
194decision maker, the ranking of alternatives will be acceptable.
195Anticipating the outcome of unselected alternative Aj being better than the chosen alterna-
196tive Ai, the potential loss that would incur can be expressed as a conditional expected loss. The
197CRM associated with a chosen alternative Ai over Aj is defined as (Xu et al. 2009)

CRM A�
i ;Aj

� � ¼ EL X j−X i




 X i < X j

h i

¼ −

Z ∞

−∞

Z x j

−∞
xi−x j
� �

f
i ; j

xi; x j
� �

dxi

� �
dx jZ ∞

−∞

Z x j

−∞
f i; j xi; x j

� �
dxi

� �
dxj

ð3Þ

198199200The negative sign introduced on the right-hand side is to make loss positive-valued. The
201CRM represents the expected loss anticipating that the decision turns out to be wrong. This
202measure is also called the expected shortfall in financial risk management (Christoffersen
2032003). According to Xu et al. (2009), when CRM [Ai

*, Aj] < CRM [Aj
*, Ai], alternative Ai is

204preferred, or Ai ≻Aj.
205The risk measure of EOL associated with the chosen alternative Ai is a probability-weighted
206opportunity loss in the domain of xi < xj, which can be defined as

EOL Ai
�;Aj

� � ¼ −
Z ∞

−∞

Z x j

−∞
xi−x j
� �

f
i ; j

xi; x j
� �

dxi

� �
dx j ð4Þ

207208where EOL [Ai
*, Aj] is the expected opportunity loss associated with the chosen alternative Ai

209which turns out to be incorrect. The condition that EOL [Ai
*, Aj] < EOL [Ai, Aj

*] means that the
210choosing Ai has more advantage than choosing Aj. This measure is analogous to the first lower
211partial moment of the outcome difference (Bawa and Lindenberg 1977).
212The term (xi-xj) represents an opportunity loss when (xi-xj)<0 or an opportunity gain when
213(xi-xj)>0. In general, the loss is a function of (xi-xj) and the form of loss function reflects the
214relative importance of the error committed from a choice under a state of nature (Parmigiani
215and Inoue 2009).
216The compliment of the EOL is the expected opportunity gain (EOG), which can be
217similarly expressed as

EOG Ai
�;Aj

� � ¼ Z ∞

−∞

Z ∞

x j

xi−x j
� �

f
i ; j

xi; x j
� �

dxi

" #
dx j ð5Þ

218219220Eqs. 4 and 5 represent the potential loss and gain for a chosen alternative over the other.
221They can be used as figures of merit, along with the decision maker’s risk attitude, to evaluate
222the relative preference among the two competitive alternatives under consideration. Notice that
223in the above discussion, the utility of Xi and Xj are assumed to be monotonically increasing
224with the values of Xi and Xj, i.e., the alternative is more desirable with higher outcome value.
225On the other hand, if the outcome has a decreasing utility as its value increases, such as cost, a
226negative sign should be attached to the outcome. In doing so, the calculations of the EOL by
227Eqs.(4) and (5) would be also applicable and valid.
228It can be easily shown that the long-term expected return associated with choosing
229alternative Ai, E [Xi-Xj], can be partitioned into two parts as

E X i−X j

� � ¼ EOG A�
i ;Aj

� �
−EOL Ai

�;Aj

� � ð6Þ 230231
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232Furthermore, it can also be proved that EOL [Ai
*, Aj] = EOG [Ai, Aj

*] and EOL [Ai, Aj
*] =

233EOG [Ai
*, Aj] by changing the order and the boundary of the integration in Eqs. (4) and (5).

234Then, Eq. (6) can be expressed as

E X i−X j

� � ¼ EOL Ai;Aj
�� �
−EOL Ai

�;Aj

� �
¼ EOG Ai

�;Aj

� �
−EOG Ai;Aj

�� � ð7Þ

235236237The equation indicates that once the EOL of selecting alternative Ai over Aj is computed, the
238EOL for selecting alternative Aj over Ai can be easily obtained.
239It is expected that the value of EOL [Ai

*, Aj] would be affected by the relative magnitudes of
240the means and standard deviations of the two alternatives. Figure 2 shows that the EOL value is
241sensitive not only to the change in mean ratio (μi/μj), but also in standard deviation ratio (σi/
242σj). For a fixed mean ratio μi/μj, the value of EOL increases with an increase in standard ratio
243σi/σj in choosing alternative Ai. This behaviour agrees intuitively that choosing an alternative
244with relatively higher outcome variance will lead to a higher potential risk and expected loss.
245Figure 3 can be used to explain the behaviour of diminishing EOL value with increasing mean
246ratio Rμ. With larger expected outcomes of the chosen alternative or smaller expected
247outcomes of the unselected alternative, the joint PDF will move to the right and/or downward
248in this figure as Rμ increases. This results in a decrease in probability of xi<xj and consequent
249decrease in the EOL (Ai

*, Aj) value. The effect of correlation can be accounted for when the
250joint PDF is used in the evaluation of potential losses. The conventional decision rules
251described previously (e.g., M-Vand SD) only utilize information about marginal distributions.
252It can be shown that the CRM [Ai

*, Aj] is the EOL [Ai
*, Aj] rescaled by a factor representing

253the probability that the outcome of the unselected alternative Aj exceeds that of the chosen Ai
*.

254Hence, there is an inherent pessimism built in CRM because the decision maker, when making
255the choice, has already anticipated that the decision would go wrong.
256When alternative Ai has a larger μi than alternative Aj and μi−μj is large, the corresponding
257value of XRM is small due to low probability of Xi<Xj. In this situation, alternative Ai is a more

Mean ratio (R = i / j)
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258favourable choice and the risk associated with choosing Ai would be low. Therefore, it is
259reasonable that the value of XRM increases with decreasing mean difference μi−μj, which
260shows the superiority of Ai is decreasing. However, the value of XRM decreases and
261approaches to zero when the mean outcome values of the two alternatives are getting closer.
262In this circumstance, as μi−μj approaches to zero, the probability of making a wrong decision
263Pr (Xi

*<Xj) for choosing alternative Ai is getting larger and reaches to its highest level (50 %
264under the normality assumption) when μi=μj. The XRM therefore has a minimum value of zero
265due to zero mean difference. In this sense, the influence of the probability of making a wrong
266decision on the potential loss is totally suppressed by the zero difference in the outcome mean
267values. As there is a 50-50 chance that one alternative can outperform the other when μi=μj,
268making a correct selection would be the most difficult, so that the value of the risk associated
269with making the wrong decision should intuitively be the highest rather than zero.

2703 Example Applications

271In this section, an example case study of a simplified river basin management study, extracted
272from Xu and Tung (2008), is used to demonstrated the application and compare the properties
273of the three risk measures: EOL, XRM, and CRM. Both risk measures of EOL and CRM share
274the same notion that a best alternative should have a minimum loss when the decision turns out
275to be wrong.
276The study area of the river basin management problem focuses on the German part of the
277Elbe River, starting from the Czech Border (km 0) to Weir Geesthacht (km 568), which is the
278outlet to the North Sea. The major problems considered in the Elbe basin are: (1) lack of
279navigability along the Elbe due to low flow conditions; (2) flood risk; and (3) lack of
280biodiversity in the floodplains.
281Three management objectives considered by the decision maker in this example are: (1) to
282maintain a minimum state of navigability along the Elbe main channel; (2) to reduce the flood
283risk along the Elbe River; and (3) to improve the ecological state of the floodplains.
284In total, three management alternatives are considered. These alternatives are roughly
285described herein: (1) A1: Original situation (Status-quo); (2) A2: 50 % groyne removal in the
286main channel; and (3) A3: re-naturalization in the floodplain by changing meadow grass and
287agriculture in the left bank to broad-leaved forest.
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288The water resources management problem by nature is a multiple criteria decision making
289considering the trade-off between three management objectives. For the purpose of demon-
290strating the single criterion risk-based decision rule, only the navigation aspect is considered in
291this example. The performance variable associated with the management objective is the
292annual number of shipping days for navigation in the main channel of the Elbe River. A
293management alternative with more shipping days in a year will be more desirable.
294The annual number of shipping days can be determined by the Elbe Decision Support
295System (DSS) (de Kort and Booij 2007). According to Xu (2005), the DSS is constructed by
296two main modules: the channel module for the river and the floodplain module for small areas
297of interest. The channel module includes hydrological models, hydraulic models, the shipping
298model, and the vegetation model. The shipping model in the channel module is used to
299estimate the considered decision variable: the navigability of the concerned section of the
300Elbe River.
301The main input variables in the shipping model are cross section profile, bed level
302measurements, discharge, ship type, and ship payload. The shipping model first calculates
303the critical discharge for navigation. Then calculate the annual number of shipping days for
304each sub-section along the river section. The calculation of the critical discharge for the
305navigability and the annual number of shipping days is described in more detail in Xu (2005).
306The decision is to evaluate the relative merit among three management alternatives with
307regard to the navigability. However, the complexity of this decision making problem results
308from the uncertainties of model output, which is propagated from the uncertainties of model
309inputs consisting mainly of rating curves in the DSS model. Hence, the annual number of
310shipping days is random and is assumed to follow a normal distribution (Xu and Tung 2008).
311The uncertainties of the annual number of shipping days associated with the three management
312alternatives are simulated by Latin Hypercube Sampling technique coupled with the Elbe DSS.
313The means and standard deviations of the annual number of shipping days of different
314management alternatives are shown in Table 1. Among the three alternatives, alternative A1

315has the highest expected annual number of shipping days and the lowest uncertainty.
316Alternative A2 has the lowest expected annual number of shipping days and the highest
317uncertainty, but it can enhance the performance of biodiversity.

3184 Results and Discussions

319The values of the three risk measures (XRM, CRM, and EOL) with respect to the three different
320chosen alternatives in the manner of pair-wise comparison are shown in Table 2. The values of
321CRM range from 23.49 to 44.35 days and that of EOL from 5.66 to 33.66 days. The ranking
322order of the three management alternatives for the navigability problem based on XRM, CRM,
323and EOL are all A1≻A3≻A2 (A1 is preferred to A3 and A3 is preferred to A2). It indicates that for

t1:1 Table 1 Management alternatives and corresponding statistics of the annual number of shipping days in the Elbe
River example [Adapted from Xu and Tung (2008)]

t1:2 Management alternatives Descriptions of management alternatives Mean (days) Stdev (days)

t1:3 A1 Original situation (Status-quo) 307 25

t1:4 A2 50 % groyne removal 279 31

t1:5 A3 Re-naturalization, changing meadow grass and
agriculture in the left bank to broad-leaved forest

306 26
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324this case study, the ranking order is rather consistent among the different decision rules
325considered.
326The basic idea for alternative selection using the EOL is to choose an alternative with
327lowest maximum EOL compared with all the other alternatives. In this case, the alternative A1

328of original situation is the best choice. However, the implementability of the chosen alterna-
329tives can only be determined with reference to the decision maker’s acceptable risk. The best
330decision is the one with the lowest maximum EOL but also having EOL values less than the
331acceptable risk.
332Since the CRM is computed with the anticipation that the chosen alternative would fail, the
333CRM expectedly yields larger values of the potential loss than the EOL. Thus, it is a more
334conservative risk measure and the decision maker needs to prepare more contingency and be
335more tolerant to offset the potential loss of anticipated failure which may not occur. As for the
336navigability problem, the decision maker’s acceptable risk or contingency for the annual
337navigable days not meeting the goal should be higher.
338According to XRM, the expected loss if the decision maker choose not to follow the ranking
339of A1≻A3 between the alternative pair (A1, A3) will be 0.49, which is lower than that for the
340alternative pair (A1, A2), XRM [A1

*, A2] is 6.75. In other words, the expected reduction in
341annual number of shipping days of not choosing A1 over A3 is higher than that of not choosing
342A1 over A2. Examining the situation closely, the expected annual navigable days of alternatives
343A1 and A3 are very close. This scenario presents the most difficult situation in this example to
344make a clear choice from one alternative to another, so that the value of a risk measure for
345making a wrong decision should be the highest rather than the lowest. Hence, the EOL is a
346plausible risk measure that reflects more accurately of the merit associated with the decision of
347choosing a particular alternative.

3484.1 Effect of Acceptable Risk

349A feasible alternative should have EOL values less than the acceptable risk when comparing
350with all the other alternatives. After examine the implementability of all alternatives, a set of
351feasible alternatives that meet the decision maker’s acceptable risk can be identified. An
352alternative with the lowest maximum EOL among the feasible alternatives will be the best
353choice.
354Based on the EOL values shown in Table 2, the results of the alternative selection
355corresponding to different levels of acceptable risk (RA) are listed in Table 3. As can be seen,
356RA has great influence on the member of feasible alternatives set. For example, if RA = 14 days,
357the values of EOL [A1

*, A2] and EOL [A1
*, A3] are low enough to be acceptable so that A1 is

t2:1 Table 2 Values of three risk measures associated with pair-wise alternatives (ρ = 0.0)

t2:2 Pair-wise comparison Risk measures for navigability

t2:3 Chosen alternative Competing alternative XRM (days) CRM (days) EOL (days)

t2:4 A1 A2 6.75 23.49 5.66

t2:5 A1 A3 0.49 28.42 13.90

t2:6 A2 A1 − 44.35 33.66

t2:7 A2 A3 − 44.28 33.11

t2:8 A3 A1 − 29.15 14.90

t2:9 A3 A2 6.81 24.21 6.11
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F 358considered as implementable. Consequently, the alternative A1 could eliminate both alterna-

359tives A2 and A3 and choosing it would leads to a minimum and acceptable loss. In this
360condition, the status-quo (A1) is the most preferable choice in terms of navigability. If the
361decision maker has a higher tolerance, say, RA = 16 days. Then, both A1 and A3 are
362implementable because the values of EOL corresponding to their selection are smaller than
363the stipulated RA of 16 days. In this case, the alternative A2 can be discarded. With an even
364higher tolerance, say, RA = 34 days, all three alternatives are acceptable and implementable
365with respect to the decision maker’s RA. However, if RA = 12 days, none of the three
366alternatives can be considered implementable. In this case, the decision maker could take
367one of the following three courses of action: (1) conduct further investigations to reduce the
368uncertainty in different sources, such as collecting more reliable data and improving the
369simulation model; (2) have a new list of alternatives and examine them; and (3) increase the
370budgetary reserves for the contingency to have a higher RA.

3714.2 Effect of Outcome Uncertainty

372When a large model uncertainty and/or low RA hinder the decision maker from clearly
373identifying feasible alternatives, one might be interested in knowing how much reduction in
374uncertainty is needed to yield at least one feasible alternative among those under consideration.
375Table 4 shows the effect of uncertainty reduction on the values of EOL. The standard
376deviations of the three alternatives are reduced by 30 % individually, except the last row of
377Table 4 which involves simultaneous reduction of uncertainty in two alternative outcomes. The
378mean and baseline standard deviation values remain unchanged as in Table 1 and the
379alternative correlations are zero.
380The percentages of reduction in the EOL are shown in the parentheses. It shows that if the
381expected outcomes of two alternatives are kept the same, the EOL values in comparing these
382two alternatives will be changed only when at least one of the uncertainty degrees is changed.
383When the standard deviation of Ai is reduced, both EOL [Ai

*, Aj] and EOL [Aj
*, Ai] decrease.

384When RA = 5 days, the decision maker’s tolerance to failure is too low to produce an
385acceptable alternative for implementation no matter how small the uncertainty is reduced to.
386When the RA is increased to 10 days, A1 can be selected as an ultimate alternative if σ1 and σ3
387are both reduced by 30 %. However, the degree of reduction in expected loss has its limit. For
388example, even if the uncertainty of A1 and A3 are reduced by 30 %, A2 and A3 cannot be
389regarded as feasible with reference to RA = 10 days. This indicates that there is a trade-off
390between the effort and effect in reducing uncertainty.
391In this example, for all uncertainty levels considered, the EOL-based ranking of the
392three management alternatives are all A1≻A3≻A2. Therefore, for the shipping model,
393the ranking order of the three management alternatives is not sensitive to model
394outcome uncertainty.

t3:1 Table 3 Effect of acceptable risk on the alternative selection based on EOL (ρ= 0.0)

t3:2 Assumed RA Feasible alternatives Alternatives cannot be discarded,
nor implementable

Discarded alternatives

t3:3 RA = 12 − A1, A3 A2,

t3:4 RA = 14 A1 − A2, A3
t3:5 RA = 16 A1, A3 − A2
t3:6 RA = 34 A1, A2, A3 − −
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3954.3 Effect of Outcome Correlation

396Table 5 shows the effect of correlation on the EOL values of the three alternatives. The
397correlation of each pair of alternative outcomes ranges from -0.6 to +0.6 and the means and
398standard deviations are identical to those in Table 1. The table shows that the values of EOL
399decrease with a higher positive correlations. This can be explained from the definition in that
400the EOL represents the probability weighted difference between two random alternative
401outcomes in the standardized variable domain of xi

′≤xj′ . Figure 3 shows the contour of the
402bivariate standard normal distribution in two situations of ρ=±0.6 in which the diagonal line
403represents xi

′=xj
′ with upper half of the domain for xi

′<xj
′. For different correlations, the volumes

404in the standardized domain of xi
′≤xj′ under the joint PDF are identical. However, under

405the condition of ρi,j =−0.6, there are higher possibilities for larger values of |xi
′−xj′|

406than those under ρi,j =+0.6. This observation in the standardized domain is also valid
407in the original variable scale to explain the reason why a higher positive correlation
408would result in a lower value of EOL. It is clear that the outcome correlation have
409significant effect on the value of EOL which, in turn, would determine if a chosen
410alternative is feasible or not.

4115 General Remarks

412Example application in this paper indicated that the consideration of alternative outcomes
413uncertainty is important in the selection of different management alternative. The value of EOL
414of two competing alternatives under consideration is dependent on the magnitudes of their
415means, standard deviations, and correlation. Choice between two alternatives with smaller
416difference in mean outcome values, higher uncertainty, and/or large negative correlation could
417result in a larger value of EOL.
418The EOL is capable of accounting for the decision maker’s risk attitude. Once the ranking
419of alternatives is identified on the basis of lowest maximum EOL, the acceptable risk of the
420decision maker can be used to examine the feasibility of the alternative. When the value of
421maximum EOL of a chosen alternative is lower than the acceptable risk, it may be considered
422implementable by the decision maker. Otherwise the following course of actions might be
423considered: (1) formulating new set of alternatives that are not being currently considered; (2)
424conducting more research to reduce outcome uncertainties associated with currently consid-
425ered alternatives; or (3) increasing the budgetary reserves for the contingency or acceptable
426risk of the decision maker.

t5:1 Table 5 Effect of correlation on EOL value

t5:2 Pair-wise comparison Values of EOL

t5:3 Chosen alternatives Competing alternatives ρ= −0.6 ρ= −0.3 ρ= 0.0 ρ= +0.3 ρ= +0.6

t5:4 A1 A2 9.05 7.41 5.66 3.77 1.78

t5:5 A1 A3 17.70 15.91 13.90 11.55 8.61

t5:6 A2 A1 37.05 35.41 33.66 31.77 29.78

t5:7 A2 A3 36.64 34.94 33.11 31.12 28.98

t5:8 A3 A1 18.70 16.91 14.90 12.55 9.61

t5:9 A3 A2 9.64 7.94 6.11 4.12 1.98
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4276 Summary and Conclusions

428When a decision maker faces with the choice among various alternatives with uncertain
429outcomes, it is difficult to ensure that the choice is really the best one. There is a likelihood
430that any chosen alternative could turn out to be wrong because of uncertain outcomes. There is
431a need to have quantitative indicators and decision rules that account for the full uncertainty
432features of alternative outcomes to assist the decision maker screening and ranking
433alternatives.
434As stated by Castro et al. (2009), “Being wrong about alternatives with a lower expected
435loss is preferable to being wrong about alternatives with a higher expected loss”. This paper
436focuses on decision rules that permit joint consideration of decision maker’s acceptable risk
437and correlation among outcomes of different alternatives. The EOL-based risk measure reflects
438the potential loss in case the selected alternative turns out to be inferior to its competitor. Based
439on the EOL, the decision maker could select an alternative with minimal expected loss when
440the decision turns out to be wrong. The decision rule is consistent with the long-term expected-
441value rule but with added capability to explicitly consider the effect of correlation between two
442competing alternative outcomes and the decision maker’s acceptable risk for loss. The
443EOL reflects more accurately the relative merit of two competing alternatives without
444suffering the pessimism of the conditional risk measure and the counter-intuition of
445the Xu’s risk measure.
446
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