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Abstract 1. How to select the lambda set?
Roth-Karp decomposition is one of the most popular 2- How to encode the compatible classes?
techniques for LUT-basd@PGA technology mapping because The algorithm proposed in [11] provides a heuristichtoose a

it can decompose a node into a set of nodes with fewer numb ?Qd lambda set. - Another algorithm proposed in [10]

of fanins. In this paper, wshow how to formulate the ormulates Problem 2 as a symbolic-input encpding prqblem.
L . . However, both of these two algorithms only consider the single-
compatible ~ class encoding  problem in  Roth-Karfy,put LUT architecture. In this paper, wgropose a new
decomposition as a symbolic-output encoding problem in ordesrmulation for Problem 2nd develop a new compatible class
to exploit the feature of the two-output LUT architecturencoding algorithm which can fully expldhie feature of the
Based onthis formulation, we alsodevelop an encoding two-output LUT architecture.
algorithm to minimize the number of LUT's required to This paper is organized as follows. Section 2 describes the
implement the logic circuit. Experimental results show that oufompatible class encoding problem in Roth-Karp decomposition.
encoding algorithm can produce promising results in the logil?! Section 3, our new encoding algorithm whétdresses the

synthesis environment for the two-output LUT architecture. two-output LL.JT achitecture is given |rdet_all. Section 4
shows experimentatesults and theconcluding remarks are

1. Introduction given in Section 5.

Field Programmable Gatérrays (FPGA's)are modern
logic devices which can be programmed the users to
implement theirown logic circuits. Because tife short
turnaround time compared witthat of the standardhSIC
process, they become increasingly popularrapid system BX and BY are Cartesian products spanned >yand Y,
prototyping recently. Many FPGArchitectures have been respectively. Then, given a completely specified funcEon
proposed andhe Look-Up Table(LUT)-based architecture is
the most popular one. It consists miany configurabldUT's
and eachLUT canimplementany k-input function. Besides, respect td~, denoted ag, ~x, , if Uy B, (x,y)and &, )
there is another simildtUT-based FPGA arctecture which X x ml _
implements not only single-output functions but also two-outpdt B B such thaf(x,, y) = F(x;, y). o
functions. ALUT of this architecture can implement either one  Each element] B¥ is called a minterm . All mutually

k-input function or two K-1)-input functions with totallyk  compatibleA minterms can be grouped together feom a
inputs.  For example, in Xilinx XC3000 architecture[klis  ;ompatible class and all compatible classes are pairwisely
equal to 5. disjoint.

Many algorithms developed for LUT-basedPGA Theorem 2.1:
technology mapping haueeen proposed in previous studies[2- . NN ] M
11]. Most of these algorithms firalecomposethe given Given two functionsd : B” - WandG:WxB" - B,
Boolean network to ble-feasible. A Boolean network is said toSuch that
be k-feasible ifall nodes in the network atefeasible, and a O(xy) O BYxBY, F(x, y) =G(a (), ) (1)
node is said to be-feasible if the number dts fanins is no  holds if and only if
more thark. Hence, theorresponding circuit can be directly = o
realized by arone-to-one mapping between nodesl LUT's. 0%, %, 0 B, @ () =@ 06) 0 x =% @ 0
If there are some nodes that are kaf¢asible, they then need to a is a function with binary inputs andsgmbolic output.
be decomposed to besat ofk-feasible nodes. Many proposedX is called thebound (A) set Yis called thdree (1) set
decomposition techniques, such ABID-OR decomposition, Property 2.1
cofactoring, disjoint decomposition, if-then-else DAG, The number of the admissible values/ih W, must be no
communication complexity reduction[12]and  Roth-Karp less than the number of compatible classes in O
decomposition[13]are widely usedhere. In this paper, we From Property2.1, minimum\M is equal to the number of

only focus on Roth-Karp decomposition. . . - -

. . compatible classes X and can be obtained by redefining Eq.

Given theLUT-based FPGA athe target architecture, two g) az' y g9 5q
O

interesting problems in Roth-Karp decomposition should b X = R .
noticed: X, %, OBY, o (x)=0a(X) = X ~X, )

2. Compatible Class Encoding
Definition 2.1:
Let X andY be twosets ofbinary variables,X n Y = [J;

BM xBY ~ B, we saythatx,, x, 0 B arecompatible with



In order to implementd by binary logic,the symbolic- The admissible values 8¥ are defined to be thd's of the
output encoding foW has to be performed. At least= compatible classes. Thug, maps each minterm to the id of

Epg‘zw‘l:l binary-output functionslar GZ, ..., and at’ are the compatible class it belongs. In this example,Epgﬁu)

binary-output functionsa,, a, and a, are needed to

required to encodé& . Hence, Eq. (1) can be rewritten as: 2
F(x, y) = G'(0,(¥), 0,(X), ...,a,(X), Y) ) implement & . Suppose thessymbolic valuesare randomly
Itis clear that the disjoirRoth-Karp decomposition can be €ncoded withouany strategy; fomstance, eacaymbolic value

used to reduce the number of fanins ofuaction under the is encoded with its binary bit pattern. Then, the encoding of

condition oft < |X]. and the resulting Boolean functions are shown below:

From the above discussion, we findhat Roth-Karp class iflas| 0z |0 X1X2
decomposition onlyequires that minterms belonging to the 0 0l 00 0001 11 1
same compatible class azacoded wittthe sameode,i.e., if 1 0l 01 00 0l 0 0 @
X, ~X,thend@ (x.) = @ (x,). In other words, to have a correct 2 101110 xxa/01) 1] 0 O} O
oz t 2 3 |oj1]1 111 0, 00 0
Roth-Karp decomposition, wenly need to assign a unique 4 110l 0 1d o o d d
code to each compatible clasd do not have to care what the -
codeis. However, different encoding combinations for the U3 = X1 XX3Xy
compatible classes will result in differemf, a,, ...,a,, andG". XXz XiX2

There is a compatible class encoding strategy being | 00[ 01 11]_1d 00 ok 11 10
proposed in [10]. It modelthe compatible classncoding 00l 11 0 O 1 000
problem as the classicaymbolic-input encoding problem. xx4|01) 0] 1] O] 1 x3x4|01] 0| O] O] 1
Many existing techniques are then used émcode the 11101 1] 11 0 11 1.0 a9 1
compatible classes for minimizinthe literalcounts of G'. 10001 1101 1 100 1 1 ¢
Because it assumes that the better decomposition quality can be o _ _ _ _
obtained if the resulting' is simple, i.e., has smalleumber Ay =XpXaXgt X% X+ XX ¥ 0 =XX+ XXX
of literals. However,this strategyonly concentrates on single- X X Xg X X Xt KXo X XKy +Xo X3 Xy
output functions.  Furthermore, it did nqroperly take Obviously,threeLUT's are required to implement thege
advantage of the feature of either the single-output otitbe  fynctions since all of them depend on all four input variables.
output LUT architecture. Example 2:

To exploit theproperty ofthe two-output LUT architeture, mxample 1, a better encoding@fis used here. The

we formulate the compatible class encoding problem as:

To find a set of compatible class encoding patterns to encodgnceding ofa and the resultingoolean functionsre shown

as manya functions to be independent of at least one of theirPelow: :

input variables as possible. class idlaz|az| 0y X1%2
Thus, twoa functions which are independent of at least one 0 1110 00 01 11 1

of their input variablesan be merged into a two-outputUT. % (1) 8 8 (;)1 01 10 10 2

In fact, our formulation othis encoding problem is &ind of 3 o1l o X3x4 o i1 g

the symbolic-output encoding because we endbeesymbolic 1 ool 1 1o o 1

output variableW into binary-output encoding functiorss,
O35 = XX+ Xo Xy

a,, ..., andd,.
X1X2 X1X2
. . . 1] 17 1d 00 Of 11 10
3. Our Compatible Class Encoding Algorithm 00| 0(? 00 ol 0 ol 4
" For4ﬂ|1_eLje_l§15y|IIutstratlort1, tthjllliJTTused in this section is xaxa| 01 0] 0] 1| 1 xaxa| 01 1| 0] 0] 0
Elt ere} 1 or a two-output 4- . 1110l ol ol 0 1 o d d d
=xample 1. _ _ o 100 1] 1/ 0] 0 14 o d d ¢
Given a compatible class encoding funct@nwith a set of _ _ o
O, = X X3Xs+ X X5 %y O =X X5X3X,

inputsX as the\ set and a symbolic output variabiée

R . a s i o
G 8" w whereX ={x,% % ¢ and WE{0,1,2,3,4} We find thata, is independent ok, andx, anda, is

independent ok,, respectively. Therefore, anda, can be

X
[00 011)(211 1d merged into a two-output LUT. Twnostead of thre€UT's are
ool 21 11 11 2 thus required to implement thegdunctions.
xaxa| 01| 4] 2| 0| 3 Now we give somalefinitions and derive some properties
11| 1] 2] 2| 1 from them. Based on these definitions and properties, our
10| 0| 3| 1| 2 compatible class encoding algorithm is then constructed.




Definition 3.1:

An independent setwith respect to an input variable
denoted a$Sx, is defined as a set of claisks suchthat there
exists a binary-input/outpdtinction a being independent of
where
the ON-set oft a®N
Example 3:

In Example 1, {0, 2} is anSx. Because we can find a

fm |m isA mintermherea (m)J IS¥

{(02:134)}. After discarding two uselesSx's @ andW) and
exploiting the equivalence relatiamong dichotomieshe size
of Set_[Ix is given by Property 3.4:

Property 3.4:

|Set Ig|-2_ 2%-Msl_

Set =
[Set. O > >

O

Property 3.5:
A dichotomy Dx

(:r) can be used to make tleacoding

function o, = x,x, + X,%, as illustrated in Example 2 satisfiesfunction &; independent ok if the i-th bit of thecode of the

Definition 3.1.
Definition 3.2:

An 1Sx is aminimum independent setwith respect to the
input variablex, denoted aMISx, if and only if

OT, TO ISxand T2 0 O T isnohgeran ISx .
Example 4:

In Example 1, {0, 2} and {1, 3, 4} aréwo MISx's by
Definition 3.2.
Property 3.1:

Given twoA mintermsm andm' wherem' is the same with
m except that it icomplemented ahe position of variable.
Let a (m) =k and a (m) = k', thenk andk' must belong to the
sameMISx by Definition 3.1. O

Property 3.2:
Two MISx's are either identical or disjoint, and tteion

set of allMISx's isW. O

From Property3.1 and 3.2, wean easily develop an

algorithm to find allMIS's for a given variablg.
Example 5:

The set,Set_MI, containingall MIS's with respect to
each variable of Example 1 is shown below, respectively.
Set. MI§, ={{0,2},{1,3,4}} Set MI§, ={{0,2}.{1,3,4}}

Set. MIg, ={{0,3},{1,24}} Set MI§, ={{0,1,2,3,4}}
Property 3.3:

Each combination of an arbitrary number ®ISx's
represents afbx. So the size of the s8et_IS containing all

ISxs is equal 1025 "%/ 0
Thus, Set_IS can be derived fronset_MIS by applying
Property 3.3. For exampl8et_IS, in Example 1is{J, {0, 2},
{1, 3,4}, {0, 1, 2, 3, 4}}. Notice thatl and {0, 1, 2, 3, 4}\(y)
are discarded sincthey are useles®r encoding purpose
described later. At this point, wiatroduce a terminology,

compatible class is equal to:

1 if the id ofc O I,
0 if theidofc O r. O
Example 6:

In Example 1, there exists dichotomy,D = (02:134)0
Set . Ifa,is encoded bip:

class igaz| oz |0y X1X2
(0] 10 -1 - 00l 01 11 1
1 0| -1 - 0Ql 1/ 0l 0l 1
2 1 -] - xsx4|01| 0] 1] 1] O
3 0| -| - 11 O 1] 1] O
4 0| -| - 10/ 1] 0] 0] 1

O35 = XX+ Xo X%y
It is clear that, is independent of, under thisencoding
pattern.
Because we do not care which variablethat a. is
independent of, dichotomieBom different Set_X's can be
merged into asetSet_ D Then, we formulate theompatible

class encoding problem to satishe following threeencoding
constraints:

1. Each compatible class must be encoded with a distinct code.

2. Only minimum numbet) of encodingbits are allowed to
be used.

3. Use as many dichotomies for the encoding as possible.
Constraint 1 is given to satistiie definition ofRoth-Karp

decomposition. Constraint 2 is given to minimike number

of LUT's used to implement functions. Constraint 3 igiven

to exploit the feature of the two-output LUT architecture.
While merging Set_X's into Set_DO if two equivalent

dichotomies,D, and D,, are from two differentSet_Ix, and

Set_[X,, respectively, them. encoded byeitherD, or D, is
i 1 2

independent of botx, andx,. In this case, the number of

fanins of a. can be further reduced and the number of

interconnection nets requiretbr routing is also reduced.
Therefore, a dichotomy which is independent of the most inputs
should be chosen for encoding first.

A procedureExhaustive_Search_Encoding developed to

dichotomy, which is first usedor symbolic-input encoding in
[14]. The notion ofdichotomy is slightly modifiechere for
convenience.
Definition 3.3:

A dichotomy with respect to, Dx, is given by an ordered

pair, denoted ag:f), wherel is anlSx andr is W- 1Sx. 0  encode the compatible classes under three constraints described
Definition 3.4 above. It firsttries to find the maximum numbet] of
Two dichotomies,D, = (;r) and D, = (,r,), are dichotomies for encoding to satisfy Constrainarid 2. If it
fails, it reduces the number eficoding dichotomies by 1 and
equivalentif (I, =1,andr, =r) or (, =r,andr, =1,). |

tries again. Thigprocedure guarantees to get thgtimum

From Definition 3.3 and 3.4, a set of distinct, i.agn-
equivalent, dichotomies with respect %o Set [x, can be
generated fromSx. For instanceSet_[x, in Example 1 is

encoding solutionj.e., themaximum number of dichotomies
can be found to encodefunctions without violating Constraint
1and 2.



Example 7: 4. Experimental Results

By reexamining Example 1, we find thiato dichotomies The algorithm described aboveas been implemented in
(02:134) and  (03:124) can  be found by SIS environment which is developed by UC Berkeley[15].
Exhaustive_Search_Encoditgencodex, anda,, respectively. Besides, our algorithm is integrated into a version of Roth-Karp
Therefore, ecomposition[11], whichas the lambda set selectistnategy,
to enhancets performance. In order to investigate the quality
of our encoding algorithm, denoted as Algorithm 3, two
experiments areonducted over a largeet ofMCNC and
ISCAS benchmark circuits to compattee results with those of
another two versions of Roth-Karp decomposition. Algorithm 1
takesCY + Ctd_1+~~~+ c? iterations when >t. We find that the has neither the lambda set selecttrategy nothe compaf[ible
class encoding strategyd is used in mis-pga[3]. Algorithm 2
hasonly the lambda set selectiatrategy and is implemented
'{ 11]. The target architecture is the Xilinx XC3088GA
which can implement either one 5-input function or two 4-input

nctions with totally 5 inputs as described above. ifitel
tworks of one experimerdre two-level circuits and are

obtained by performing the SIS script:

collapse

simplify -d -m nocomp
The initial networks of another experiment are multi-level
circuits and are obtained Iperformingthe SIS standard multi-
level optimization script. After obtaininthe initial networks,
the same mapping script:

[ci iteratio% Q T@ @06 j xl_k_decomp /*various algorithms applied here */

x|_partition -tm

(@ 000G @H® 6 o e ) x| cover
‘ ‘ . xI_merge -l
[@3 @ @ @ @ @ @ @ @ @ Cs lterations ] is used in both experiments. This script filscomposes the

Fig. 1 : The search space of finding the maximum number ofnetwork to be 5-feasible. Algorithm 1, 2, anda® applied
dichotomies for the encoding. here. Thus, each node can be implemented3¥ydT. Then,
it tries tomerge pairs of nodes which can be implemented by

In this example, 25 iterations are required to find théwvo-output 5-LUT's as many asssible. Both experiments run
optimum solution inthe worst case. Suppose that the firgsin a SUN SPARC 5 workstatiaand the results ashown in
dichotomy is (0:12345), we find that it is impossible to Table I and Il, respectively.
distinguish class 1~5 no matter what the remaining dichotomies Table | showghe results on 18vo-level Benchmarks. On
are becausenly two morebits are allowed to use. Thus, theaverage, Algorithm 3equires 41% and 20% fewEUT's than
subtree rooted athe firstdichotomy can bepruned without that of Algorithm 1 and 2, respectively. Moreover, Algorithm 3
affecting the search of theptimum solution. This pruning is alsovery time-efficient. Itonly requires 14% and 90% CPU
algorithm is illustrated in Fig. 2. time than that ofAlgorithm 1 and 2, respectively. Table I
showsthe results on 26 multi-level benchmarks. We find that
Algorithm 2 and 3 produce almoshe same results. On
average, they bothmequire 32% fewerLUT's than that of
Algorithm 1, and alstake 15~20% les€PU time tharnhat of
Algorithm 1 in this experiment.

These two experiments shdhat ourencoding strategy can
provide greater improvement for circuits starting with two-level
Fig. 2 : An example of the pruning strategy on the search spagJerm.S but no significan_t improvemeffibr circuitsstgrting with

T of the dichotomies mult!-level fo_rm§. It is _becausehat node _functlons of the
' multi-level circuits optimized bySIS are simpler anthave

Hence, the pruning algorithm can be formally described asf,ewer inputs than node functionstbe two-level circuits. The
’ . . Simil h I in [10]. Therefore, our
At any node of the search space of the dichotomied| the similar reason has also been suggested in [10]

. . . . encoding strategy does not make much difference for multi-
compatible classes cannot be partitioned into sétese sizes level circuits aftexchoosing a goothmbda sefor decomposing

are no more thang™®™""9b% py ysing the current dichotomy, functions.
then the subtree rooted at this node is pruned.
This pruning algorithm also guarantees to getapegmum 5. Conclusions
encoding solutionand executes more efficiently than the |n this paper, we discuss the compatible clessoding
procedureExhaustive_Search_Encoding problem in Roth-Karp decomposition for two-output LUT

a, is then encoded to satisfy Constraint 1.

encoding result is identical with that illustrated in Example 2.
The time efficiency of this procedure is not thajood.

Suppose there am dichotomies being used to encadbits,

then the worst case, in which noe can be usddr encoding,

number of iterations dramatically increases casncreases.
Thus, a more efficient algorithm should be develofigdthe
practical usage. Consider an example that the numbers of
compatible classes and dichotomées 6 and 5, respectively.
is then equal to 3 in this case. The search space of finding
optimum encoding solution fahis example ishown in Fig. 1.
Any pathfrom nodeSto the nodes of the third level in the tree
represents a possible combination tifree dichotomies.
Similarly, any path from nodeS to the nodes of theecond
level in the tree represents a possibtambination of two
dichotomies.




architecture. We show how to formulat@s problem as a

Table | : The experimental results of two-level circuits.

symbolic-output encoding problem. Basedtbis formulation,
we also develop an encoding algoritamd integrate it into a

version of Roth-Karp decomposition witthe lambda set
selection strategy. Experiment resufisow that our new
encoding algorithm can efficientlyuse fewelLUT's to
implement circuits starting with two-levébrms for the two-
output LUT architecture. By investigating theptimization
strategy of current logic synthesis systems, our aeeeoding
technique isvery useful in both two-level and multi-levédgic
synthesis systems targeting ftine two-output LUT-based
FPGA.
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