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Abstract

In this paper, we study two challenging problems in in-

complete multi-view clustering analysis, namely, i) how to

learn an informative and consistent representation among

different views without the help of labels and ii) how to re-

cover the missing views from data. To this end, we propose

a novel objective that incorporates representation learning

and data recovery into a unified framework from the view

of information theory. To be specific, the informative and

consistent representation is learned by maximizing the mu-

tual information across different views through contrastive

learning, and the missing views are recovered by minimiz-

ing the conditional entropy of different views through dual

prediction. To the best of our knowledge, this could be the

first work to provide a theoretical framework that unifies the

consistent representation learning and cross-view data re-

covery. Extensive experimental results show the proposed

method remarkably outperforms 10 competitive multi-view

clustering methods on four challenging datasets. The code

is available at https://pengxi.me.

1. Introduction

In the real world, multi-view data, which often exhibit

heterogeneous properties, is collected from diverse sensors

or obtained from various feature extractors. As one of the

most important unsupervised multi-view methods, multi-

view clustering (MVC) aims to separate data points into dif-

ferent clusters in an unsupervised fashion [11,17,20,29,40,

54]. To achieve the end, the key is exploring the consistency

across different views so that a common/shared representa-

tion is learned [5,12,14,21,33,47]. Behind the consistency

learning, the implicit assumption is that the views are com-

plete, i.e., all data points will present in all possible views.

In practice, however, some views of data points might be

missing due to the complexity in data collection and trans-

mission, leading to so-called incomplete multi-view prob-
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Figure 1. Our basic observation and theoretical results from the

perspective of information theory. In the figure, the solid and dot-

ted rectangles denote the information contained in view 1 (X1) and

view 2 (X2), respectively. In mathematical, the mutual informa-

tion I(Z1,Z2) (grey area) quantifies the amount of information

shared by Z
1 and Z

2, where Z
1 and Z

2 are the representations

of X1 and X
2, respectively. To learn consistent representations,

it is encouraged to maximize I(Z1,Z2). In addition, minimiz-

ing the conditional entropy H(Zi|Zj) (blue area) will encourage

the recovery of missing view because Z
i is fully determined by

Z
j if and only if the conditional entropy H(Zi|Zj) = 0, where

i = 1, j = 2 or i = 2, j = 1. Subtly, on the one hand,

the maximization of I(Z1,Z2) could increase the amount of the

shared information, thus the data recoverability could be benefited,

i.e., it is easier to recover one view from the other. On the other

hand, as H(Zi|Zj) quantifies the amount of information of Z
i

conditioned on Z
j , the minimization of H(Zi|Zj) will encour-

age to discard the inconsistent information across-views, and thus

the consistency could be further improved. With the above ob-

servation, cross-view consistency and data recovery are treated as

two sides of one coin under the above unified information theory

framework.

lem (IMP). For example, in online meetings, some video

frames might lose the visual or audio signal due to the

breakdown of sensors. To solve IMP, some incomplete

multi-view clustering algorithms (IMC) have been proposed

by employing numerous data recovery methods to com-

plete the missing data, e.g., matrix factorization based meth-

ods [10, 22, 35, 46, 53] and generative adversarial networks

based methods [16, 41, 45]. These works have attempted

to overcome the following two challenges: i) how to learn

informative and consistent representations across different

views? and ii) how to eliminate the influence of the miss-
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ing views? Although some promising results have been

achieved, almost all existing works treat these two chal-

lenges as two independent problems and a unified theoreti-

cal understanding is still lacking.

Different from existing IMC studies, we theoretically

show that cross-view consistency learning and data recov-

ery could be treated as two sides of one coin and these

two challenging tasks could mutually boost. Our motiva-

tion comes from [38], as shown in Fig. 1. It should be

pointed out that, [38] utilizes predictive learning to enhance

the performance of contrastive learning, while we aim at

recovering the missing data through dual prediction. More-

over, another difference lies on our theoretical result, i.e.,

the data recovery and consistency learning could mutually

boost through contrastive learning and dual prediction.

Based on our observations and theoretical results,

we propose a novel incomplete multi-view clustering

method, termed inCOMPlete muLti-view clustEring via

conTrastivE pRediction (COMPLETER). In detail, COM-

PLETER projects a given dataset into a feature space

wherein information consistency and data restorability are

guaranteed using three jointly learning objectives. More

specifically, a within-view reconstruction loss is used to

learn a view-specific representation so that the trivial solu-

tion is avoided. In the latent feature space, a contrastive loss

is introduced to learn the cross-view consistency by maxi-

mizing mutual information I(Z1,Z2), and a dual prediction

loss is used to recover the missing view by minimizing con-

ditional entropy H(Z1|Z2) and H(Z2|Z1). It should be

pointed out that the data recovery referred in this paper is

task-oriented, i.e., only the shared instead of all information

would be recovered to facilitate the downstream tasks like

MVC. To summarize:

• We provide a novel insight to the community, i.e., the

data recovery and consistency learning of incomplete

multi-view clustering are with intrinsic connections,

which could be elegantly unified into the framework of

information theory. Such a theoretical view is remark-

ably different from existing works which treat consis-

tency learning and data recovery as two separate prob-

lems.

• The proposed COMPLETER method is with a novel

loss function which achieves the information consis-

tency and data restorability using a contrastive loss and

a dual prediction loss. Extensive experiments verify

the effectiveness of the proposed loss function.

2. Related Work

In this section, we briefly review some recent develop-

ments in two related topics, namely, incomplete multi-view

clustering and contrastive learning.

2.1. Incomplete Multiview Clustering

Based on the way of utilizing the multi-view informa-

tion, most existing IMC methods could be roughly classified

into three categories, i.e., matrix factorization (MF) based

IMC [10,22,35,53], spectral clustering based IMC [39], and

kernel learning based IMC [26]. In brief, MF based meth-

ods project the incomplete data into a common subspace

by utilizing the low-rankness. For example, DAIMC [10]

establishes a consensus basis matrix with the help of ℓ2,1-

norm and IMG [53] utilizes the ℓF -norm to reduce the in-

fluence of missing data. As a typical spectral clustering

based method, PIC [39] learns the common representation

using a consistent Laplacian graph constructed from incom-

plete views. EERIMVC [26] proposes using a multi-kernel

method to achieve IMC in an iterative optimization manner.

Besides, the methods like [16, 41] utilize cycleGAN [55]

to generate the missing view from the complete views and

CDIMC-net [44] incorporates the view-specific encoders

and the graph embedding strategy to handle the incomplete

multi-view data.

The differences between this study and existing works

are given below. First, we aim to infer the missing data

rather than the missing similarity, thus enjoying higher in-

terpretability [26]. Second, our method is a deep rather

than shallow model [10, 19, 22, 26, 35, 39, 53], thus nat-

urally embracing the capacity of handling complex and

large-scale dataset. Third, almost all existing IMC meth-

ods [10,16,22,26,35,39,41,53] treat data recovery and con-

sistency learning as two independent problems/steps, while

lacking a theoretical understanding. In contrast, we pro-

posed that data recovery and consistency learning could be

unified into the framework of information theory [36]. Both

data recovery and consistency learning could be of benefit

to learning the common representation.

2.2. Contrastive Learning

As one of most effective unsupervised learning

paradigms, contrastive learning [2, 4, 8, 23, 28, 30, 37, 38]

has achieved state-of-the-art performance in representation

learning. The basic idea of contrastive learning is learning

a feature space from raw data by maximizing the similar-

ity between positive pairs while minimizing that of neg-

ative pairs. In recent, some studies show that the suc-

cess of contrastive learning could attribute to the maximiza-

tion of mutual information. For example, MoCo [9] and

CPC [30] minimize the InfoNCE loss that can be regarded

as maximizing a lower bound on mutual information, i.e.,

I
(

Z
1,Z2

)

≥ log(N) − LNCE, where N is the number of

negative pairs, Z1 and Z
2 are the latent representations of

multi-view data X
1 and X

2, respectively.

The differences between this work and existing con-

trastive learning studies are as below. First, most exist-

ing contrastive learning methods [2, 8, 9, 28] aim to handle
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Figure 2. Overview of COMPLETER. In the figure, bi-view data is used as a showcase. As shown, our method contains three joint learning

objectives, i.e., within-view reconstruction, cross-view contrastive learning, and cross-view dual prediction. To be specific, the within-view

reconstruction objective aims to project all views into view-specific spaces with the minimal reconstruction loss. The cross-view contrastive

learning objective is implemented by maximizing the mutual information between Z
1 and Z

2. The cross-view dual prediction objective

utilizes two mapping G(1) and G(2) to recover one view from another one by minimizing the conditional entropy H(Zi|Zj).

single-view data and exhaustively explore a variety of data

augmentations to build different views/augmentations. In

contrast, our method aims to learn consistency from a given

multi-view dataset. To the best of our knowledge, this could

be one of the first studies on multi-view contrastive learn-

ing. Second, our method is specifically designed for han-

dling missing data, whereas the existing contrastive learning

works ignore this practical problem. Third, although exist-

ing contrastive learning studies have shown that the con-

sistency could be learned by maximizing the mutual infor-

mation of different augmentations, they ignore the incon-

sistency learning. With a unified framework of information

theory, we show that inconsistency learning could be de-

fined by conditional entropy and the missing data could be

recovered through the minimization of the inconsistency.

3. The Proposed Method

In this section, we propose a deep multi-view cluster-

ing method, termed inCOMPlete muLti-view clustEring via

conTrastivE pRediction (COMPLETER) for learning the

representations with a set of incomplete multi-view sam-

ples. As illustrated in Fig. 2, COMPLETER consists of

three jointly learning objectives, namely, within-view re-

construction, cross-view contrastive learning, and cross-

view dual prediction. For clarity, we will first introduce the

proposed loss function and then elaborate on each objective.

3.1. The Objective Function

Without loss of generality, we take bi-view data as an

example. Given a dataset X̄ = {X̄1,2, X̄1, X̄2} of n in-

stances, where X̄
1,2, X̄1, and X̄

2 denote the examples pre-

sented in both views, the first view only, and the second

view only, respectively. Let m be the data size of com-

plete examples X̄1,2 and X
v be the v-th view of X̄1,2, then

X̄
1,2 = {X1,X2}.

With the above definitions, we propose the following ob-

jective function:

L = Lcl + λ1Lpre + λ2Lrec, (1)

where Lcl, Lpre, and Lrec are cross-view contrastive loss,

dual prediction loss, and within-view reconstruction loss,

respectively. The parameters λ1 and λ2 are the balanced

factors on Lpre, and Lrec, respectively. In our experiments,

we simply fix these two parameters to 0.1.

Within-view Reconstruction: For each view, we pass it

through an autoencoder to learn the latent representation Z
v

by minimizing

Lrec =
2

∑

v=1

m
∑

t=1

∥

∥

∥
X

v
t − g(v)

(

f (v) (Xv
t )
)
∥

∥

∥

2

2
, (2)

where X
v
t denotes the t-th sample of X

v . f (v) and g(v)

denote the encoder and decoder for the v-th view, respec-

tively. Hence, the representation of t-th sample in v-th view

is given by

Z
v
t = f (v) (Xv

t ) , (3)

where Zv denotes the representations of Xv and v ∈ {1, 2}.

It should be pointed out that the autoencoder structure is

helpful to avoid the trivial solution.

Cross-view Contrastive Learning: In the latent space

parameterized by Lrec, we conduct contrastive learning

to learn a common representation shared across different

views. Unlike most existing contrastive learning stud-

ies [9, 30] which maximize the consistency between the
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learned representations Z1 and Z
2 by maximizing the lower

bound of mutual information, we directly maximize the mu-

tual information between the representations of different

views. Mathematically,

Lcl = −
m
∑

t=1

(

I
(

Z
1
t ,Z

2
t

)

+ α
(

H
(

Z
1
t

)

+H
(

Z
2
t

)))

, (4)

where I denotes the mutual information, H is the informa-

tion entropy, and parameter α is set as 9 to regularize the en-

tropy in our experiments. We design this objective with the

following goals. On the one hand, from information theory,

information entropy is the average amount of information

conveyed by an event [3]. Hence a larger entropy H(Zi)
denotes a more informative representation Z

i. On the other

hand, the maximization of H(Z1) and H(Z2) will avoid the

trivial solution of assigning all samples to the same cluster.

To formulate I(Z1
t ,Z

2
t ), we first define the joint proba-

bility distribution P(z, z′) of variable z and z′. As a soft-

max function is stacked at the last layer of the encoder, each

element of Z1 and Z
2 could be regarded as an over-cluster

class probability like [13,15,34]. In other words, Z1 and Z
2

could be understood as the distribution of two discrete clus-

ter assignment variables z and z′ over D “classes”, where

D is the dimension of Z1 and Z
2. As a result, P(z, z′) is

defined as P ∈ RD×D, i.e.,

P =
1

m

m
∑

t=1

Z
1
t

(

Z
2
t

)⊤
. (5)

Let Pd and P
′
d denote the marginal probability distri-

butions P(z = d) and P(z′ = d′), they could be ob-

tained by summing over the d-th rows and d′-th columns

of joint probability distribution matrix P. Expecting z and

z′ are with equal importance, P is further calculated by

(P + P
T )/2. For discrete distributions, Eq. (4) is given

as below:

Lcl = −
D
∑

d=1

D
∑

d′=1

Pdd′ ln
Pdd′

P
α+1
d ·Pα+1

d′

, (6)

where Pdd′ is the element at the d-th row and d′-th column

of P and α is a balance parameter of entropy as defined in

Eq. (4). The details from Eq. (4) to Eq. (6) are presented in

supplementary material.

Cross-view Dual Prediction: To infer the missing views,

we propose a dual prediction mechanism as shown in

Fig. 2. To be specific, in a latent space parameterized

by a neural network, the view-specific representation will

be predicted by another through minimizing the entropy

H(Zi|Zj), where i = 1, j = 2 or i = 2, j = 1.

Such a dual prediction mechanism is with theoretical ex-

planation as elaborated in Fig. 1. In short, Z
i is fully

determined by Z
j if and only if the conditional entropy

H(Zi|Zj) = −EP
Zi,Zj

[logP(Zi|Zj)] = 0. To solve

this objective, a common approximative approach is intro-

ducing a variational distribution Q(Zi|Zj) and maximiz-

ing EP
Zi,Zj

[

logQ
(

Z
i | Zj

)]

which is the lower bound of

EP
Zi,Zj

[logP(Zi|Zj)], i.e.,

EP
Zi,Zj

[

logP
(

Z
i | Zj

)]

=EP
Zi,Zj

[

logQ
(

Z
i | Zj

)]

+

DKL

(

P
(

Z
i | Zj

)

‖Q
(

Z
i | Zj

))

.
(7)

Such a variational distribution Q can be any types like

Gaussian [7] and Laplacian distribution [55]. In prac-

tice, we simply assume the distribution Q as a Gaus-

sian distribution N
(

Z
i | G(j)

(

Z
j
)

, σI
)

, where G(j)(·)
could be a parameterized model which maps Z

j to Z
i

and σI is the variance matrix. By ignoring the con-

stants derived from the Gaussian distribution, maximizing

EP
Zi,Zj

[

logQ
(

Z
i | Zj

)]

is equivalent to

min EP
Zi,Zj

∥

∥

∥
Z

i −G(j)
(

Z
j
)

∥

∥

∥

2

2
. (8)

For a given bi-view dataset, we further have

Lpre =
∥

∥

∥
G(1)(Z1)− Z

2
∥

∥

∥

2

2
+

∥

∥

∥
G(2)(Z2)− Z

1
∥

∥

∥

2

2
. (9)

It should be pointed out that the above loss may lead

to trivial solutions without the within-view reconstruction

loss, i.e., Z1 and Z
2 are equivalent to the same constant.

After the model converged, it is easy to predict the miss-

ing representation Z̄
i from Z̄

j through the above dual map-

ping, i.e.,

Z̄
i = G(j)

(

Z̄
j
)

= G(j)
(

f (j)(X̄j)
)

, (10)

where Z̄
j denotes the representations of X̄j .

3.2. Implementation Details

As shown in Fig. 2, COMPLETER consists of two train-

ing modules, i.e., two view-specific autoencoders and two

cross-view prediction networks. For these two modules, we

simply adopt a fully-connected network where each layer is

followed by a batch normalization layer and a ReLU layer.

The softmax activation function is used at the last layer of

the encoder and prediction module. In the supplementary

material, all details of our model have been presented.

In the training stage, we use the complete data X̄
1,2 to

train COMPLETER in an end-to-end manner. Specifically,

we train the autoencoders by Lcl and Lrec in the first 100

epochs to stabilize the training of the dual prediction. Then,

we train the whole networks with L for 400 epochs. Once

the network converged, we feed the whole dataset into the

network to obtain the representations for all views including
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Table 1. The clustering performance comparisons on four challenging datasets. “−” indicates unavailable results due to out of memory.

The 1st/2nd best results are indicated in red/blue.

Missing
Method

Caltech101-20 LandUse-21 Scene-15 Noisy MNIST

Type ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI

Incomplete

AE2Nets [51] 33.61 49.20 24.99 19.22 23.03 5.75 27.88 31.35 13.93 38.67 33.79 19.99

IMG [53] 42.29 58.26 33.69 15.52 22.54 3.73 23.96 25.70 9.21 − − −
UEAF [43] 47.35 56.71 37.08 16.38 18.42 3.80 28.20 27.01 8.70 34.56 33.13 24.04

DAIMC [10] 44.63 59.53 32.70 19.30 19.45 5.80 23.60 21.88 9.44 34.44 27.15 16.42

EERIMVC [26] 40.66 51.38 27.91 22.14 25.18 9.10 33.10 32.11 15.91 54.97 44.91 35.94

DCCAE [42] 40.01 52.88 30.00 14.94 20.94 3.67 31.75 34.42 15.80 61.79 59.49 33.49

PVC [22] 41.42 56.53 31.00 21.33 23.14 8.10 25.61 25.31 11.25 35.97 27.74 16.99

BMVC [52] 32.13 40.58 12.20 18.76 18.73 3.70 30.91 30.23 10.93 24.36 15.11 6.50

DCCA [1] 38.59 52.51 29.81 14.08 20.02 3.38 31.83 33.19 14.93 61.82 60.55 37.71

PIC [39] 57.53 64.32 45.22 23.60 26.52 9.45 38.70 37.98 21.16 − − −
COMPLETER 68.44 67.39 75.44 22.16 27.00 10.39 39.50 42.35 23.51 80.01 75.23 70.66

Complete

AE2Nets [51] 49.10 65.38 35.66 24.79 30.36 10.35 36.10 40.39 22.08 56.98 46.83 36.98

IMG [53] 44.51 61.35 35.74 16.40 27.11 5.10 24.20 25.64 9.57 − − −
UEAF [43] 47.40 57.90 38.98 23.00 27.05 8.79 34.37 36.69 18.52 67.33 65.37 55.81

DAIMC [10] 45.48 61.79 32.40 24.35 29.35 10.26 32.09 33.55 17.42 39.18 35.69 23.65

EERIMVC [26] 43.28 55.04 30.42 24.92 29.57 12.24 39.60 38.99 22.06 65.47 57.69 49.54

DCCAE [42] 44.05 59.12 34.56 15.62 24.41 4.42 36.44 39.78 21.47 81.60 84.69 70.87

PVC [22] 44.91 62.13 35.77 25.22 30.45 11.72 30.83 31.05 14.98 41.94 33.90 22.93

BMVC [52] 42.55 63.63 32.33 25.34 28.56 11.39 40.50 41.20 24.11 81.27 76.12 71.55

DCCA [1] 41.89 59.14 33.39 15.51 23.15 4.43 36.18 38.92 20.87 85.53 89.44 81.87

PIC [39] 62.27 67.93 51.56 24.86 29.74 10.48 38.72 40.46 22.12 − − −
COMPLETER 70.18 68.06 77.88 25.63 31.73 13.05 41.07 44.68 24.78 89.08 88.86 85.47

the missing ones. After that, the common representation,

which is obtained by simply concatenating all view-specific

representations together, is further fed into k-means to get

the clustering results like the traditional fashion [1, 10, 22,

25, 26, 32, 39, 42, 43, 48, 49, 53].

4. Experiments

In this section, we evaluate the proposed COMPLETER

method on four widely-used multi-view datasets with the

comparisons of 10 multi-view clustering approaches.

4.1. Experimental Settings

Four widely-used datasets are used in our experiments.

In brief, Caltech101-20 [24] consists of 2,386 images of

20 subjects with the views of HOG and GIST features.

Scene-15 [6], which consists of 4,485 images distributed

over 15 scene categories, is with PHOG and GIST fea-

tures. LandUse-21 [50] consists of 2100 satellite images

from 21 categories with PHOG and LBP features. Noisy

MNIST [42] uses the original 70k MNIST images as view 1

and randomly selects within-class images with white Gaus-

sian noise as view 2. As most of the baselines cannot handle

such a large dataset, we could only use a subset of Noisy

MNIST consisting of 10k validation images and 10k testing

images.

To evaluate the performance of handling incomplete

multi-view data, we randomly select some instances as in-

complete data by randomly removing one view. The miss-

ing rate η is defined as η = (n−m)/n, where m is the

number of complete examples, and n is the number of the

whole dataset.

For a comprehensive analysis, three widely-used clus-

tering metrics including Normalized Mutual Information

(NMI), Accuracy (ACC), and Adjusted Rand Index (ARI)

are used. A higher value of these metrics indicates a better

clustering performance.

We implement our COMPLETER in PyTorch 1.2 [31]

and carry all evaluations on a standard Ubuntu-18.04 OS

with an NVIDIA 2080Ti GPU. We use Adam optimizer [18]

with the default parameters to train our model and set the

initial learning rate as 0.0001. The batch size is set to

256 and the maximal training epoch is fixed to 500 on all

datasets. The entropy parameter α is fixed to 9 and trade-off

hyper-parameters λ1 and λ2 are fixed to 0.1 for all datasets.

In our implementation environment, COMPLETER takes

about 60 seconds to train a model on Caltech101-20, 80

seconds on Scene-15, 50 seconds on LandUse-15, and 500

seconds on NoisyMNIST.
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Figure 3. Performance comparisons on Caltech101-20 with different missing rates (η).

Figure 4. Parameter analysis on Caltech101-20.

4.2. Comparisons with State of the Arts

We compare COMPLETER with 10 multi-view clus-

tering approaches including Deep Canonically Correlated

Analysis (DCCA) [1], Deep Canonically Correlated Au-

toencoders (DCCAE) [42], Binary Multi-view Cluster-

ing (BMVC) [52], Autoencoder in Autoencoder Networks

(AE2-Nets) [51], Partial Multi-View Clustering (PVC) [22],

Efficient and Effective Regularized Incomplete Multi-view

Clustering (EERIMVC) [26], Doubly Aligned Incomplete

Multi-view Clustering (DAIMC) [10], Incomplete Multi-

Modal Visual Data Grouping (IMG) [53], Unified Embed-

ding Alignment Framework (UEAF) [43], and Perturbation-

oriented Incomplete Multi-view Clustering (PIC) [39]. The

first four methods could only handle complete multi-view

data and thus we fill the missing data with the mean val-

ues of the same view. For all methods, we use the recom-

mended network structure and parameters for fair compar-

isons. In brief, for CCA-based methods (i.e., DCCA and

DCCAE), we fix the hidden representation dimension to 10.

For BMVC, we fix the length of binary code to 128. For

EERIMVC, we exploit the “Gauss kernel” to construct the

kernel matrices and seek the optimal λ from 2−15 to 215

with an interval of 23.

We test all methods in two settings, i.e., missing rate

η = 0.5 (denoted by Incomplete) and η = 0 (denoted by

Complete). The average clustering results are obtained by

repeating each method with five random initializations and

dataset partitions.

As shown in Table 1, COMPLETER significantly out-

performs these state-of-the-art baselines by a large perfor-

mance margin on all four datasets. In the Incomplete set-

ting, COMPLETER surpasses the best baseline by 3.07%

on Caltech101-20, 4.37% on Scene-15, and 14.68% on

NoisyMNIST in terms of NMI. Moreover, COMPLETER

achieves more than 50% performance improvements over

the best baseline on Caltech101-20 and NoisyMNIST in

terms of ARI. In the Complete setting, COMPLETER also

remarkably outperforms almost all baselines. The en-

couraging performance demonstrates the promising repre-

sentability of COMPLETER thanks to our unified theoreti-

cal framework of contrastive learning and dual prediction.

4.3. Performance with Different Missing Rates

To further investigate the effectiveness of our method,

we conduct experiments by varying the missing rate η from

0 to 0.9 with a gap of 0.1 on Caltech101-20. When the

missing rate is 0.9, the size of the whole training data is

smaller than that of a data batch, and thus we reduce the

batch size to 128. From the results in Fig. 3, one could ob-

serve that: i) COMPLETER significantly outperforms all
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Figure 5. Clustering results of COMPLETER with the increase

of entropy α on Caltech101-20. The x-axis denotes α, the left

and right y-axis denote clustering performance and information

entropy, respectively.

the tested baselines in all missing rates setting; ii) with in-

creasing the missing rate, the performance degradations of

the compared methods are much larger than that of ours.

For example, COMPLETER and PIC achieve the NMI of

0.6806 and 0.6793 with η = 0, respectively, while with the

increase of the missing rate, COMPLETER is remarkably

superior to PIC.

4.4. Parameter Analysis and Ablation Studies

In this section, we analyze COMPLETER on the

Caltech101-20 dataset from two perspectives, i.e., param-

eter sensitivity analysis and ablation studies. In the evalua-

tions, the missing rate η is fixed to 0.5.

Our method contains three user-specified parameters,

i.e., the entropy parameter α, the prediction trade-off pa-

rameter λ1, and the reconstruction trade-off parameter λ2.

In the following studies, we first investigate the relation

among α, information entropy of representations H(Zi),
and clustering performance by fixing λ1 and λ2 to 0.1 and

changing the value of α. As shown in Fig. 5, the information

entropy grows in step with α. Specifically, with the increase

of the information entropy (from left to right), the cluster-

ing performance (ACC, NMI, and ARI) improves first and

then degrades. The reason may due to the following aspects.

On the one hand, the increased entropy (information con-

tained in the representation) will enlarge the mutual infor-

mation which further boosts the clustering performance. On

the other hand, with the increase of α, an over-informative

representation will suppress the mutual information term in

Eq. (4) and then the consistency is reduced.

To evaluate the influence of λ1 and λ2, we change their

value in the range of {0.01, 0.1, 1, 10, 100}. As shown in

Fig. 4, our method is robust to the choice of λ1. In addition,

a good choice of λ2 will remarkably improve the perfor-

mance of COMPLETER.

Table 2. Ablation study on Caltech101-20. In the table, “✓” de-

notes COMPLETER with the component.

Lpre Lcl Lrec ACC NMI ARI

✓ 33.65 31.60 16.43

✓ 38.61 37.65 26.50

✓ 46.69 58.03 41.86

✓ ✓ 55.75 59.35 58.88

✓ ✓ 54.70 52.63 43.49

✓ ✓ 64.59 62.11 71.07

✓ ✓ ✓ 68.44 67.39 75.44

Figure 6. Data recovery on Noisy MNIST. Line 1 and 4 are com-

plete views, Line 2 and 5 are missing views, and Line 3 and 6 are

the recovered results from the complete view.

To further verify the importance of each module in

COMPLETER, we conduct the following ablation study. In

detail, the following seven experiments are designed to iso-

late the effect of the contrastive loss Lcl, the reconstruction

loss Lrec, and the dual prediction loss Lpre. As shown in

Table 2, all loss terms play indispensable roles in COM-

PLETER. It should be pointed out that optimizing the dual

prediction loss Lpre alone may lead to trivial solutions. To

solve this problem, we add a batch normalization layer to

each fully-connected layer and report the corresponding re-

sults.

4.5. Visualization Verification on Our Theoretical
Results

In this section, we carry out experiments to verify our

theoretical results presented in Fig. 1. The experiments are

conducted on Noisy MNIST dataset by visualizing the re-

covered views and the common representations. In the ex-

periments, the missing rate η is fixed to 0.5.

Different from most existing incomplete multi-view

methods, COMPLETER could explicitly infer the represen-

tation of the missing views. As a result, the correspond-

ing reconstruction in the original space could be obtained

through the decoder. To show the recoverability of COM-

PLETER, Fig. 6 visually illustrates some recovered exam-
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(a) 20 epoch (NMI = 0.567) (b) 50 epoch (NMI = 0.651) (c) 100 epoch (NMI = 0.707) (d) 200 epoch (NMI = 0.759)

Figure 7. t-sne visualization on the Noisy MNIST dataset with increasing training iteration.

Figure 8. Clustering performance of COMPLETER with increas-

ing epoch on Caltech101-20. The x-axis denotes the training

epoch, the left and right y-axis denote the clustering performance

and corresponding loss value, respectively.

ples from Noisy MNIST. From the results, one could have

the following observations. In the top three rows, the re-

covered images (Line 3) are much similar to the complete

ones (Line 1), while being with a clean background like the

missing view (Line 2). In the bottom three rows, a simi-

lar observation could also be obtained even though COM-

PLETER recovered the missing images from the images

with a clean rather than noisy background. In short, COM-

PLETER could recover the important information while

discarding the indistinct characteristics like noises in this

example.

It should be noticed that the semantic information and

the noisy background in this example could be regarded as

consistency and inconsistency of two views. Therefore, the

reasons for the above observations are two-fold. On the one

hand, the recovered views will contain the shared informa-

tion (semantic information instead of noise) of two avail-

able views thanks to the maximization of the mutual infor-

mation. On the other hand, the minimization of conditional

entropy designed for data recovery could subtly discard the

inconsistent information across different views. As a result,

the noise in the missing views will be suppressed during

recovery. This verifies the effectiveness of our theory.

Besides the above visualizations, we also demonstrate

the t-sne [27] visualizations of the learned common repre-

sentations. As shown in Fig. 7, the learned representations

become more compact and discriminative with the increase

of the epoch.

4.6. Convergence Analysis

In this section, we investigate the convergence of COM-

PLETER by reporting the loss value and the corresponding

clustering performance with increasing epochs. As shown

in Fig. 8, one could observe that the loss remarkably de-

creases in the first 200 epochs, and meanwhile ACC, NMI,

and ARI continuously increase.

5. Conclusion

To learn common representations from a given multi-

view data wherein some views are missing, this paper pro-

posed COMPLETER which embraces the rigid mathemati-

cal motivation and explanation from information theory. In

short, we treat consistency learning and view completing as

two sides of one coin rather than two separate problems.

Such a unified framework would provide novel insight to

the community on understanding consistency learning and

data recovery. In the future, we plan to further explore

the potential of our theoretical framework in other multi-

view learning tasks, e.g., object ReId. Moreover, it is also

promising to extend it to handle the image translation tasks.
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