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Application to Speech Enhancement
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Abstract—As an extension of variational autoencoder (VAE),
complex VAE uses complex Gaussian distributions to model latent
variables and data. This work proposes a complex recurrent
VAE framework, specifically in which complex-valued recurrent
neural network and L1 reconstruction loss are used. Firstly,
to account for the temporal property of speech signals, this
work introduces complex-valued recurrent neural network in
the complex VAE framework. Besides, L1 loss is used as the
reconstruction loss in this framework. To exemplify the use of
the complex generative model in speech processing, we choose
speech enhancement as the specific application in this paper.
Experiments are based on the TIMIT dataset. The results show
that the proposed method offers improvements on objective
metrics in speech intelligibility and signal quality.

Index Terms—complex recurrent neural network, variational
autoencoder, speech enhancement

I. INTRODUCTION

COMPLEX neural networks formulate a possible way
to take full advantage of complex representations [1].

Trabelsi et al. proposed the essential components of complex
neural networks, and applied in complex convolutional neural
networks [2]. Wolter and Yao proposed a basic complex
recurrent neural network (RNN) definition and complex gated
recurrent unit (GRU) model, which shows positive stability
and convergence property [3].

Short-time Fourier transform (STFT) representation, exten-
sively applied in speech processing, is naturally complex-
valued. Since an early study [4] showed that magnitude is
more important and structured, typical deep learning methods
in speech enhancement have focused on magnitude spec-
trogram [5]. However, the importance of phase has been
proved [6, 7] and thus complex spectrogram processing has
attracted attention [8, 9]. Based on different representations
of complex spectrograms in polar form and rectangular form,
some works utilize magnitude and phase spectrograms [10,
11], but most works use real and imaginary spectrograms [12–
16]. Different strategies have been applied by dealing with
real and imaginary spectrograms concatenatedly [12, 13] or
separately [14]. Considering the inherent relationship between
real and imaginary spectra, using complex neural networks
may be a more reasonable way. There also exist some works
using complex-valued neural networks in speech processing.
For instance, [15] applied complex feed-forward neural net-
work in speech enhancement. In [16] the authors proposed a
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complex model by combining a complex convolutional neural
network with a real-valued recurrent neural network in an
autoencoder framework. Deep complex u-net was proposed
in [17].

Variational autoencoder (VAE) [18], one of the most pop-
ular frameworks in representation learning, has been ap-
plied widely in speech processing [19, 20]. As an extension
of VAE theory, the complex variational autoencoder (VAE)
was derived mathematically in [21] by assuming both latent
variables and data following complex Gaussian distributions.
Experimental results in [21] are positive on clean spectrogram
reconstruction. However, since [21] uses complex VAE only
for clean spectrogram reconstruction without any specific
application, the generalization of the model for speech signal
has not been fully proved. Also, only linear layers are used
in [21] which significantly limits the expressive power of
complex VAE.

Meanwhile, different objective functions have been applied
in dealing with complex spectrograms for speech enhance-
ment. Many works design the objective function in the com-
plex spectrograms domain [22] or in the (real) time do-
main [16, 17]. Even though these loss functions can get higher
scores on time-domain objective metrics, they may perform
worse on speech intelligibility or quality evaluations. Wang et
al. [23] pointed out that it is not sufficient for the objective
function to only contain the time or complex spectrograms
domain loss, but magnitude loss is also needed. Experimental
results in [24] also support this.

In this work, we propose a complex recurrent VAE. The
contributions of this work mainly consist of three parts. First,
as the Laplacian distribution can model speech spectrograms
better [25–28], we change the reconstruction loss function
to L1 loss. Besides, based on the experiment results shown
in [23], spectrogram magnitude loss and complex domain loss
are all included in our objective function. Second, we introduce
complex-valued GRU layers into the VAE framework to enable
the model to utilise temporal information in speech signal
processing. Third, the proposed method is demonstrated in
speech enhancement.

II. COMPLEX NEURAL NETWORK

A. Complex feed-forward neural network

For a complex-valued feed-forward neural network, if we
use W = R(W) + iI(W) to denote complex weight, x =
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R(x)+iI(x) to denote input, and b = R(b)+iI(b) to denote
bias, then the output of a complex-valued dense layer is:

o = Wx + b

= [<(W)<(x)−=(W)=(x) + <(b)]

+ ı[=(W)<(x) + <(W)=(x) + =(b)]

= <(o) + ı=(o)

(1)

B. Complex activation functions

Since complex values have different representations in
rectangular form and polar form, complex-valued activation
functions have many versions. The first proposed and mostly
used complex-valued ReLU is modReLU [2], as shown in (2):

fmodReLU(z) = ReLU(|z|+ b)eiθz

= ReLU(|z|+ b)
z

|z|
(2)

where z ∈ C, |z| and θz are magnitude and phase of z, b ∈ R
is a learnable parameter.

Besides, a complex-valued sigmoid function, called mod-
Sigmoid, was proposed in [3] as shown in (3), in which σ(·)
denotes real-valued sigmoid function:

fmodSigmoid(z) = σ(αR(z) + (1− α)I(z)) α ∈ [0, 1] (3)

α used in this work equals 0.5.

C. Complex recurrent neural network

The definition of basic complex RNN is:

zt = Wht−1 + Vxt + b (4)

ht = fa(zt) (5)

where xt ∈ Cnx×1, ht ∈ Cnh×1 denote input and hidden unit
vector at time t, respectively, in which nx, nh represent the
dimension of xt and ht. W ∈ Cnh×nh , V ∈ Cnh×nx are
hidden and input state transition matrices, respectively, while
bias b ∈ Cnh×1. fa(·) is the point-wise nonlinear activation
function.

Based on this, the complex GRU model is presented in the
form of (6)-(7):

z̃t = W(gr � ht−1) + Vxt + b (6)

ht = gz � fa(z̃t) + (1− gz)� ht−1 (7)

� represents Hadamard product. According to the experiment
results and analysis in [3] and [29], for stability, fa(·) in (7)
is modReLU, and state transition matrices are unitary in
this work. gr and gz represent reset gate and update gate,
respectively, as shown in (8)-(9):

gr = fg(zr), zr = Wrht−1 + Vrxt + br (8)
gz = fg(zz), zz = Wzht−1 + Vzxt + bz (9)

where fg(·) represents the modSigmoid function in (3), Wr,
Wz ∈ Cnh×nh are state-to-state transition matrices, Vr, Vz ∈
Cnh×nx are input-to-state transition matrices, and br, bz ∈
Cnh are biases.

D. Initialization

In this paper, the initialization of weights in both complex
dense layers and complex GRU layers follows [3] and [30],
i.e., weights are sampled from uniform distribution U[-A,
A], where A =

√
6/(nin + nout). nin and nout are the

dimensions of input and output. All biases are initialized as 0,
except for br and bz in GRU layers, for which 4 is used as
initialization value as in [3].

E. Gradient calculation

Assume function f(z) is real-valued with complex variable
z, i.e., f : C 7→ R, then f(z) is non-holomorphic as long as
f(z) 6≡ 0. Presume z = x + ıy, x, y ∈ R. Wirtinger calculus
is used for partial derivative of a non-holomorphic function:

∂f

∂z
=

1

2

(
∂f

∂x
− ı∂f

∂y

)
(10)

∂f

∂z∗
=

1

2

(
∂f

∂x
+ ı

∂f

∂y

)
(11)

III. COMPLEX RECURRENT VARIATIONAL AUTOENCODER

A. Complex variational autoencoder

In the complex-valued VAE framework [21], x ∈ Cnx , z ∈
Cnz are used to represent data and latent variable, respectively,
in which nx and nz denote dimensions of data and latent
variable. As with conventional VAE, the loss function of the
complex-valued VAE is:

log p(x) ≥ L(θ, φ; x)

= Lrec(x)−KL(qφ(z|x)||p(z))

= Eqφ(z|x)[log pθ(x|z)]−KL(qφ(z|x)||p(z))

(12)

φ and θ denote parameters in inference model and generative
model individually, and p and q represent, respectively, the
prior and posterior distributions.

Compared to real-valued VAE, complex VAE not only uses
complex-valued parameters in the whole framework, but it also
changes the assumption of data space and latent variable space
distributions. A multivariate complex normal distribution is
used to model latent variable and data in complex-valued VAE.
If a complex random variable h ∈ CD follows a multivariate
complex normal distribution, i.e., h ∼ Nc(a,Γ,C), in which
a ∈ CD, Γ ∈ CD×D, C ∈ CD×D denote mean vector,
covariance matrix and pseudo-covariance matrix in order, then
the probability density of h can be written as:

p(h) ,
1

πD
√

det(Γ) det(Γ̄−CHΓ−1C)

· exp

{
−1

2

[
h− a
h̄− ā

]H [
Γ C

CH ΓH

]−1 [
h− a
h̄− ā

]}
(13)

For data x, if we assume its prior distribution pθ(x|z) =
Nc(x; a, I,0), according to (13), we get:

Eqφ(z|x)[log pθ(x|z)] ≈ −‖x− a‖22 +K (14)

in which K is a constant.
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Fig. 1. Structure of complex recurrent VAE

For latent variable z, we assume its posterior follows a
multivariate complex normal distribution with diagonal co-
variance and pseudo-covariance matrices, i.e., qφ(z|x) =
Nc(z;µ,∆(σ),∆(δ)), in which µ ∈ Cnz , σ ∈ Rnz+ , δ ∈ Cnz ,
and ∆(·) represents diagonal matrix. Assume the prior of z
follows a standard complex normal distribution, i.e., p(z) ,
Nc(0, I,0). Then, the KL divergence in (12) can be written
as:

KL(qφ(z|x)||p(z))

= KL(Nc(µ,∆(σ),∆(δ))||Nc(0, I,0))

= µHµ + ‖σ − 1− 1

2
log(σ2 − |δ|2)‖1

(15)

In real-valued VAE, the ’reparameterization trick’ intro-
duced in [18] has been used to make back-propagation achiev-
able from decoder to encoder. A similar trick is also needed in
complex VAE. Under the assumption of the estimated latent
variable z̃ ∼ Nc(z;µ,∆(σ),∆(δ)), and the elements of latent
variable z are independent of each other, then

z̃ = µ + kr � εr + ki � εi (16)

kr =
σ + δ√

2σ + 2<(δ)
(17)

ki = ı

√
σ2 − |δ|2√

2σ + 2<(δ)
(18)

εr and εi are random variables following a standard Gaussian
distribution, i.e., εr, εi ∼ N (0, I). And

√
· in (17)-(18) means

element-wise square root.

B. Proposed method

Even though the real-valued Gaussian distribution has been
widely used in variational autoencoder architecture, it causes
blurry reconstruction due to its tolerance of small devia-
tion [31]. The same blurry reconstruction phenomena also
occur in the complex-valued domain. Besides, from the aspect
of improving speech enhancement performance on evaluation
metrics, paper [23] shows that when dealing with complex-
valued spectrograms, it is not enough to only consider time
or complex spectrograms domain loss, but also the magnitude
loss to perform betters on speech quality and intelligibility.
Experimental results in paper [23, 32] also confirm this
finding. Therefore, inspired by paper [23], the reconstruction
loss we used in this work is:

Lrec = ‖<(x)−<(x̂)‖1 + ‖=(x)−=(x̂)‖1 + ‖|x| − |x̂|‖1
(19)

in which x and x̂ are the truth value and the neural net-
work output. As maximizing likelihood assuming a Laplacian

distribution is equivalent to minimizing mean absolute error,
(19) can be regarded as the real, imaginary and magnitude
spectrograms assuming to follow Laplacian distribution with
unit scale.

Compared to the Gaussian distribution, the Laplacian dis-
tribution exhibits a sharper peak and leads to more precise
reconstruction results [31]. Paper [33] illustrates that, for short
DFT (frame size < 100ms), Laplacian distribution fits real
and imaginary parts of speech coefficients better than the
Gaussian distribution, and experimental results in [25] prove
this. Besides, paper [27] illustrate that Laplacian distribution
fits magnitude spectrograms well based on moment test results,
and has supported loss design in paper [26] with positive re-
sults. Thus, it is reasonable to use eq. (19) as the reconstruction
loss function. Positive results from other works also prove
effectiveness of eq. (19) [32].

Complex VAE with linear layers for direct representation
learning of complex spectrograms was proposed in [21].
Besides changing the reconstruction loss, since the recurrent
neural network has a natural advantage in time-series signal
processing, we propose a complex recurrent VAE by using
complex-valued GRU in a complex VAE framework. Figure 1
shows the structure of the complex recurrent VAE. Both
encoder and decoder are composed of two complex-valued
GRU layers as mentioned in Section II-C. The encoder outputs
parameters of the posterior of the latent variable z, i.e., mean
µ, covariance σ and pseudo-covariance δ. The latent variable
z resulting from the re-parameterization trick is fed into the
decoder. As an exploration of using a complex generative
model in speech processing, speech enhancement is chosen
to test the performance.

IV. EXPERIMENT

A. Dataset

The TIMIT dataset [34] is used for the following experi-
ments. All 4620 utterances, 500 utterances and 192 utterances
in the TIMIT training, development and core test sets are used
for training, validation and test separately. The noise dataset,
as the same one used in paper [35], contains 6 different noise
types: babble (BBL), cafeteria (CAF), street (STR), speech
shaped noise (SSN), bus (BUS) and pedestrian (PED). The
first four noise types are used for training, development and
test set generation as seen noise type, while the last two types
are used as unseen noise type only in test set generation.
To generate the noisy speech dataset, for each utterance in
the training and development sets, SNR is selected uniformly
at random from -10 dB to 10 dB with 1 dB as step size.
For model evaluation, noisy speech data with SNR equal to
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TABLE I
PERFORMANCE OF DIFFERENT MODELS FOR SPEECH ENHANCEMENT

Noise type ESTOI SI-SDR(dB) PESQ
noisy R-RVAE C-VAE C-RVAE noisy R-RVAE C-VAE C-RVAE noisy R-RVAE C-VAE C-RVAE

Seen

BBL 0.44 0.47±0.00 0.52±0.05 0.55±0.00 1.05 2.40±0.24 4.64±2.10 5.69±0.07 1.72 1.77±0.02 2.00±0.03 2.00±0.05
CAF 0.53 0.61±0.01 0.60±0.06 0.67±0.02 -0.05 5.36±0.11 6.91±2.56 8.95±0.89 1.73 2.16±0.03 2.20±0.06 2.35±0.05
SSN 0.46 0.49±0.01 0.50±0.06 0.56±0.02 0.69 2.58±0.72 3.55±2.54 5.37±0.42 1.45 1.81±0.04 1.84±0.07 1.96±0.02
STR 0.54 0.63±0.01 0.65±0.07 0.73±0.02 2.27 6.13±0.19 8.39±2.69 10.66±1.09 1.79 2.28±0.04 2.29±0.07 2.46±0.05
AVE 0.49 0.55±0.01 0.57±0.06 0.63±0.01 0.99 4.03±0.27 5.87±2.47 7.67±0.60 1.67 2.00±0.02 2.08±0.05 2.20±0.01

Unseen
BUS 0.62 0.67±0.00 0.67± 0.05 0.73±0.02 2.09 6.82±0.30 8.36±2.74 10.37±1.10 2.15 2.48±0.03 2.45±0.04 2.51±0.02
PED 0.49 0.55±0.00 0.56±0.05 0.63±0.02 1.92 4.06±0.11 5.04±2.54 6.91±0.69 1.62 1.97±0.02 1.96±0.05 2.13±0.07
AVE 0.56 0.62±0.00 0.62±0.05 0.68±0.02 2.01 5.36±0.17 6.70±2.64 8.64±0.89 1.89 2.22±0.02 2.21±0.04 2.32±0.04

{-6, -3, 0, 3, 6} dB has been produced separately. Clean
speech signals are all normalized to have unit RMS power each
before adding noise, and only the speech-active region of clean
speech signals has been used to calculate the scale of noise
to attain the target SNR. The sampling rate equals 16kHz.
200-dimensional complex spectrogram is used as input for the
complex neural network, while the real-valued neural network
utilizes the same dimension log-magnitude spectrogram.

B. Baseline

To compare a real-valued neural network to a complex-
valued neural network, one baseline is a real-valued recurrent
VAE, denoted R-RVAE. Both encoder and decoder of R-
RVAE contain two GRU layers, like in Fig. 1, but real-valued.
The prior of the latent variable z is the standard Gaussian
distribution, and the posterior of z is N (µ,σ2), in which µ
and σ are from neural network. The reconstruction loss used
for R-RVAE is L2 loss.

Inspired by work in [15], complex-valued feed-forward
variational autoencoder, denoted C-VAE, has been chosen as
another baseline. For a fair comparison, the structure of C-VAE
contains four complex dense layers. ModReLU has been used
as activation function after every layer except the encoder and
decoder output layer. The reconstruction function of C-VAE
is as (19).

C. Implementation details

The proposed complex recurrent VAE is denoted C-RVAE.
For all models, the batch size equals 100, while the learning
rate is 10−5. For C-RVAE, the GRU layers contain 512 units in
both encoder and decoder, while the latent variable dimension
equals 512. The inputs of C-RVAE and R-RVAE are 2 frames
complex-valued or log-magnitude spectrogram.

To have the same parameter number, R-RVAE uses 939-unit
GRU layers in encoder and decoder, and the latent variable
dimension also equals 939. To make a fair comparison, the
first three layers of C-VAE contain 512 units. For all models,
training stops when the loss has not decreased for 50 epochs.
We work in Tensorflow [36], and the gradient optimizer used
here is Adam [37]. The weight initializations of complex
neural networks all follow Section II-D. Code is published.1

1https://github.com/yuxi6842/CRVAE

D. Results and discussion

Results of speech enhancement have been evaluated by
extended short-time objective intelligibility (ESTOI) mea-
sure [38] (range from 0 to 1), scale-invariant signal-to-
distortion ratio (SI-SDR) measured in dB [39] (range from
−∞ to +∞), and perceptual evaluation of speech quality
(PESQ) measure [40] (range from 1 to 4.5) to evaluate speech
intelligibility, signal quality, and speech quality, respectively.
Higher score means better performance for all measures.

All models are broadly trained under 4 seen noise conditions
and tested under all noise conditions. Table I shows the results
of the different models under conditions of seen noise types
and unseen noise types, respectively. The number in every cell
is the evaluation results averaged over scores from test sets
with 5 different SNRs. Every experiment has been repeated
5 times to get mean and standard deviation results. The best
result in each row is highlighted in bold font. The unprocessed
noisy speech has also been evaluated for comparison and been
listed with title ’noisy’, while the average scores over different
noise types have been listed in the rows with ’AVE’.

Based on the results shown in Table I, we can make the
following conclusion:

1. C-RVAE shows positive results on ESTOI/SI-SDR, and
slightly better scores on PESQ, compared to R-RVAE and C-
VAE, under both known and unknown noise conditions.

2. Application of a recurrent neural network in complex
VAE improves enhanced speech intelligibility and signal qual-
ity, compared to C-VAE.

V. CONCLUSIONS

Motivated by the modeling power of complex VAE and
the temporal property of speech signals, this work expands
complex linear VAE to nonlinear and recurrent VAE. The
proposed method has been applied in speech enhancement
based on the TIMIT dataset. ESTOI, SI-SDR and PESQ are
utilized as evaluation methods for speech intelligibility, signal
fidelity, and speech quality, respectively. Experiments show
that, compared to real-valued recurrent VAE and complex
feed-forward variational autoencoder, complex recurrent VAE
has obvious advantages in terms of signal fidelity, and shows
positive results on speech quality and intelligibility. The ex-
periments prove the modelling capability of complex recurrent
VAE, and may pave an avenue for complex-valued latent
representation learning.

https://github.com/yuxi6842/CRVAE
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