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Complex Scaled Tangent Rotations (CSTAR) for Fast
Space-Time Adaptive Equalization of Wireless TDMA

Massimiliano (Max) MartoneMember, IEEE

Abstract—A new update algorithm for space-time equalization 1, 2). The impulse response of the two multipath diversity
of vt\/gretljefssbtlme(-jdlwsmn ”:jq}!f“%'e agc;ests ;lgrltgls |tshptresgnted. tThhechanneIs can be expressed Agt) = Zﬁ:l P, 1€k
method is based on a modified QR factorization that reduces the 8(t — Twk)y kb = 1,2 WHere .k, pm. 1, ANty i are

computational complexity of the traditional QR-decomposition .
based recursive least squares method and maintains numerical "€ delay, amplitude, and phase of theth path, respec-
stability. Square roots operations are avoided due to the use of tively, as received at théth antenna. The complex baseband
an approximately orthogonal transformation, defined complex modulated signal isn(t) = > . pe(t — mT), where
scaled tangent rotation. Tm = am + j b are the complex symbols defining the
Index Terms—Adaptive equalizers, decision feedback equaliz- Signal constellation used for the particular digital modulation
ers, land—mobile radio cellular systems. schemé. The filterp,(t) is a square root raised cosine shaping
filter with rolloff factor equal to 0.35 and’ is the signaling
| INTRODUCTION !nterval. The Ilg:’;lseband signal rece!yed at Ehla antenna
o ) is re(t) = Yo" pm et — T, k)€l b + fg(t) where
HE SdPACE—TII\(/jIE iquahzatl(l)n COT.C%pt was Iflrst pro(-/)mk = —20foTm. ko + Y. 1 fo is the carrier frequency,
I posed in [1] and subsequently applied to wireless timgyq ;. (#) is additive Gaussian noisey(t) is sampled at
division multiple access (TDMA) in [2] where it was con-R/T rate (R is an integer usually in the range - -, 8)

jectured the implicit optimality of the scheme. The use afyg square root raised cosine filtered to obtain the complex
different feed forward filters at the antennas and one sin fractionally spaced sampleﬁk) k = 1, 2. The optimum

feedback filter was demonstrated to be effective because it bining/equalization scheme has two feedforward filtering

able to S|m.ultaneously compat signal fadmg, |nter§y.mbol al ctions (one per antenna) and one feedback filtering section
coch_annel mte_rference..The|mplementat|or] of thejom.t upd e Fig. 1). Since the algorithm jointly optimizes the taps
requires special attention because low signal-to-noise ra chese filters as to minimize the mean squared error using

f'mq” fastdf_rt_equegcyd sel_ectlvg fadmg cf|1annte|s result gene(; mples of the received signal taken at different points in time
In 1fi-conditioned adaption. RECUrsIve east squares base in space, this architecture is called space—time minimum
QR decomposition [3] is a well-known and numerically well-

behaved hod f he fil q Y Eean—square error (MMSE) equalizer. We can express the
ehaved method to perform the filters update. However, t Etput of the MMSE space—time equalizer in vector notation as

high computational complexity of the method has always been

considered a remarkable problem. We propose in this work a zn = y(n)c(n)
new algorithm based on an approximated QR factorization

which improves in terms of computational efficiency ovewherée

existing schemes mainly because square roots operations are

avoided. The approach uses a generalization of the scaled  y(n) =[ys (n)", yr ()", yo(n)*]"
tangent rotation of [5] to update the Cholesky factor of the in- c(n) =[cs, (n)F, cp ()T, cy(n)T]F
formation matrix without needing to form it. The performance (D (1), Wy, T
of the method is compared to more traditional algorithms by cp(n) =[cZp (n), cZp 41 (n), -+, 5 ()]
means of computer simula_ti_ons.in fixed point arithmetic for a cp(n)= [c(f)Lf1 (n), c(f%flﬂ(n), e c((f)f(n)]T
realistic scenario, as specified in the standard 1S-136 [6], [7] (n) = 1) ) (1)]T
for cellular communications in the U.S. YA = Wntrys YntLi—10 777> Yn
Y =Wl vl o Dl
Il. SPACE-TIME QR-BASED MMSE EQUALIZATION : kb Tndbast e
Consider a two-antenna receiveAt the kth antennap; ye(n) = [xbr“l’ x:”’ o x’;*LZ] T
delayed and attenuated replicas of the signal are rec¢ived c(n) =[ci(n), &5(n), -+, e, ()]
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Fig. 1. The space-time MMSE equalizer architecture.

training symbols (during training) and using past decisiorlmecause Euclidean distance is preserved by orthogonal trans-

(during data demodulation, in decision directed mode). formations. The traditional QR-RLS approach [3] obtains
The QR Approach:The equalization problem can be recone(n + 1) from the solution of the triangular linear system

ducted to solving at each + 1 step the problem Vrtle(n + 1) = X0+ where V(*+1) is obtained by

. T g
) NOME sweeping the row vectay(n + 1)* in (2) through orthog
v(n+ 17T - Tnt1

min (1) onal transformations represented l@(n) and X"+D s
where )\ is the forgetting factor [3], Y®™"

C

obtained applying the same orthogonal transformations to
PXOT g, ]

[¥(1), ¥(2), ---, y(n)]A(n) is the data matrix, and

T .
X = [z1, 22, -, wp]A(n)  with  A(n) = lIl. CSTAR TRANSFORMATION AND THE NEW METHOD
diag[A"~%, A»=2, ... 1]. The normal equationsdefine the

desired minimizer ad D" Y+l e — YD x(ntl) tWl’hs()innc;\sleIty of the method we present is in the following

The use of orthogonal transformation to solve least squares he algorith ks th L f
problems is well established as is the inadvisability of using 1) The algorithm tracks the variation io(n) fom step
the normal equations [3]. Suppose that a mafvx™ is " to_ S_tep.” + 1 rather thanc(n) itself. This saves
known from the previous step such th@Y™ = [%"], multiplications.

with Q orthogonal andv*) upper tranguiar matrx, then %) ZZ8 SERORE R e Cvens
the problem stated in (1) is equivalent to 9

rotations. This avoids the need for square root opera-
) AV AX (™) tions.

C&lﬂ) H {y(n + 1)T}c(n +1)- [a:nﬂ } _ Definede(n) = ¢(n+1) —c(n). From the previous section

Q(n) is such that

n) X(") - AV®) B AVAGESY

2

)

where
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with V(*+1) upper triangular. Since 25
. AKX () RO) } } i [ 0 } 20
Q(n){ |:1'n+1 } {y(n )T c(n)r = Q(n) vyt . |
(3) 0 QR-RLS 8 Kmihr | EWRLS 100 Kmvhr

CSTAR 100 Km/hr
[

dc(n) is the solution dof m 5 QRIS 100 Kihe
. vt - 0 m \
min de(n) — Q(n 4 2} ‘
de(n) ‘ { ot (n) = Qln) Upp1 (4) = 5
10}
whereu, 11 = 2,41 — y(n + 1)Tc(n). Hencede(n) can be
found by solving the triangular system 5
+1 _ x(nt+1 -20 )
VOt ge(n) = X+ ) ”s 7 EWRLS 8 Kvhr CSTAR 8 Kmifr
X (n+1) i 50 100 150
where X satisfies time step in symbols
X (n+1) - 0 ) . . .
= n) . Fig. 2. MSE performance of the adaptive algorithms at different speeds of
Tn+1 Un+1 the mobile and 41.2s delay interval in each of the diversity channels.

It is then evident that all we need to solve the system (5) can

be obtained by forming TABLE |

THE CSTAR TRANSFORMATION

. (n) 0
m _ | AV o _ _
\% [y(n T un+1} T(n)y), =0km=1,2,..,L+1

and _sweeping the bottom par_t of this matrix using plane i 52"),‘(:?'(,"‘). cio (scaling s NOT requized)

rotations? The orthogonal matrixQ(n) can be found as a It PR

product o = L, + 2(L; + 1) Givens rotation matrices t= kb

[38: Q(n) = Q)VQM)® -+ Q(n)(". A single Givens IO,y =1

rotation Q(n)® annihilates thel + 1, l-elements), , (1 = () =1

1,2, ---, L) of V(¥ usingle(f;): Q(n)g’)k =1k#1, L+1, T, = -t

~ 1 ~ I ~ I .

Q(n)i‘?)m = 0, Q(n)(Lzl-l,L-l-l = q, Q(n)g,)L+l = S, T(")Egﬂ =1

Q(”)(IQH,I = —s], Q(n)gfg = ¢;, where

= |1~}l(j]l)|/\/|1~}l(j]l)|2 + |1~}2n_217 l|2 1if %i‘ >1= (scaling is required)
and t= csign{ﬁé"ﬁl,,ﬁl(,?). },
~ * ~ ~ ~ ~ 'jg:n)xlv.l(,;). " z* = z*
s =000 VI ) 2 1)) e A

® _5

The considerable drawback of the method is in the com- T(")HZ)L“_Z

putation of the angles for the Givens rotations. Square-root T("I)u =1

computations are not easily implemented in DSP processors T(n) =

and are even more problematic in VLSI circuits. Usually they T(n)h,, =t

involve iterative procedures whose convergence is not always

guaranteed. Scaled tangent rotations (STAR) were proposed in ), =1 k#1,L+1

the context of RLS adaptive filtering for real time-series in [5].
We generalize the rotation to the complex domain but there is a
difference that is important to note. In STAR [5] scaling is negn analogy to the Givens rotation is defined in terms of each
essary to prevent instability caused by the fact that the tangamt,)® as in Table I, where the complex sign function is
function may become infinite. Our modification for complexgion {2} = (1/v/2)sign{Real[z]} + (j1/v/2sign{Imag[z]})
signals still contains a scaling operation but the factwesnot gnd the sweep is applied to the augmented mai®) (see
normalized to unityas in [5] because this would involve againraple 11). Observe that the Givens elementary complex rotation
a square-root operation. The CSTAI?I)(comp(IQ?x scaled (gmgﬁ'a% two remarkable properties. First of all it zeros selectively
rotation) transformationl’(n) = "T'(n)"T(n)** - - T(n) one predetermined element of any complex matrix, which is
4Just substitute(n + 1) = c(n) + dc(n) in (2) and use (3). indeed needed to triangularize the data matrix. Second, it is
5t should be clear now that by trackingc(n) we have simplified the an orthogonal transformation, that@(») is an orthogonal

rotation step inV () because the first elements of the last column & (") magrix that preserves the original least squares problem. The
are equal to zero. We sawi. complex multiplications with respect to the

. i . .
QR-RLS of [3] and, more important, the dynamic range required to repres&:ISTAR eleme.nt"f‘ry tranSformath(”)( ) maintains t_he first
the elements of the last column of the augmented matii%) is reduced. ~ property but it is not an orthogonal transformation. Note
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Fig. 3. BER performance of the adaptive algorithms at different speeds of the mobile andsddefay interval in each of the diversity channels.

TABLE I

in the flow diagram of the transformation (Table I) that,
THE CSTAR ALGORITHM

whenever scaling is required, we obtain a nonorthogonal
T(n)" elementary matrix [and of course a nonorthogonal
T(n)]. So the CSTAR solution deviates from the optimum
least squares solutidhHowever, it is possible to show along
the same guidelines of [5] that the deviation from orthogonalit\/C
is limited to the first few adaption steps because as new

samples are processed the scaling operation becomes morg, .. (e matrix v
and more unnecessary. In other words, the algorithm has the

property that

HT(n)(l)HT(n)(l) —IHF —0, I=1,2,---,L (6)

c(n) =0, V") =41
y(n+1), ¢(n), A, zn, VOV

Initialization

Input

ompute Prediction Error Unt1 = Znpy —y(n + l)T c(n)

Un+]

- Avin) 0
vin) =
y(n+1)7

lim

wherel is the identity matrix and we have used the notation
M| = \/ M 5™ |ms, ;|2 for the Frobenius norm of a
M x M complex matrixM whose generi¢, j elementisn;_;.
Our experimental results show that the effect of this initial biagelve by backsubstitution
is negligible. The algorithm can be summarized as in Table
II. In Table Ill the computational complexity of the CSTAR

method is compared to the QR approach using Givens rotations
(defined QRG) and the EWRLS (exponentially windowed RLS

Sweep y(n + 1)T

_ vty gt
T(n) V() C5ZAR {

o Trntl

de(n) = [V("H)]W1 ‘X(Mhl)

Obtain new taps c(n+ 1) = ¢(n) + Oc(n)

of [4]) in terms of real multiplications, reciprocals, square

IV. SIMULATIONS

roots, and additions.
6In fact at any given step

(n+1)
{VGR }acm) - a0

arg min
g oT

dc(n)

# arg min

de(n)

(n+1)

WhereV((fPfl) and V(C”;TQR are the triangular matrices obtained from th

0
Un+1

2
CSTAR :| dc(n) — T(n) [u 0+1:|

2

sweep performed applying Givens rotations and CSTAR rotations, resp

tively.

e

A TDMA system for cellular communications has been
simulated according to [6] and [7]. We assume a two-ray
Rayleigh fading diversity channélP, = P, = 2) [7]. The
delay interval is the difference in time of arrival between
the two rays at each antenna. The speed of the transmitter
mobile defines the time-varying characteristics of the channel.
The frame is constituted by 162 symbols and 14 of them are
dedicated to the training sequence. Delay interval for both
diversity channels is equal t1.2 ;s (one symbol period)
to describe an environment severely affected by intersymbol
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TABLE I
COoMPUTATIONAL CoMPLEXITY PER UPDATE

Method | QRGalg. | EWRLS alg. | CSTAR (no scaling) | CSTAR (scaling)
N. of Real Multiplies || 102 + 30L | 6L? + 14L 1022 + 321 1012 + 40L
N. of Reciprocals 4L 2 4L -2 4L

N. of Square Roots L 0 0 0
N. of Real Additions 3L24+3L |6L%~8L+6 3L +3L 3L2+ 7L

interference. The length of the feedforward sections is 3, tetbility and performance of a QR-based approach but it
length of the feedback section is 2. Sampling rat2/i6 (R = is less computationally demanding due to the absence of
2). The described algorithm, the EWRLS algorithm (traditionalquare root operations. Experimental results were presented for

RLS [4]) and the QR-RLS algorithm (traditional QR-basethe

IS-136 North American [6] standard for cellular TDMA

RLS, [3]) have been implemented using 24 bits of resoluti@ommunications to validate the method and to confirm the
in the fixed point arithmetic representation. Fig. 2 showeffectiveness of the approach.

performance of the CSTAR algorithm compared to EWRLS
and to QR-RLS in terms of mean squared error estimated and
averaged over 100 runs. The valueois 0.855 for 100 km/h [
and 0.98 for 8 km/H.Fig. 3 shows bit error rate (BER) resullts.
The EWRLS algorithm reveals numerical problems directlyi2]
impacting BER performance. The CSTAR algorithm achieves
performance similar to the traditional Givens-based QR-RLS.
[3]

V. CONCLUSIONS 4]

We have presented a new method to update the digitét!
filters of a MMSE 2-antenna space-time decision-feedback
receiver. The algorithm is particularly suited for fixed-point[6]
arithmetic implementations because it preserves the numerical

7In general, low speeds require larger valueslofo get the best per-
formance out of the tracking scheme. However, there is marginal BER7]
degradation ifA is kept fixed t00.855.
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