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## Example

$X=X X \cup\{a\} X\{b\} \cup\{\varepsilon\}$
Least solution: the Dyck language.
Greatest solution: $\Sigma^{*}$.
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$$
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$$
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- Conjunctive grammar for $\left\{a^{4^{n}} \mid n \geqslant 0\right\}$.
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## Outline of the construction

- Turing machine
(Turing, 1936)
- $\operatorname{VALC}(T)$ : intersection of two LinCFLs
(Hartmanis, 1967; Baker, Book, 1978)

$$
\begin{aligned}
\operatorname{VALC}(T) & =\left\{C_{T}(w) \natural w \mid w \in L(T)\right\} \\
C_{T}(w) & =q_{0} w \# u_{1} q_{1} a_{1} v_{1} \# \ldots \# u_{\ell} q_{\ell} a_{\ell} v_{\ell}
\end{aligned}
$$

- Trellis automata
(1970s-80s)
- Extracting $L(T)$ from $\operatorname{VALC}(T)$
(Okhotin, ICALP 2003)
- Trellis automata $\rightarrow$ equations over sets of numbers
(Jeż, Okhotin, CSR 2007)
- Extracting numbers with notation $L(T)$ from numbers with notation $\operatorname{VALC}(T)$
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(\underbrace{30300300 \ldots 30300}_{C_{T}^{1}(123450)} 123450)_{6} \in \operatorname{VALC}_{1}(T)
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- As formal language: recognized by trellis automaton.
- As set of numbers: given by equations.
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- Two equations:

$$
\begin{aligned}
Y_{1} & \subseteq\left(1 \Sigma_{6}^{+}\right)_{6} \\
\operatorname{VALC}_{1}(T) & \subseteq\left(\{30,300\}^{*} 3000^{*}\right)_{6}+Y_{1}
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- Equivalent to:

$$
\left\{(1 w)_{6} \mid(1 w)_{6} \in L(T)\right\} \subseteq Y_{1} \subseteq\left(1 \Sigma_{6}^{+}\right)_{6}
$$

- Least solution: $Y_{1}=\{1 w \mid 1 w \in L(T)\}$.
- Equation with greatest solution $Z_{1}=\{1 w \mid 1 w \in L(T)\}$.
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$$
\left\{\begin{aligned}
\varphi_{1}\left(X_{1}, \ldots, X_{n}\right) & =\psi_{1}\left(X_{1}, \ldots, X_{n}\right) \\
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## Theorem

$S \subseteq \mathbb{N}_{0}$ is given by unique/least/greatest solution of such a system if and only if
$S$ is recursive/r.e./co-r.e.
Theorem
Decision problems are undecidable, namely:

- "Exists a solution?":
$\Pi_{1}$-complete.
- "Exists a unique solution?":
- "Exist finitely many solutions?":
$\Pi_{2}$-complete.
$\Sigma_{3}$-complete.
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## Example

Let PRIMES be the set of all primes.
(1) A Diophantine equation with PRIMES as the range of $x$.
(2) A system over sets of numbers with PRIMES as the unique value of $X$.

## Problem

Construct any simple system using $\{\cup,+\}$ with a non-periodic solution.

