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Since design, construction and evaluation of bioreactors for large-scale production is 

costly and time consuming, computational methods may give some insights into the 

�uid mechanics within bioreactors. Thus, critical limiting factors, such as insufficient 

mixing as well as inhomogeneous nutrient and oxygen mass transfer, may be identi�ed 

early in the design process. Although advanced experimental techniques such as 

laser Doppler anemometry and particle image velocimetry are also reliable, they are 

too time consuming to characterize the complete �ow pattern in industrial scales and 

rely on optical accessibility. Therefore, the knowledge of �ow characteristics provided 

by computational �uid dynamics (CFD) is indispensable for the rational design of 

bioreactors. Based on previously published reviews, the present work summarizes the 

latest publications on the usage of CFD to characterize and scale-up bioreactors used 

in biotechnological processes. Selected models that are used to predict the �uid �ow 

pattern and key engineering parameters of commonly used bioreactors are described. 

Related issues, such as grid dependency of CFD results and the requirement for 

experimental veri�cation are also addressed. Finally, an overview of proposed but not 

yet feasible CFD applications is presented, including �uid–structure interaction, the 

use of direct numerical simulation and the coupling �uid �ow and chemical reactions.

It is essential that the characterization and 
optimization of fluid flows in bioreactors is 
performed, due to the sensitivity of the bio-
logical entities to environmental changes. 
The animal and plant cells that are often used 
for the production of modern pharmaceuti-
cal and cosmetic compounds are particularly 
sensitive to chemical and physical stresses 
[1,2]. The occurrence of chemical stress can 
often be ascribed to inhomogeneities, which 
can be prevented by better mixing perfor-
mance, established by increasing the power 
input. In the case of shear sensitive cells, a 
compromise has to be found between the 
power input necessary to generate sufficient 
mass transfer and the risk of excessive power 
input generating critical shear stress levels. 
Thus, the bioreactors and the fluid flow 

inside the vessel should be well characterized. 
If the main engineering parameters, such as 
power input, mixing time and (oxygen) mass 
transfer coefficient, are known, it is possible 
to optimize cell growth and productivity, 
while maintaining high product quality. Fur-
thermore, time- and cost-intensive trial-and-
error experiments can be reduced, which is 
especially important if the availability of the 
biological material is limited, as is the case for 
primary tissues or stem cells. 

When considering the heterogeneous 
distribution of shear stress and turbulence 
within most bioreactors, the need for spa-
tially resolved flow data becomes clear [3]. 
These data can be gathered by experimental 
methods and/or simulations using com-
putational methods. Computational fluid 
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dynamics (CFD) modeling has become a widely 
accepted numerical technique for studying local char-
acteristics (e.g., liquid velocity, gas holdup and shear 
stress) within both simple and very complex flows 
[4,5]. In addition, process critical fluid flow parameters, 
which are hard or even impossible to measure, can be 
predicted by CFD [6]. Although, experimental meth-

ods, such as laser Doppler anemometry (LDA) or par-
ticle image velocimetry (PIV), are reliable and required 
for validation of simulation results, these techniques 
are too time consuming for the complete characteriza-
tion of flows in bioreactors [7]. Furthermore, optical 
accessibility can be a problem, especially for large-scale 
bioreactors of up to 20 m3 that are used in biophar-

Table 1. Glossary of symbols used throughout this article.

Symbol Description Symbol Description

Latin symbols

a Speci�c surface S Source term (in momentum balance)

A
G

Surface of gas bubbles S
k

Source term (in multi-phase momentum balance)

B
b

Birth of bubble due to break-up t Time

B
c

Birth of bubble due to coalescence t
m

Mixing time

C
1

Constant ( for oxygen diffusitivity)
T

Stress tensor (second rank)

C
1e, C2e, Cµ

, 

C
1e

Empirical constants for turbulence models u velocity vector

d
B

Diameter of gas bubbles ui

~ rotated velocity vector

D
b

Death of bubble due to break-up u Time-averaged velocity

D
c

Death of bubble due to coalescence u´ Fluctuation velocity

D
L

Oxygen diffusivity V Volume

dO
2

Solved oxygen concentration X Biomass concentration

dO
2
* Maximal solved oxygen concentration x,y,z 3D Cartesian coordinates in Euklidean space

d Diameter of stirrer
x, y, z
~ ~ ~ 3D Cartesian coordinates in Euklidean space, rotated to 

main �ow direction

D
T

Local eddy diffusivity Greek symbols

f Bubble number density a, a
G

Phase fraction, of gaseous phase

g Gravitational acceleration e, e
L

Turbulent energy dissipation rate, in liquid phase per unit 

mass

G
k

Term for the generation of turbulent kinetic 

energy

µ, µ
L

Dynamic viscosity, of liquid phase

k turbulent kinetic energy, or number of phases µ
t

Turbulent viscosity

k
L

Oxygen transfer coefficient n Kinematic viscosity

k
L
a Speci�c oxygen mass transfer coefficient z Random number

l
e

Kolmogorov length scale r
L

Density of liquid phase

M Torque t
nn

, t
nt

Stress tensor, nn normal stress, nt shear stress

M
G

Molar mass of gas phase
x

Reynolds stress tensor

n
• Molar �ux Mathematic symbols and indices

N Rotational speed G Gaseous phase

P Power L Liquid phase

p Pressure x, y, z Direction in Cartesian coordinates

P/V Speci�c power input d Nabla operator

P
0,
 Ne Power number, Newton number d Partial derivative

q
O2

Speci�c oxygen requirement (of cells) p Pi

Re Reynolds number \ Proportional

R
k

Term for interphase momentum transport
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Key Terms

Bioreactor: Device or system in which biochemical 
reactions take place, catalyzed by organisms or 
biochemically active substances.

Shear stress: Force acting on fluid elements and 
suspended particles due to relative motion.

Oxygen mass transfer coefficient: Measure of the ability 
of a (bio)reactor system to transfer oxygen from the 
gaseous to the liquid phase.

Computational �uid dynamics: Branch of fluid 
mechanics to predict fluid flows based on numerically 
solved models.

Engineering characterization: Estimation and 
description of characteristic behavior of apparatuses or 
facilities at specific operating conditions.

maceutical production processes [1]. In addition, CFD 
can provide insights into the fluid flow in single-use 
bioreactors, which have been increasingly introduced 
into biotechnological applications during the last two 
decades. These bioreactors, which are made of rigid or 
flexible plastic materials, differ from their traditional 
counterparts in terms of their working principles, mix-
ing and power input. Besides stirred bioreactors, which 
closely mimic standard bio reactors, wave-mixed and 
orbitally shaken bioreactors are also used in industry.

In the following the most important engineering 
parameters for bioreactors, particularly those used for 
cultivation of suspension cultures, and their influence 
on the biological systems are introduced. Subsequently, 
the theoretical basis for CFD and the models that it 
relies upon are outlined. Recent application examples 
are then provided, with a special focus on CFD studies 
for the most frequently used bioreactor types, and on 
that basis, the potential and the limitations of CFD are 
discussed. Finally, current trends in the use of CFD 
for engineering characterization of bioreactors are 
summarized.

Classical & advanced parameters for 

characterizing bioreactors

One of the most important engineering parameters of 
bioreactors is the (volume specific) power input P/V, 
which describes the amount of power that is dissipated 
within the system and is often related to mechanical 
strain acting on cells [8,9]. In stirred bioreactors, the 
power input is directly related to the stirrer torque 
as given by Equation 1, where M, N and V denote the 
torque acting on the stirrer shaft, the impeller speed 
and the liquid volume respectively. Table 1 defines the 
symbols used throughout the article. 

V
P

V
2 N M= $ $r

Equation 1

From P/V the dimensionless power number P
0
 (also 

referred to as Newton number Ne) can be obtained 
(Equation 2), which is a dimensionless measure of the 
hydraulic forces acting at the stirrer with the diameter 
d. It is often used for comparison of different impel-
lers. If a critical level of turbulence is exceeded, the 
power number becomes constant for many industrially 
relevant stirrers (e.g., Rushton turbine, pitched blade 
impeller, marine impeller and so forth).

Ne
N d
P

L
3 5

=
$ $t

Equation 2

The turbulence can be characterized by the dimen-
sionless Reynolds number (Re), which is a measure of 

the ratio of inertial to viscous forces. For stirred biore-
actors, the Reynolds number is defined by Equation 3, 
where r

L
 and µ

L
 represent the liquid density and 

dynamic viscosity, respectively. The critical Reynolds 
number, above which fully turbulent conditions are 
achieved with most stirrers, is in the order of 1 × 104 
to 5 × 104 [10].

Re N d
L

L
2

= $ $

n
t

Equation 3

Convection in general, and turbulence in particular, 
is the driving force for mixing and mass transfer. The 
ability of a bioreactor to efficiently mix the vessel con-
tents is usually defined by the mixing time t

m
, which 

represents the time required to achieve a desired degree 
of homogeneity (usually 95%) [11], since it is not pos-
sible to achieve a completely homogenous mixture in 
real-life systems. For stirred reactors under turbulent 
conditions the following empirical correlation has been 
established [12]: 

V
Pt
1 3m \
-

Equation 4

Another very important process parameter is 
the oxygen mass transfer, because most production 
organisms are growing in aerobic conditions and oxy-
gen has a low solubility in water-like media, which 
necessitates a continuous aeration of the cultures. 
Although cell cultures have much lower oxygen 
requirements than microorganisms, oxygen mass 
transfer can become the most pronounced process 
limiting factor in high cell density cultivations or 
where rigorous sparging/aeration is undesired because 
of culture shear sensitivity. Nevertheless, the oxygen 
mass transfer rate (OTR) should be equal to or higher 
than the oxygen uptake rate (OUR) to prevent the 
culture from experiencing oxygen depletion. While 
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the oxygen uptake depends on the specific require-
ment of the culture (q

O2
) and the cell concentration 

(X), the OTR is directly proportional to the mass 
transfer coefficient (k

L
a) and the concentration dif-

ference between the gas–liquid interface and the bulk 
fluid (dO

2
*-dO

2
), which represents the driving force 

of the mass transfer.
q X k a dO dOO2

OUR

L 2 2

OTR

* -$ $# ^ h
1 2 34444 4444S

Equation 5

In CFD studies, the k
L
a value is commonly derived 

from the product of the specific surface area ‘a’, defined 
by:

a
V
A

1 d
6G

G B

G= =
- $

$

a
a

^ h

Equation 6

where A
G
 represents the surface of the gas phase and 

V the liquid volume, a
G
 is the phase fraction of the 

gaseous phase and d
B
 is the mean diameter of the gas 

bubbles, and the mass transfer coefficient k
L
. This can 

be estimated based on Higbie’s penetration theory 
using:

k C D nL 1 L
L

L 0.25
= $ $

f` j

Equation 7

where e
L
 represents the dissipation rate of turbulent 

kinetic energy per unit mass and n
L
 the kinematic vis-

cosity, D
L
 is the oxygen diffusivity (1.98 × 10-9 m2 s-1 

in water at 20°C) and C
1
 denotes a constant, which is 

often set to:
2

r

(in accordance to Higbie’s penetration theory) in 
stirred bioreactors [13]. This approach describes the 
contact time of gas bubbles (which is the ratio of bub-
ble diameter and bubble slip velocity) based on an eddy 
cell model, which assumes that mass transfer is mainly 
dependent on the motion of small-scale eddies in the 
dissipation range [14].

Obviously, the oxygen transfer can be enhanced 
by increasing the driving force (e.g., by use of pure 
oxygen), increasing the turbulence leading to higher 
k

L
 values and/or by enhancing the specific gas–liquid 

surface area. The latter is significantly influenced by 
the bubble size, where smaller bubbles lead to larger 
surface areas. Interestingly, CFD studies revealed that 
local shear or turbulent forces that occur when bubbles 
burst at the surface of a liquid may exceed the volumet-
ric stirrer power input by some orders of magnitude. 
The energy associated with the bursting of a 1–2 mm 
bubble is in the order of 0.1 × 105 to 1 × 105 kW m-3, 
which is sufficient to destroy suspended animal 

cells [15]. The reason for the potential damage caused 
by the bubble burst may be explained by the receding 
film at the top of the bubble, which is estimated to 
retreat at approximately 8 m s-1 [1]. 

However, the mechanisms of cell disruption are not 
yet fully understood, even though huge efforts have 
been made by several researchers [15–17]. This can also 
be explained by the difficulty of determining the forces 
acting on cells within a complex fluid domain such as 
a bioreactor and the fact that the relationship between 
lethal/sub lethal forces on cells and their magnitude 
and exposure time is still unclear [18,19]. In general 
two flow features, which may be predicted by CFD, 
are considered to be related to cell damage: spatial 
gradients of the fluid velocity and turbulence. The 
velocity gradients act on the cells as shear and normal 
stresses. Whereas the shear stresses result from velocity 
gradients normal to the flow direction while normal 
stresses act in flow direction. The relative importance 
of both stresses related to cell damage has been con-
troversially discussed for more than a decade [20–22]. 
However, CFD provides a reliable method of distin-
guishing between shear and normal forces based on the 
stress tensor T , which can be represented by Equation 8, 
when the stresses are related to the velocity gradients in 
incompressible flow according to Stoke’s law.

T u u
T

= +$ d dn ^ h

Equation 8

Based on a coordinate transformation in the CFD fluid 
domain, it was proposed to calculate the shear (t

nt
) 

and normal (t
nn

) stresses by Equation 9 and Equation 10, 
respectively [23,24], where iu

~

 
are velocities in the local co-

ordinate systems defined by the co-ordinates x~, y~ and z~, 
which are orientated along the fluid flow direction.

2
x

u
nn

x
2

= $ $nx
d

d
+

+

e o
Equation 9

y
u

x

u

z
u

x
u

nn
x y

2

x z
2

= + + +$nx
d

d

d

d

d

d

d

d
+

+

+

+

+

+

+

+f ep o
Equation 10

In addition to the shear stresses, the cell damage 
related to hydrodynamic stress can be estimated based 
on turbulence parameters. A popular, but yet unproven, 
assumption suggests that the biological entity is damaged 
by eddies of a comparable size. Eddies much smaller than 
cells possess too little energy to cause damage, and eddies 
much larger than cells will transport them convectively 
without causing damage. According to the turbulence 
energy cascade model, the power input is transported to 
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smaller scales until it dissipates completely [25]. Assuming 
local isotropic turbulence, the size of the smallest eddies 
is defined by the Kolmogorov microscale of turbulence 
l
e
 (Equation 11). Although it was stated that turbulence in 

the impeller jet is anisotropic [26,27], theoretical consid-
erations and experimental evidence have shown that the 
fine-scale structure of most anisotropic turbulent flows is 
actually almost isotropic locally [28]. Thus, Kolmogorov’s 
definition of eddy size appears suitable for the complete 
fluid domain defined by:

le
3 0.25

=
f
oc m

Equation 11

where v represents the kinematic viscosity and e the 
dissipation rate of turbulent kinetic energy per unit 
mass. Through the velocity gradients and the turbu-
lent dissipation rate, which are predictable by CFD, 
two parameters are available, which are related to 
hydrodynamic stress caused on cells. Thus, it can be 
stated that using CFD more detailed information, 
which are spatially and time resolved, can be obtained. 
However, the reliability of these data depends on the 
applied models and boundary conditions, which are 
described more detailed in the following.

De�nitions & models

A detailed description of the theoretical background 
of CFD and the solution algorithms can be found 
in several excellent text books dealing with the basic 
principles of fluid dynamics [29–31]. Briefly, CFD is 
based on conservation equations for mass (see Figure 1), 
momentum and energy, which represents balances of 
accumulation, net inflow by convection and diffusion 
as well as volumetric production within a defined vol-
ume (i.e., control volume; CV). To predict the fluid 
flow in bioreactors, the mass and momentum bal-
ance of at least one phase are required. However, the 
local instantaneous velocities, which are necessary to 
solve the transport equations, fluctuate significantly 
as a result of the turbulence that occurs under typical 
bioreactor operating conditions. The direct numeri-
cal simulation (DNS) of those fluctuations would 
require huge processing capacity and, therefore, is 
still not applicable for industrially relevant bioreac-
tors beyond liter scale. Therefore, the instantaneous 
velocities u are substituted by time-averaged velocities 
u  and the fluctuation velocity u ,́ which results in the 
Reynolds-Averaged Navier-Stokes (RANS) equations 
(Equation 12) representing the most often used approach 
for CFD ana lysis of bioreactors from ml to m3 scale. 
Here, p represents the static pressure while g

r
⋅r

 and S 
denote the gravitational and additional source terms 
(e.g., centrifugal and Coriolis forces), respectively.

t
u 0

u uu p g S 0

+ =

+ + - - + =

$

$

d

d d d

d
dt

t

d t t x t

^

^ ^

h

h h

Equation 12

As a result of the time-averaging, the Reynolds stress 
tensor t  is introduced, which is usually calculated by 
turbulence models based on the Boussinesq hypothesis 
(eddy viscosity hypothesis) using Equation 13, where d

ii
 

is the Kronecker symbol.

u u
x
u

x
u

3
2 k

C k

i
’

j
i

1
j

i

i

j
ij

t

2

=- = + -

=

t n t

n t
f

x
d
d

d

d
d

n

e o

Equation 13

The turbulent or eddy viscosity µ
t
  represents a virtual 

viscosity resulting from the turbulence. Modern CFD 
codes employ multiple different two-equation turbu-
lence models (e.g., of the k-e and the k-w family) as well 
as several alternative models, including relatively simple 
single equation models (e.g., Spalart-Allmaras) and 
the more sophisticated seven-equation Reynolds stress 
model. The most often applied turbulence model is the 
k-e model, where k and e describe the turbulent kinetic 
energy and the turbulent dissipation rate, respectively, 
for which two new balance equations are required:

y

z

x

u
y

u
y x zy

y
t

d

dt
dd d+; E

u
y

u
z x

dd d

zz
zt

d

dt
+; E

u
y

u
x y zx

xt
d

dt
+; E

dd d

d dyu zxt

xu zzt d d

xu zyt d d

Figure 1. Principle of mass balance at an in�nitesimal volume element.
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t

k
ku k G 0

t
( ) u C

k
G C

k
0

k

t
k

k

t
1 k 2

2

+ + + - - =

+ + + - + - =

$ $

$ $

d d d

d d d

n
n

n
n

d

d t
t

v
tf

d
d tf

tf
v

f f t ff f

^ ^ c

^ c

h h m

h m

;

;

E

E
Equation 14

where C
1
, C

2
, C

µ
, C

1
,  s

k
 and se are semi-empirical con-

stants, which are valid for a wide range of flows and G
k
 

represents the generation of turbulence kinetic energy 
due to the mean velocity gradients. Alternatively to the 
k-e turbulence models, the shear-stress transport k-w 
model was developed to effectively combine the robust 
and accurate formulation of the k-w model in the near-
wall region with the free-stream independence of the k-e 
model in the far field [32]. Hence, it is preferable for bio-
reactors with both rough turbulence and (smooth) shear 
flow, such as rocker-type wave-mixed bioreactors [33]. 
Thanks to the increasing computing power, the large 
eddy simulation (LES) approach has been increasingly 
applied in the last decade [34–37]. Here, large eddies are 
resolved directly, while small eddies are modeled, which 
allows much lower spatial and temporal resolution com-
pared with DNS. However, it still requires substantially 
finer grids than typically used for RANS approaches. 

Nevertheless, multiphase flows are mostly found 
in bioreactors. Besides the aeration typically used for 
the oxygenation of the aerobic growing production 
organisms, carrier-based processes (e.g., microcarriers, 
fluidized beds) can be considered by introduction of 
a secondary phase [38]. Thus, important engineering 
parameters, such as gas hold-up, specific surface area 
and/or oxygen mass transfer rates, can be predicted. 

The multiphase model with the least computational 
effort is represented by the volume-of-fluid (VOF) 
model, which is based on the assumption that there 
is no interpenetration between the different phases. 
Assuming that the phases share the same velocity and 
pressure field, a single momentum equation is used. To 
track the interface(s) between the phases, continuity 
equations for the volume fraction of the phases are 
introduced. Depending on the phase volume fraction 
a within the CV, the flow variables and fluid properties 
are either purely representative of one of the phases, or 
representative of a mixture of the phases. The density 
and (molecular) viscosity are calculated by:

k k=t a t/

Equation 15

k k=n na/

Equation 16

The VOF model is recommended for slug bubbles 
[39] (or bigger bubbles in general) and free surface 

flows, as they are found in orbitally shaken (e.g., shake 
flasks, microtiter plates [40]) or wave-mixed bioreactors 
[33,41], for example.

In contrast to the VOF model, the Euler–Euler 
approach (EE; also referred to as the dense phase 
approach) describes the mass and momentum of 
each phase separately and, therefore, the interactions 
between the phases that result in relative motion can 
be considered. The EE approach is recommended for 
volume fractions of the dispersed phase that are higher 
than 10%. The mass and momentum balances are 
extended by the phase fraction a and can be written 
for the kth phase as:

u 0

t
u

u u p g S R 0

k k k k k

k k k
k k k k k k k k k

+ =

+ + - - + - =

$

$

d

d d d

d a t a t

d

d a t
a t a x a t

^ ^

^
^

h h

h
h

Equation 17

where mass transfer between the phases is neglected. 
The term S

k
 represents additional source terms and the 

term    represents interfacial momentum transport 
which has been investigated by many researchers 
[4,42–45]. The most important phase interaction forces 
are the drag force, the lift force and the virtual mass 
force, but there is no consensus in literature, whether 
all forces should be considered in every case. The drag 
force describes the forces acting on the disperse phase 
due to relative velocity between the phases, while the 
lift force is related to velocity gradients of the continu-
ous phase and/or rotation of the disperse phase. Fur-
thermore, the virtual mass force acts on the disperse 
phase if the dispersed particles accelerate within the 
surrounding continuous phase. For the numerical 
details of the required sub-models the interested reader 
is referred to [4,42–45].

In addition, the Euler–Lagrange approach can be 
used for multiphase modeling. Here, the description of 
the continuous (liquid) phase is combined with a seg-
regated description of the dispersed (solid/gas) phase. 
Based on the flow pattern of the Eulerian phase, the 
trajectory of the particles of the Lagrangian phase is 
calculated by Equation 18, which inherently requires a 
time-resolved treatment [31].

dt
dx u=

Equation 18

Furthermore, the particles move randomly in tur-
bulent flows as a result of the turbulent dispersion 
superimposed on the convective flow, which can be 
estimated by Equation  19. Here, Dx

i,t
 is the random 

jump in one dimension (x, y, or z) during a time step of 
Dt, z signifies a random number with a variance of 1, 

RK
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and D
T
 stands for the local eddy diffusivity calculated 

from the continuous phase. 

x 2D ti,t T= gD D

Equation 19

The phases are coupled via momentum exchange 
terms similar to the EE, but the computing effort is 
much higher due to the separate treatment of each 
computational particle, which usually still represents a 
large collective of real particles. 

If the disperse phase shows a wide distribution of 
one or more physical properties, such as size, density 
or shape, population balances equation (PBE) models 
can be applied. In bioreactor CFD models, PBE are 
most often introduced to describe the size distribu-
tion of bubbles that occur during aeration, where the 
bubbles’ number density f is included as the character-
istic parameter. The number density within a CV can 
change as a result of convection, bubble coalescence 
and breakup, gas expansion and mass transfer. This is 
represented by Equation 20, where  , AG

 and M
G
 denote 

the molar flux, the bubble surface area and the molar 
mass of the gas, respectively. 

t
f uf 1

dt
d

v

vf

v
nA M

 B D B D 0

G

G
G

G

G

c c b b

.
+ + -

+ + - + =

$d
d
d

t
t
d

d

d
d

t
^

^
ch

h
m

1 2 3444 444 1 2 34444 4444

1 2 34444 4444

S
S

Accumulation
Convection

Gas expansion Mass transfer

Bubble break-up and
coalescence

f

Equation 20

Since both bubble coalescence 
and break-up lead to a simultane-
ous increase and decrease in bubble 
sizes (i.e., two small bubbles merge 
to one bigger bubble or one big 
bubble breaks into multiple smaller 
ones), the PBE includes four source 
terms that describe the ‘birth’ (B

c
 

and B
b
) and ‘death’ (D

c
 and D

b
) of 

bubbles. Calculating these values 
requires special models, which are 
mostly derived from turbulence 
theory. Details of these models 
are provided elsewhere in the 
literature [46].

The CFD procedure & 

veri�cation

The typical steps in the CFD work 
flow can be subdivided into pre-
processing, processing and post-
processing (see Figure 2). These steps 

are implemented in the most common CFD codes, 
such as ANSYS Fluent, ANSYS CFX, FLOWIZARD, 
PHOENICS, STAR-CCM+ and OpenFOAM. 

The first step involves building the geometry model 
(2D or 3D) and meshing. The above-mentioned CFD 
packages offer powerful algorithms enabling efficient 
meshing with 2D (triangle, rectangle, polygons) or 
3D (tetrahedrons, hexahedrons, polyhedrons) ele-
ments. Nevertheless, compromises often have to be 
made between fine grids that provide low approxima-
tion errors and the increased computational effort 
required as the number of individual CVs increases 
(see Figure  3). In general, the accuracy increases as 
the grid is further refined. However, beyond a certain 
grid density further refinement does not result in any 
further gains in accuracy. It should be noted that 
the calculation time increases exponentially as the 
grid density increases, however this can be reduced 
by parallelization. The gain in calculation speed by 
parallelization is, however, not linear as a result of an 
increase of administrative losses. Besides the applied 
turbulence models, the discretization of transport 
phenomena to a finite-spaced grid is considered to be 
the major reason for the inaccuracy of the numerical 
solution. Therefore, prior to performing design stud-
ies that consider various geometries and/or operating 
conditions, it is strongly recommended that a grid 
sensitivity study is carried out to evaluate the accuracy 
of the numerical solution and the calculation time.

After meshing, suitable models, media proper-
ties (density, viscosity, surface tension), initial and 
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boundary conditions (e.g., inlets, outlets, symmetry 
planes), and solution algorithms have to be defined, 
depending on the flow of interest. In the next step, 
which is primarily performed by the CFD software, 
the partial differential equations are discretized and 
subsequently solved numerically. To reduce the turn-
around time, modern CFD codes can run the pro-
cess in parallel, which means that several processors 
are used simultaneously to perform the calculation. 
Finally, the last step involves interpreting of the data 
as vectors, contour or path line plots and surface/
volume-weighted minimum, mean and maximum 
values. Since CFD is based on various models and 
assumptions, the results should be validated by at least 

some experimental data. For this purpose, several 
methods have been published, including determina-
tion of engineering parameters, such as power input, 
mixing times, oxygen mass transfer, residence time, 
or the direct measurement of fluid velocities inside 
the bioreactor. The latter can be performed by vane or 
hot-wire anemometers [47], which are in contact with 
the fluid and may, therefore, influence the flow pat-
tern. Contactless measurement techniques, such as 
LDA [48], PIV [34], computer-automated radioactive 
particle tracking [49] or laser-induced fluorescence [50], 
are preferable. Since the state-of-the-art techniques 
LDA and PIV, schematically shown in Figure  4, use 
laser systems for the illumination of particles inside 
the flow, optical accessibility to the vessel content is 
inherently required. 

Application of CFD for characterization of 

bioreactors

Stirred bioreactors (see Figure 5A & B) are the most com-
monly used bioreactor systems in biotechnological 
applications. CFD modeling has been performed for 
the milliliter [51] to cubic meter [52] scale. The stirrer 
rotation can be integrated in the CFD model using 
either the dynamic or sliding mesh approach (e.g., as 
applied by [53,54]). However, the nodes that define the 
fluid domain must be updated as a function of time 
and as a result this methodology is inherently unsteady, 
which requires increased computational power. The 
multiple reference frame method, where the grid is 
position-fixed (and thus also referred to ‘frozen-rotor’), 
has been more often applied for both single- [50,55] and 
multi-phase models [56–59]. In these cases, the flow 
characteristics of the inner region are used as bound-
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ary conditions for the outer region and vice versa and a 
stationary solution is calculated.

After early attempts to characterize the fluid flow 
patterns of standard stirrers, such as Rushton tur-
bine or pitched blade impellers, in the early 1990s, 
more specialized impellers found in biotechnologi-
cal applications have been investigated [60–62]. Szalai 
et al. [60] investigated the mixing performance of four 
Ekato Intermig® impellers in a laminar flow regime 
and were able to show that rigorous compartmental-
ization exists in the vessel as a result of weak axial 
transport. This may lead to concentration gradients 
during fermentation processes, but it was found that 
the build-up of compartments can be suppressed by 
decreasing the distance between the two lower impel-
lers. Furthermore, a wider range of operating condi-
tions can be made possible by positioning multiple 
Intermig impellers on a single shaft at 45° angles to 
each other instead of 90°, as recommended by manu-
facturers [62]. 

Besides the classical bioreactors made of glass or 
stainless steel, the fluid flows in small [63], bench top 
[64] and pilot scale [33] single-use stirred bioreactors 
have also been investigated. By comparing wavy-
walled spinner flasks with a cylindrical configuration 
used for tissue engineering applications, Bilgen and 
Barabino [63] demonstrated that wavy walls reduce 
the tangential velocity and the maximum shear stress 
by half in comparison to a cylindrical vessel at identi-
cal impeller speeds. This is expected to influence the 
mechanical properties of cultured tissues. For the 
unbaffled benchtop scale Mobius® CellReady biore-
actor (distributed by Merck Millipore) it was found 
that the marine impeller induced no clear axial flow 
profile as expected. However, a dominance of the 
impeller’s radial component with slightly upwards 
directed impeller discharge was revealed for clock-
wise rotation only, where the radial discharge of the 
impeller re-circulated in two axial flow loops from the 
top and the bottom to the stirrer in each half of the 
vessel. Small dead zones were identified in the drain 
port inlet, where cell sedimentation and agglomera-
tion occurred during cultivation of CHO suspension 
cells [65].

In comparison studies of the single-use benchtop 
UniVessel® 2L SU bioreactor with a conventional 
counterpart made of glass, it was discovered that the 
fluid flow in single-use bioreactors is identical to con-
ventional vessels, provided the geometry of the culti-
vation container and the impellers is almost identical 
[41]. However, in several single-use stirred bioreactors, 
such as the S.U.B. (also known as HyClone™) from 
ThermoFisher or the Mobius® CellReady 250 from 
Merck Millipore, the impellers significantly differ 

from standard configurations. While the first utilizes 
a three-bladed pitched blade impeller mounted on 
an eccentric, tilted shaft, the latter is agitated by a 
bottom-mounted pitched-blade impeller. Hence, 
complex fluid flow patterns are likely to occur, mak-
ing detailed flow ana lysis important. In the case of 
the HyClone bioreactor, three flow loops were pre-
dicted near the bottom indicating well-mixed condi-
tions. However, weak flow was found near the liquid 
surface when working at maximum filling height [33]. 
This may lead to inhomogeneities within the vessel 
contents, especially if media are added at the liquid 
surface. 

The power input in stirred bioreactors is most often 
predicted through the torque acting on the stirrer (see 
Equation 1) [33,41] and agrees well with experimental data 
(Table 2). Alternatively, the summation of the (viscous 
and/or turbulent) energy dissipation rate has been 
proposed (see Equation 21). However, the power input 
is often significantly under predicted when using this 

Figure 5. Overview of the most often used bioreactor types for cell 

culture. (A) Stirred Bioreactor, Mobius® CellReady 3L bioreactor, (B) stirred 

bioreactor, Sartorius Stedim Biotech BIOSTAT® Bplus, (C) orbitally shaken bag 

and (D) wave-mixed bioreactor.
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method [66]. This may be explained by the use of grids 
squares that were too large or unsuitable turbulence 
models, such as the k-e turbulence model, which does 
not take into account the anisotropic nature of the 
turbulence near the impellers [67].

V

dV
=f
tf#

Equation 21

Although the occurrence of inhomogeneities is 
well-known for large-scale bioreactors, mixing can 
also be challenging for stirrers in ml-scale bioreactors, 
where fully established turbulence is hard to achieve. 
The fluid flow in 30 ml stirred minibioreactor was 
studied by Bulnes-Abundis [50]. The authors found 
that chaotic flow fields, which, rather than turbu-
lence, are the driving force behind mixing, are pro-
nounced by the use of eccentric stirrers. At the same 
time segregated or low-rate mixing regions are pre-
vented using round-shaped bottoms. Furthermore, it 
was demonstrated that the shear stress distribution of 
the eccentric impeller was narrower and contained a 
significantly lower frequency of high shear stress val-
ues, even at the same Re value as to a conventional 
Rushton turbine [50]. Compared to the aforemen-
tioned parameters, the prediction of residence time 
distribution and circulation time is of minor impor-
tance for the engineering characterization of stirred 
bioreactors. However, the results of some experiments 
have been published [68].

In contrast, great attention has been given to (oxy-
gen) gas–liquid mass transfer, which explains the 
multitude of publications that are concerned with 
CFD modeling of aerated stirred bioreactors [64,69,70]. 
Previous studies used single bubble sizes to study 
gas dispersion in stirred tanks, rather than consider-
ing the effects of bubble breakup and coalescence, 
whereas more recent studies most often include bub-
ble size distributions in their work [56,71,72]. Ahmed 
et al. were among the first to investigate gas–liquid 
flows in the different flow regimes that prevail in 
stirred reactors [57]. Their two-fluid CFD model that 
included the MUSIG model for polydispersed gas has 
successfully simulated the flow regimes as observed 
during experiments, enabling the prediction of 
important flow characteristics, such as gas hold-up, 
mixing time, and (aerated) power input, over a wide 
range of operating conditions. Recently, Gelves et al. 
optimized the agitation of a multi-stage impeller in 
a mammalian cell culture vessel and proposed a stir-
ring and aeration device composed of three pitched 
blades and three rotating microspargers [73]. Using 
of this novel agitation method, the CFD-predicted 
power input was halved while the k

L
a value, which 

was determined both numerically and experimentally 
in very good agreement, was increased 34-fold due 
to the smaller gas bubbles and more homogenous gas 
dispersion.

In recent years, chemical reaction kinetics have 
been increasingly integrated into CFD simulations 
to investigate the influence of mixing on productivity 
[58,74]. Ding et al. discussed a CFD model for continu-
ous stirred tank reactors for hydrogen production with 
the aim of optimizing impeller geometry [58]. It was 
demonstrated that the optimized impeller was able 
to improve mixing in the reactor at lower impeller 
speed, meaning higher average hydrogen yield and 
less start-up time were required. By coupling rates of 
cell growth, substrate and oxygen consumption to the 
Navier–Stokes equations, Elqotbi et al. showed that, 
even in just a 5 l laboratory-scale fermenter, local 
glucose concentrations varied by a factor of two [74]. 
This is rather unexpected, since mixing times are in 
the order of seconds compared with fermentation time 
of several hours. However, it reveals the advantages of 
spatial resolution of CFD models.

Besides the mechanically driven bioreactors, pneu-
matically driven airlift and bubble column bioreactors 
are frequently used. They are characterized by an easy 
construction due to the lack of any moving parts. Nev-
ertheless, very complex, highly transient flow struc-
tures occur in these bioreactors because of the intense 
liquid circulation, wide bubble size distributions and 
fluctuating gas hold-up profile. Only a few publica-

Table 2. Summary of computational �uid dynamics-predicted 

and experimentally obtained power numbers of different stirred 

systems.

Bioreactor/impeller CFD-predicted power 

number Ne
CFD

 (-)

Measured power 

number Ne
Exp

 (-)

Ref.

Retreat curve impeller 1.07 1.02 [94]

Eight-blade paddle 

impeller

6.6 5.9 [95]

Pitched blade turbine 1.83 1.93 [96]

Miniature parallel 

bioreactor with RT†

3.7 3.5 [97,98]

Mobius® CellReady 3L 0.33 0.30 [64]

Lightnin A200‡ 1.55 1.45 [55]

Double Rushton turbine 8.77 8.46 [59]

SCABA 6SRGT 

Impeller‡

1.8 1.9 [99]

BIOSTAT® CultiBag STR

RT and SBI§

SBI and SBI¶

3.14

1.13

3.4

1.2

[38]

†Comparison of measured power input with CFD data of a cited reference.
‡Value of fully turbulent conditions in shear-thinning solution.
§Combination of RT and SBI.
¶Combination of two SBI. 
CFD: Computational fluid dynamics; RT: Rushton turbine; SBI: Segment blade impellers.
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tions using the Euler–Lagrange approach appear in 
literature [75–77]. More often Euler–Euler models are 
applied [78–81]. Recently, Ghadge et al. investigated the 
dynamic environment within a bubble column used 
for enzyme catalyzed reactions to evaluate lipase deac-
tivation resulting from the hydrodynamics [78]. Not 
entirely surprisingly, the specific power input as well 
as the maximum turbulence dissipation rate, shear 
stress and normal stress were all found to increase 
as superficial gas velocities increases. However, none 
of the flow parameters alone were responsible for the 
lipase deactivation. 

Luo et al. investigated the hydrodynamics in a 
photo airlift bioreactor to predict typical trajectories 
of phototrophic microorganisms within the bioreactor 
[81]. Since light intensity always reduces exponentially 
from the wall to the reactor center, following the 
Lambert–Beer law, hydrodynamics inside photobio-
reactors need to be optimized to expose the cells to 
the light for as long as possible. The turbulent dissipa-
tion rate (in the downcomer) was identified as a key 
hydrodynamic parameter. Therefore, CFD provides a 
theoretical basis for optimization of the inner struc-
ture of photobioreactors, since it can more thoroughly 
explain the effects of their inner structure on cell 
growth, which was also determined experimentally 
[80]. Nevertheless, most CFD models of two-phase 
flows involve semi-empirical parameters, which have 
to be adopted to match experimental observations. 
Further work is needed to reduce the empiricism in 
the estimation procedures, so as to make it possible 
to model the complete flow pattern in real bubble 
column reactors over a wide range of operating condi-
tions using CFD [79].

In R&D, orbitally shaken systems (see Figure  5C) 
such as the shake flasks are one of the most widely 
used bioreactors [82,83]. CFD has been used to deter-
mine oxygen mass transfer and energy dissipation in 
unbaffled 250-ml shake flasks with typical operating 
parameters (100–300 rpm, 20–60 mm amplitude, 
25–100 ml filling volume). The specific surface is 
larger than in compared stirred bioreactors by a fac-
tor of three, however, k

L
a is tenfold smaller. This 

can be explained by a much lower energy dissipation 
and resulting lower turbulence intensity, which has 
an influence on oxygen mass transfer [84,85]. Design 
studies of a newly developed frusto-conical shaking 
bioreactor revealed a 3% greater specific surface area 
(which was validated experimentally determined 
higher oxygen mass transfer) and a 21% lower shear 
strain compared with a flat bottom shaking bioreac-
tor under the same conditions [86]. This shows the 
potential of CFD even for classical bioreactors such 
as shake flasks. The CFD models for the orbitally 

shaken devices agreed well with experimental mea-
surements using a laser-based flow field visualization 
[82], and thus CFD can be used as a reliable tool 
for development and optimization. Similar results 
for experimentally [85] and CFD [40] characterized 
microwell plates confirm previously described find-
ings of homogeneous energy dissipation. The maxi-
mum local energy dissipation rate of 2 kW m-3 was 
found to be half that of rates that have been shown 
to cause cell damage [87,88].Furthermore, the volume-
averaged energy dissipation rate is regarded as suitable 
engineering parameter for comparison with other 
orbitally shaken systems, as long as sufficient oxygen 
supply is guaranteed. Thus, the cell growth and anti-
body titer of a IgG1 producing hybridoma cell line 
were found to be similar in 24-well microtiter plates 
and 250 ml shake flasks, if comparable distributions 
of turbulent kinetic energy and dissipation rate occur 
[40]. The approach is still under investigation, but 
first results of cultivations with insect and plant cells 
seem to confirm this approach [89].

Similar to the orbitally shaken systems, reduced 
shear related cell damage due to homogeneous energy 
dissipation along with low foaming was expected in 
rocker-type wave mixed bioreactors (see Figure  5D)
[90]. This was confirmed by time-resolved 3D CFD 
studies using the VOF model considering various 
rocking rates and rocking angles at different filling 
levels up to 20 l, which correctly describe the free 
fluid surface as observed in video sequences [91]. The 
obtained shear stress levels, which were verified by 
hot-film probe measurements, are well below known 
threshold values that lead to damage of animal cells 
[92]. Furthermore, the distribution of the energy dis-
sipation is more homogenous in comparison to other 
bioreactors (e.g., stirred or vibrating disk), meaning 
they are suitable cultivating shear sensitive biological 
entities [33].

Conclusion & future perspective

It can be stated that the prediction of general mean 
flow quantities in single-phase systems can be 
expected to be valid, even if less sophisticated RANS 
methods are used. However, the prediction of tur-
bulence parameter and related phenomena is much 
less accurate. In particular, the grid dependency 
of certain flow parameters related to cell damage/
death (e.g., shear stress and turbulence intensity) 
still remains an open question. Although predictions 
by RANS simulations are realistic and can mostly 
be performed using affordable computer memory 
with acceptable computational times, the results 
are strictly dependent on the turbulent model used 
for the closure problem (i.e., estimation of the six 
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unknown components of the Reynolds stress tensor). 
Therefore, numerical uncertainties should be verified 
carefully.

While previously classical RANS simulations 
were exclusively used for flow predictions (and still 
dominate this area), more sophisticated LES simula-
tions have increasingly been introduced during the 
last decade [34–36,93]. Recently, Liovic et al. found 
excellent agreement between CFD-predicted and 
experimentally measured velocities in small-scale 
stirred spinner flasks used for microcarrier based 
cultivations [53]. Even earlier, Kulkarni et al. showed 
that through the use of the LES turbulence model, 
mean axial velocities and gas hold-up in a bubble col-
umn reactor could be well-predicted [79]. Nowadays, 
the tremendous computational cost for multiphase 
flows, for example, approximately 30 days of CPU 
time for a typical job [37], makes LES still unaccept-
able in engineering applications. Nevertheless, as 
computing power further increases, even the highly 
expensive DNS techniques may become attractive in 
the future. 

The latest developments in using CFD for the 
characterization of bioreactors and their optimiza-
tion involve the coupling of complex hydrodynamics 
of (multiphase) flows with reaction kinetics. It has 
been shown by several researchers, that fluid flow 
predictions can be improved when bubble size distri-

butions are taken into account, which are most often 
calculated using population balance models. Although 
bubble coalescence is often suppressed in cell culture 
media because of salt concentrations and the addition 
of antifoam, it may be essential to consider bubble 
coalescence and breakage phenomena, since these 
mechanisms may be responsible for the formation of 
poorly oxygenated zones. 

In the future, investigations considering fluid–
structure interactions may become attractive. This is 
especially the case in single-use bioreactors consisting 
of flexible bags, where the shapes of the cultivation 
bags can be influenced by the liquid motion. Further-
more, the shaft of stirred single-use bioreactors is not 
as tightly fixed as in their conventional counterparts, 
which may have an influence on the fluid flow pat-
terns. However, no studies into these issues have yet 
been published.
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Executive summary

Bioreactor characterization

 » The spatial and temporal resolution of the results achieved using computational �uid dynamics (CFD) increase 

our knowledge of the �uid mechanics within bioreactors.

 » Process crucial factors may be recognized early in the development process and may reduce the need for 

prototyping and shorten the time-to-market.

CFD & its veri�cation

 » The numerical solution of the transport equations is realized by means of spatial and temporal discretization of 

the �uid domain and modeling of turbulence phenomena.

 » An experimental veri�cation of simulations results with sophisticated methods, such as particle image 

velocimetry or laser doppler anemometry, is advisable.

Application of CFD in bioreactor characterization

 » The results of a CFD simulation include, amongst others, the velocity in all spatial directions, as well as 

information about pressure and turbulence. 

 » The results and their derivatives can be used to develop and optimize bioreactors in order to, for example, 

avoid inhomogeneities, reduce shear strain (particularly for sensitive cells) and/or increase (gas) mass 

transfer.

Future perspective

 » Direct numerical simulations and/or large eddy simulations can, to a great extent or even completely, remove 

the need to model turbulence, which may increase accuracy and reliability.

 » Sophisticated multiphase models (including population balance models) with additional coupling of chemical 

reactions may further increase process understanding.

 » Single-use bioreactor development and optimization may bene�t from models which describe the interaction 

of �uid and structural mechanics in order to simulate the �uid �ow and the associated deformation of bag 

bioreactors.
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