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Abstract

The rise of the computer as a powerful tool for model building and refinement has revolutionized 
the field of structure determination for large biomolecular systems. Despite the wide availability of 
robust experimental methods capable of resolving structural details across a range of 
spatiotemporal resolutions, computational hybrid methods have the unique ability to integrate the 
diverse data from multimodal techniques such as X-ray crystallography and electron microscopy 
into consistent, fully atomistic structures. Here, commonly employed strategies for computational 
real-space structural refinement are reviewed, and their specific applications are illustrated for 
several large macromolecular complexes: ribosome, virus capsids, chemosensory array, and 
photosynthetic chromatophore. The increasingly important role of computational methods in 
large-scale structural refinement, along with current and future challenges, is discussed.
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INTRODUCTION

An array of diverse yet complementary methodologies represent the state-of-the-art 
repertoire for experimental structure determination of large-scale protein complexes and 
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macromolecular assemblies. The most widely employed of these include cryo-electron 
microscopy (cryo-EM), X-ray crystallography, nuclear magnetic resonance (NMR) 
spectroscopy, small-angle X-ray scattering (SAXS), and electron paramagnetic resonance 
spectroscopy with site-directed spin labeling (EPR-SDSL). Although each technique 
provides a powerful means for characterizing critical aspects of molecular and cellular 
architecture, the potential for a single experimental method to produce a comprehensive, all-
atom description of a large biomolecular system in its native state remains limited.

X-ray crystallography provides biomolecular structures at atomic-level detail; however, 
owing to sample preparation conditions and artifacts of crystallization, the results do not 
necessarily capture physiologically relevant conformations of biomolecules. NMR 
spectroscopy can characterize atom-by-atom spatial and conformational relationships toward 
solution of a molecular structure, as well as provide information regarding dynamics, but 
NMR data signals become progressively difficult to detect and deconvolute with increasing 
system size. Unlike X-ray crystallography and NMR spectroscopy, cryo-EM can be applied 
to very large biomolecular systems, yielding detailed density maps that describe 
architectural features of native-state conformations. Although cryo-EM represents a rapidly 
advancing field that has recently produced density maps at near-atomic resolution (12, 49), 
the method is hampered considerably by inherent molecular flexibility, which translates to 
regions of low resolution and loss of structural detail. SAXS and EPR-SDSL are similarly 
applicable to systems of notable size and are capable of elucidating structural information 
even in the presence of flexibility; however, their resolution limits remain still too low to 
assign the positions of individual atoms.

Atomistic structure determination, which originally began with the construction of physical 
models over 50 years ago, has evolved dramatically with the rise of the computer as a 
powerful visualization and model-building tool (Figure 1). Since their introduction, 
computer-based refinement methods have enabled structural biologists to solve the structures 
of significantly larger and more complex biomolecules. Today, computational hybrid 
methods offer an effective strategy for addressing the limitations of experimental structure 
determination, facilitating the integration of complementary data from multiple sources to 
produce unified, refined, and fully atomistic structural models. Here, we review a collection 
of commonly employed approaches for computational structural refinement, along with 
specific applications of these hybrid methods to a selection of noteworthy biomolecular 
systems. Additionally, current and future challenges, as well as the anticipated direction of 
the field, are discussed, particularly with respect to the adaptation of computational 
techniques to support emerging experimental methods capable of increasingly fine structural 
resolution.

COMPUTATIONAL STRUCTURAL REFINEMENT METHODS

A major challenge for the study of large multiprotein complexes is obtaining and refining 
structural data that comprehensively describe the full system at atomistic detail. Hybrid 
structural biology approaches employing computational techniques to integrate data from 
diverse experiments provide a means to deliver all-atom structures.
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The general strategy for applying hybrid methods, outlined in Figure 2, often involves fitting 
the structures of isolated subunits or modular components solved, for example, by X-ray 
crystallography or NMR spectroscopy to data obtained by cryo-EM to reassemble an entire 
multiprotein complex. Any missing structural features are modeled using in silico structure 
prediction tools. The complete model is further refined via conformational sampling while 
enforcing simulation restraints based on experimental data, such as those from NMR 
spectroscopy and EPR-SDSL.

The present review covers hybrid methods for large-scale structural refinement based on 
fitting to cryo-EM density maps, enhancing low-resolution X-ray and NMR data, applying 
experimentally based simulation restraints, employing in silico prediction routines to fill in 
unresolved structural features, and performing enhanced conformational sampling. Real-
space refinement techniques involve a set of rigorous error-assessment criteria; however, a 
detailed discussion on error analysis is beyond the scope of this review, which seeks instead 
to overview the scientific prowess of hybrid methods. Error analysis of real-space refinement 
techniques is thoroughly reviewed elsewhere (111, 116).

Structural Refinement Based on Cryo-EM Data

Although the most widely used method for acquiring biomolecular structures is X-ray 
crystallography, crystallization of very large biomolecules, macromolecular complexes, and 
membrane proteins can be extremely challenging. In response, cryo-EM, which does not 
require the difficult crystallization step and allows imaging under physiologically relevant 
conditions, is increasingly becoming the central approach for structure determination of 
large systems. Notably, the two experimental techniques often reveal different levels of 
macromolecular architecture. X-ray crystallography generally produces atomic-resolution 
(<3 Å) structures, whereas many cryo-EM densities are resolved only at lower resolution. 
However, recent developments in cryo-EM detector technology have yielded high-resolution 
density maps (~2–5 Å) (11, 12, 20, 49, 80), though atomistic models derived purely from 
EM data are still very rare. Computational methods that combine data from both X-ray 
crystallography and cryo-EM effectively bridge the resolution gap between the two 
complementary techniques and afford physiologically accurate, atomic-resolution structures 
of biomolecular complexes.

Many such methods combining X-ray crystallography and cryo-EM data for structure 
determination have been developed in recent years. Some of these methods use rigid-
fragment fitting (30, 108, 147), and others such as DireX (117), Flex-EM (133), Rosetta 
(40), and FRODA (64) perform flexible fitting, allowing conformational changes to better 
shape the structure to the data. Popular approaches employ low-frequency normal modes 
(132), deformable elastic networks (117), and cross-correlation (98) or least-squares 
difference between experimental and simulated maps (31) to drive the structure into the 
cryo-EM density. Fitting methods may be based on a Monte Carlo scheme (40) or on 
molecular dynamics (MD) simulation, such as molecular dynamics flexible fitting (MDFF) 
(135, 136).

The MDFF protocol requires, as a prerequisite, a complete atomistic model of reasonable 
initial quality that can be improved upon by attempting to match it to the EM data. The 
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starting model, which may be based on, for example, X-ray crystallography and in silico 
structure prediction, is subject to an MD simulation in NAMD (104) driven by a modified 
potential energy function that includes a term incorporating the cryo-EM density. Forces are 
computed from the added potential and applied to each atom, driving them into high-density 
regions and thus producing an atomic-resolution structure in the conformation captured by 
the cryo-EM map. Restraints imposed during the simulation help preserve the secondary 
structure, stereochemical correctness (115), and symmetry (28) of the proteins and nucleic 
acid components involved. The MD-based nature of MDFF allows for flexibility and 
sampling while maintaining a realistic structural geometry through application of the most 
advanced force fields. Both AMBER and CHARMM now also offer functionality to perform 
flexible fitting to cryo-EM density maps (98, 149). A similar feature is available in 
GROMACS through collaboration with MDfit (145).

An important step following any hybrid fitting method is the evaluation of the final model. 
Three types of evaluation are typically pursued. First, the quality of models produced by 
structure-building methods is commonly assessed using MolProbity (32), which is based on 
various statistical metrics such as Ramachandran analysis, rotamer outliers, and steric 
clashes. In the second type of evaluation, the quality of the resulting model is determined by 
its fit to the cryo-EM density. Although one of the most common scoring methods for such 
fit is the cross-correlation coefficient (CCC) between experimental and simulated density 
maps, the global CCC analysis is prone to producing false-positive information and the 
result is inherently degenerate. That is, two completely different structures fitted into a 
density map can produce the same CCC, and even though the CCC is close to 1 (perfect fit), 
the fitted structure could be severely distorted. Instead, it is more informative to calculate the 
correlation at a finer decomposition, for example, per residue, which specifically reveals the 
parts of a structure that fit well versus the parts that require additional attention. Fast parallel 
algorithms make this assessment computationally feasible, even for large structures and 
long-fitting trajectories (130). In the third evaluation, Fourier shell correlations (FSCs), used 
to calculate the resolution of a cryo-EM density, are employed to quantify the model-to-map 
fit. When applying the gold standard method of FSC, which utilizes two independent half-
maps (59), a cross-validation protocol can be followed during the process of model 
refinement (42, 112) to evaluate problems due to overfitting. The protocol involves fitting 
the model to one half-map while calculating the real-space or FSC with respect to the other, 
similar to the Rfree concept in crystallography (21).

As previously noted, recent advances in electron detectors and imaging software have 
improved the resolution obtainable by cryo-EM (77, 95), leading to the solution of a number 
of structures from near atomic-resolution (~2–5 Å ) cryo-EM densities (11, 12, 20, 49, 80). 
Such resolution permits de novo model building by assigning sequence into the density, 
creating accurate structures without the use of homologous proteins (73, 143). Even though 
high-resolution cryo-EM data are becoming more readily obtainable, resolution is not 
always uniform throughout a map. Flexible regions of the structure may still produce local 
resolutions lower than that of the overall map, as evaluated with tools such as ResMap (72). 
Modelers can adjust refinement protocols to account for such local variations and better 
inform the process of model validation. Local resolution analysis can be especially 
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important for determining the parts of a high-resolution map that realistically contain side 
chain information and the parts that do not, preventing overinterpretation of the latter.

INTERACTIVE MOLECULAR DYNAMICS FLEXIBLE FITTING

MDFF can be run interactively to incorporate user expertise into the fitting process, 
especially for complicated, ambiguous structural regions where automated procedures 
may fail. This interactive feature allows a user to manipulate the target structure during 
the MDFF calculation by manually pulling it to the desired regions of density (129, 134). 
A new parallel implementation of cross-correlation analysis in visual molecular dynamics 
(VMD) (61, 130) provides real-time quality-of-fit estimates during interactive 
simulations. Together, these features enable improved, efficient fitting of structures to 
density maps that incorporate user intuition.

Structural Refinement Based on X-Ray Crystallography Data

X-ray crystallography is arguably the most versatile and dominant technique for delivering 
atomistic structures of biomolecules. An increasing number of structures are submitted each 
year to the Protein Data Bank (PDB) (e.g., 748 in 1995, compared with 8,895 in 2014), with 
approximately 90% of the current total entries coming from X-ray crystallography (93,667 
by the end of 2014). This increase is partially attributable to the advancement of automated 
computational methods used in analysis of diffraction data and structural refinement (2, 3). 
Furthermore, next-generation synchrotron radiation sources, such as X-ray free-electron 
lasers (XFELs), are enhancing significantly the capabilities of X-ray crystallography (57). 
For example, XFELs can be used for collecting diffraction data from microcrystals, which 
for many protein complexes are more easily obtainable than a single large crystal that is 
traditionally required. Additionally, XFELs have been shown to be capable of imaging 
single particles (e.g., proteins or viruses) (13) similar to cryo-EM.

Despite the recent advances in the field of X-ray crystallography, investigating the structure 
of large biomolecular complexes remains a significant challenge for traditional 
crystallography techniques. The inherent flexibility embodied in large systems, as well as 
the presence of disordered solvent, lipids, or ligands, often causes large-system crystals to 
diffract at low resolution (5–7 Å). At moderate-to-low resolution (3–7 Å), knowledge of the 
stereochemistry of the system must be incorporated to achieve accurate atomic positions 
(118).

Solving structures from low-resolution diffraction data is a difficult, time-consuming 
process. Low-resolution (beyond 5 Å) data sets are often simply discarded (66). However, 
novel methods developed to better handle low-resolution data have resulted in a rapid 
increase in the number of low-resolution X-ray structures presented in recent years (66). For 
example, DEN refinement combines deformable elastic network models with generic 
stereochemistry and homology information (118, 119). AMBER includes a framework to 
perform refinement via an interface with the Crystallography and NMR System (CNS) 
software suite (22). Other notable recent developments include normal mode refinement 
(36), the Rosetta implementation of physical energy functions (41) and its combination with 
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reciprocal space X-ray refinement in Phenix (39), torsional optimization protocols (58), 
external structural restraints or jelly body refinement in REFMAC (97), and xMDFF (92).

The xMDFF protocol (92) is based on a modified version of the MDFF approach, discussed 
in the previous section. Instead of using densities from cryo-EM, xMDFF works with 
model-phased densities, which include information taken from both a tentative model and X-
ray diffraction data. The tentative model is flexibly fitted into the density, with restraints 
applied to preserve secondary structure, stereochemical correctness (115), and symmetry 
(28) of proteins and nucleic acids. The resulting fitted structure, together with the 
experimental diffraction data, is used to regenerate a new electron density. The fitted 
structure is then employed as an updated model to be driven into the new electron density 
and further refined. This process is repeated iteratively until a convergence test is passed 
(e.g., the Rwork and Rfree values reach a minimum or become lower than a predefined 
tolerance).

Historically, real-space refinement methods are expected to have a wide convergence radius, 
as has been formally shown for the case that initial phases are of good quality (37). MD 
protocols have served to further improve the convergence radius of real-space refinements 
(23), and xMDFF leverages this advantage toward its refinement of low-resolution 
diffraction data. In particular, the incorporation of electrostatics during refinement, as 
accounted for by the xMDFF protocol, can improve the resulting structures (48). 
Furthermore, MolProbity scores indicate that the MD force fields and restraints used during 
xMDFF refinement produce structures with good geometry (92). Application of MD force 
fields can be an important factor in reducing the degrees of freedom required for fitting low-
resolution density and, thus, the experimental measurements needed for refinement (3).

THE PHASE PROBLEM OF X-RAY CRYSTALLOGRAPHY

The classical problem in crystallography, the phase problem, refers to the necessity of 
knowing phase factors corresponding to the measured diffraction spots in order to 
reconstruct an electron density. Normally, crystallographic diffraction patterns provide 
only the amplitude of the diffracted X-ray and not the phase. Some solutions to this 
problem rely on experimental phase determination using the measured phase shift 
(anomalous diffraction) from multiple (MAD) or single (SAD) wavelengths. Direct phase 
determination from continuous diffraction patterns obtainable by XFELs is possible 
through use of the oversampling method with iterative algorithms (114). Other methods 
obtain approximate phases calculated from known similar models, which are then 
subsequently refined (69), such as in molecular replacement (MR). Similar to MR (91), 
xMDFF (molecular dynamics flexible fitting for low-resolution X-ray crystallography) 
uses model-phased densities as a target for refinement (92).

Structural Refinement Based on Experimental Restraints

Just as biomolecular structures can be refined through simulations that drive their 
conformations to match cryo-EM or X-ray diffraction densities, experimentally derived 
restraints based on data from a variety of other biophysical techniques can also be used to 
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guide computational structure refinement. Indeed, modern protein structure determination, 
particularly in the field of NMR spectroscopy, relies heavily on the use of programs 
designed to produce structural solutions that best satisfy data-based restraints. Widely used 
software for enforcing experimental restraints to solve NMR structures include CNS (22) 
and Xplor-NIH (122). Experimental sources for restraint data may also include, among 
others, EPR-SDSL, SAXS, fluorescence resonance energy transfer (FRET) microscopy, and 
cross-linking/mass spectrometry (XL-MS). More advanced approaches to restraint-based 
structure determination incorporate fitting to data derived from a combination of 
complementary techniques. For example, the combination of restraints obtained from NMR 
and SAXS experiments provides an established and powerful strategy for investigating 
structure and dynamics in large, multidomain proteins (139). Further, scoring functions 
based on a variety of proteomics data can be applied as an acceptance criterion to select 
computationally derived structures that satisfy experimentally determined spatial restraints; 
such an approach was employed to determine the molecular architecture of the yeast nuclear 
pore complex (6, 7).

Restraints based on experimentally derived data can, likewise, be used to bias the 
conformational dynamics of proteins during MD simulations for the purpose of structure 
refinement. For example, the pair-wise distances describing the spatial relationships of 
atoms in macromolecular complexes, determined by NMR spectroscopy and EPR-SDSL, 
can be employed as structural restraints during MD simulations. These restraints, imposed as 
harmonic potentials, effectively force atoms to adopt experimentally known relative 
positions to enhance the physical validity of structural models. Alternatively, restraints based 
on other NMR spectroscopy measurements, including angular and torsional relationships, 
chemical shifts, pseudocontact shifts, and dipolar couplings, can also be used. Restraints can 
further be imposed to force the average over multiple independent MD simulation 
trajectories to match a given experimental value. For example, a recent study employed 
NMR data in restrained-ensemble simulations to refine the structure of a membrane protein 
within the complex biological environment of a lipid bilayer (33). Additionally, restrained-
ensemble simulations using data from EPR double electron-electron resonance (EPR-DEER) 
experiments have been adapted for protein structure refinement, as demonstrated in an 
application to T4 lysozyme (62, 109). Although functionality to impose standard distance 
and torsional restraints is commonly available in MD simulation software suites, restrained-
ensemble MD simulations for structural refinement have only been implemented thus far in 
AMBER (150) and CHARMM (109), or are otherwise available through the open-source 
PLUMED plug-in (88).

Structural Refinement Based on In Silico Structure Prediction

Regardless of whether structural data are obtained by cryo-EM, X-ray crystallography, or 
NMR spectroscopy, inherent molecular flexibility often means a biological structure cannot 
be fully resolved. The corresponding lack of structural segments is evident in many 
structures deposited in the PDB that have missing coordinates for inserted loops and chain 
termini, which represent the most highly disordered regions of a protein. In silico structure 
prediction tools can be utilized to rebuild missing structural features, providing complete 
initial input models for further structural refinement strategies. The available in silico 
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structure prediction methods can be divided into two major categories: those that draw upon 
the structural knowledge stored in the PDB and those that infer structural details solely from 
information encoded in MD force field parameters.

RESOLUTION DEPENDENCE OF STRUCTURAL PARAMETERS DERIVED 
FROM EXPERIMENTAL DATA

Spatial resolution of an experimental data set uniquely determines the total number of 
derivable structural parameters. Extraction of any number of parameters beyond those 
limited by the resolution of the data set would result in overfitting of the data, leading to 
poor structural statistics and spurious biochemical conclusions (112). It is therefore 
crucial to quantify the expected number of structural parameters that characterizes a 
given data set before invoking any real-space refinement technique.

The Matthews coefficient (90), a metric employed by crystallographers, can be used to 
estimate the number of structural parameters in a given experimental data set. Real-space 
refinement of protein side chains is recommended for data at a resolution better than 3 Å 
(65). Secondary structure fitting can be done reasonably well for data at a resolution up to 
6 Å. However, if the connectivity information between atoms is accurately maintained, as 
with MD force fields, information on the protein backbone within a secondary structure 
can be extracted from data at a resolution up to 8 Å. Any data beyond resolution of 10 Å, 
in general, can only be fitted using rigid-body docking protocols.

Homology modeling, which takes direct advantage of data stored in the PDB, is the most 
widely employed approach for structure prediction. The application of homology modeling 
techniques requires, as a prerequisite, the availability of at least one protein structure of 
similar amino acid sequence (8). Assuming that structural homology is highly correlated 
with sequence homology, models are constructed according to alignment of the two 
sequences and mapping of the homologous template structure to fill the missing regions of 
the target structure. The quality of models produced is then evaluated on the basis of specific 
structural and energetic criteria to eliminate erroneous results (46). An alternative approach, 
which also uses knowledge from the PDB, involves building a local fragment library based 
on the target amino acid residue sequence. Implemented in Rosetta (128), this approach uses 
a Monte Carlo method guided by a knowledge-based scoring function to exchange and place 
the fragments into a partial model (68). Recently, in silico structure prediction by Rosetta 
was combined iteratively with MDFF to overcome conformational traps that can befall 
structure prediction methods (81). A detailed comparison of software options available for 
knowledge-based structure prediction is given by Dolan et al. (43).

The second category of in silico structure prediction methods, which draws solely on 
information encoded within the employed general (i.e., independent of any ad hoc 
assumptions) MD force field, is based on optimization and/or conformational sampling 
starting from an initial guess for the atomic coordinates of the missing structural regions. 
Sampling may be accomplished through stochastic Monte Carlo schemes or through MD 
simulations. Commonly used strategies for performing enhanced conformational sampling 
are discussed in the next section.
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Regardless of the method employed to generate candidate conformations for experimentally 
unresolved structural segments or, indeed, for entire biomolecules, the large number of 
potential structural models produced must be filtered. A widely adopted strategy is model 
clustering, followed by ranking according to cluster size (127). Further ranking of structural 
models can be accomplished through the discrete optimized protein energy (DOPE) metric 
(125), Rosetta’s knowledge-based energy scoring function (68), or structure evaluators such 
as MolProbity (32) and ProCheck (75). Although ranking algorithms can select reasonable 
structural models, they cannot be used for model validation. The accuracy of a 
computationally predicted structure can be notably improved by incorporating 
experimentally derived data into the model-building process (68). Some structure prediction 
programs, e.g., Rosetta, offer an option to perform structure prediction targeted to high-
resolution (3.5 Å) cryo-EM data, adding an extra energy term to penalize disagreement with 
the density map (40, 143). Rosetta’s implementation for incorporating cryo-EM data was 
recently applied to successfully obtain the structure of the type VI secretion system sheath 
(73).

Conformational Sampling for Structural Refinement

The energy landscapes that describe the conformational space of biological molecules are 
extremely rough, and as a result, MD simulations often become trapped in local minima, 
expending much of their effort exploring conformations that represent nonfunctional states 
(16). As conformational changes, often large ones, play an essential role in mediating the 
activity of many proteins (14, 16), the inability to cross energy barriers to visit other regions 
of conformational space constitutes a significant limitation. In particular, structural 
refinement simulations that require relaxation of a molecule into a new conformation, as in 
the case of fitting to a cryo-EM density map or performing MD simulation with 
experimental restraints, may necessitate the crossing of high-energy barriers to reach an 
optimally refined structure, as illustrated in Figure 3.

A number of methods facilitate the traversal of energy barriers during MD simulations to 
enhance conformational sampling, all of which include the introduction of a system bias. For 
example, the bias may take the form of increased kinetic energy tantamount to increased 
temperature. A basic protocol involves raising the system temperature to overcome barriers 
and then subsequently reducing it to arrive at low-energy conformations outside the original 
landscape well. This technique, referred to as simulated annealing, has long been applied in 
MD simulations to relax initial conformations and represents a common approach used in 
structural refinement simulations (67). More complex annealing methods that make use of 
randomly selected conformations, e.g., generalized simulated annealing (GSA), have also 
been employed for structure prediction of highly flexible protein linkers and loops (16). In 
particular, GSA is useful when applied to global optimization problems, because it can 
explore the conformational space more homogeneously and maintains the ability to make 
significant jumps even at low temperature (94). Combining sampling methods to overcome 
energetic barriers is also a common strategy; for example, to solve the structure of the yeast 
nuclear pore complex, Alber et al. (7) used an optimization protocol comprising simulated 
annealing, molecular dynamics, and conjugate gradient minimization.
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Another robust and widely used enhanced sampling technique, replica exchange molecular 
dynamics (REMD) (131), runs multiple parallel trajectories at different discrete 
temperatures (T-REMD), including the physiological temperature; temperatures are spaced 
closely enough such that the thermal conformations arising exhibit overlapping energy 
distributions. During this type of simulation, molecular conformations are exchanged 
between systems at different temperatures according to a Monte Carlo scheme, facilitating 
efficient sampling of higher-energy conformations at physiological temperature. REMD has 
been incorporated efficiently into NAMD, permitting users to exploit the power of massively 
parallel computers to run large numbers of separate, yet communicating MD trajectories 
(104). Recent work has demonstrated that REMD can be applied to enhance conformational 
sampling of a broad range of systems, from the smallest peptides to large biomolecules (1, 
103). Notably, large-scale REMD calculations were recently employed on a 0.6 million-
atom subsystem of an immature retroviral lattice to investigate the mobility of a critical 
domain (54). The success of the REMD method has paved the way for the development of 
many variations on the approach, including reservoir REMD, constant-pH REMD, 
Hamiltonians REMD, and multiplexed REMD, which have been shown to achieve yet more 
appropriate sampling in shorter simulation times compared with T-REMD (16).

Notwithstanding the availability of advanced schemes for efficiently exploring 
conformational space, sampling methods, and MD simulations in general, are nevertheless 
limited by the quality of MD force fields employed for molecular descriptions. The wide use 
of REMD has demonstrated that different force fields tend to bias certain secondary 
structure, strongly indicating the necessity for force field improvement (76). As classical 
force fields fail at accurately reproducing the potential energy surface of proteins (38, 53, 
82), the development of more reliable force fields represents a significant challenge for the 
field of computational structural refinement. A promising recent advance in this regard has 
been the development of a force field featuring atomic polarizability that is applicable to 
very large systems (83, 86).

APPLICATIONS OF COMPUTATIONAL STRUCTURAL REFINEMENT 

METHODS

The hybrid methods reviewed here comprise a toolkit of established approaches for 
integrating experimental data from diverse sources to perform computational structural 
refinement. Although a general strategy governs the way data are typically integrated 
(Figure 2), there is no precise recipe dictating the use of the techniques described in any 
particular case. As biological systems are complex and uniquely different from each other 
(Figure 4), one-size-fits-all application of any refinement method would produce suboptimal 
results. Therefore, the structural refinement protocol employed for any particular project 
should reflect the nuances of the system under study as well as the experimental information 
available. We review a collection of representative, yet distinct, examples in which hybrid 
methods were used to determine all-atom structures of the following biomolecular systems: 
ribosome, bacterial chemosensory array, virus capsids, and photosynthetic chromatophore.
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Ribosome

The ribosome is a large (2.5–4.5 MDa) molecular machine responsible for translating 
genetic material into functional proteins. Because of its sheer size and complexity, the 
ribosome presents an outstanding challenge for traditional high-resolution structure 
determination methods such as X-ray crystallography and NMR spectroscopy. Cryo-EM has 
provided an alternative source of structural data, producing density maps at resolutions of 3–
12 Å for the Escherichia coli ribosome in different functional states (4, 20, 50, 137). MDFF 
was employed to generate an atomistic structural model from the medium-resolution density 
maps (7–12 Å) (123, 140) by applying a multistep protocol to refine the ribosomal RNA, 
proteins, and various ligands. Notwithstanding the prowess of cryo-EM structure 
determination for large system sizes, X-ray crystallography also proved successful in 
providing detailed structural insights on a complete ribosome (10, 152, 153), only 
marginally later in time.

Nascent peptide chains synthesized and released by the ribosome are met at the ribosome 
exit by chaperone proteins, such as the trigger factor (TF) (60), that protect and fold the 
peptides. TF folds cytoplasmic proteins into their native states, and membrane proteins are 
assisted in their membrane placement by insertases such as YidC (70) and SecY (44, 51) 
shown in Figure 4a. TF was long thought to bind to the ribosome as a rigid molecule (71, 
110); however, recent structures of TF bound to ribosomes, generated by applying MDFF to 
subnanometer cryo-EM density maps, reveal distinct degrees of flexibility and suggest a 
conformational transition induced by ribosome binding within the different TF domains.

The YidC model was derived using MDFF and evolutionary covariance analysis (146). 
Independent X-ray crystallography (74), mutational, and N-ethyl-acetamide-mediated water 
accessibility studies (126) have validated the model. After three decades of research, 
investigators ascertained that a YidC monomer is also sufficient to insert small hydrophobic 
helices into the membrane (74, 146).

Bacterial Chemosensory Array

Bacteria utilize a fundamental signaling process known as chemotaxis to interpret 
environmental chemical gradients and, in response, place themselves within the nutrient-
optimal portion of their habitats (45, 141). Central to their chemotactic ability, bacteria 
possess a universally conserved, supramolecular protein complex known as the 
chemosensory array, which binds chemicals in the environment and processes the resulting 
information to direct cellular swimming behavior (19, 47). A wealth of multiscale structural 
data characterizing the chemosensory array are available, including atomistic structures of 
the individual components from X-ray crystallography (17, 78,102) and NMR spectroscopy 
(56, 79), as well as lower-resolution images of the array’s global architecture from cryo-
electron tomography (cryo-ET) (18, 84). Nevertheless, a high-resolution description of the 
intact and extended array structure has remained elusive, hindering the investigation of 
molecular mechanisms underlying signal transduction and regulation within the array.

Recently, hybrid modeling techniques were employed to combine existing structural data 
with new, highly resolved cryo-ET density maps, producing an atomistic model of the 
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chemosensory array (27). The model construction process is outlined in Figure 5. Briefly, 
MDFF simulations with symmetry restraints (28) were used to refine the tertiary structure of 
the array’s component proteins to match the array-bound conformations represented in cryo-
ET data, allowing the characterization of novel interaction interfaces between the kinase and 
chemoreceptor proteins. The array model was further interrogated using unbiased all-atom 
MD simulations, revealing a novel conformational change in the catalytic domain of the 
kinase and highlighting key residues affecting its conformational dynamics. Future studies 
combining computation and experiment are expected to yield additional significant insights 
into the chemosensory array’s structure and function.

Virus Capsids

Virus capsids, made of protein, are shells that encase and protect the viral genome. 
Computational methods, particularly MDFF, have been extensively applied to refine the 
structures of virus capsids with icosahedral symmetry (99, 144). Whereas it is increasingly 
routine to experimentally obtain high-resolution structures for spherical or cylindrical 
capsids by taking advantage of their symmetric architecture (85), it remains challenging to 
obtain high-resolution structures for asymmetric capsids. For example, HIV-1 capsids are 
large (~30 MDa) and notably irregular, exhibiting mature states that are polymorphic in 
nature (156) and immature states that form incomplete shells (121). MDFF played an 
instrumental role in refining a critical trimeric interface between HIV-1 mature capsid 
proteins, which suggested mutations that directly resulted in the formation of the mature 
HIV-1 core in vitro (156). An all-atom model of the mature HIV-1 capsid (Figure 1, right) 
was subsequently constructed and characterized by combining data from cryo-EM, NMR 
spectroscopy, and MD simulations.

Besides driving MDFF for structural refinement, cryo-EM density maps have also been 
employed as templates for homology modeling of virus capsids. In particular, an atomistic 
model of the immature Rous sarcoma virus (RSV) capsid (Figure 4d) lattice was proposed to 
have a similar quaternary arrangement as the immature capsid lattice of Mason-Pfizer 
monkey virus (MPMV) (54). The construction of the model involved docking the X-ray and 
NMR structures of mature RSV capsid proteins into their corresponding regions of the 
immature MPMV cryo-EM density map. Notably, the spacer peptide (SP) and part of the 
nucleocapsid (NC) domain were previously proposed to oligomerize into a six-helix bundle 
(6HB) structure (148). The 6HB model, originally generated using an ion channel as a 
structural homolog (24), was refined by adjusting the packing between the helices, and its 
stability was probed by MD simulation (54). Microsecond-long REMD simulations revealed 
that the 6HB adopts multiple orientations, accounting for the lower resolution seen in the 
corresponding domains of the cryo-EM density maps (54, 121). The final immature lattice, 
which was selected using a clustering method, exhibits key interactions that are consistent 
with mutagenesis experiments (105, 151). An immature RSV capsid recently solved by 
cryo-EM experiments displays an architecture consistent with the computationally derived 
lattice model (120). The atomistic models of the mature and immature virus capsids serve as 
a platform to investigate the delicate interactions of the capsid with cellular host factors (83, 
87), as well as with numerous assembly-inhibiting and maturation-inhibiting molecules 
(142).
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Chromatophore

Chromatophores are bacterial photosynthetic organelles that form in certain bacteria as 
extensions of the cytoplasmic membrane upon transition to phototrophic growth. The 
chromatophores house an array of membrane proteins (96) that harvest sunlight and utilize it 
in a series of electron and proton transfer processes to synthesize ATP from ADP, thereby 
providing the energy that drives the regular functions of a bacterial cell. The shape of these 
chromatophores varies among species; the two most common forms are stacks of flat 
lamellar folds and spherical vesicles, the latter of which are approximately 700 Å in 
diameter.

Figure 6 outlines the construction process of the all-atom model of a lamellar (flat) 
chromatophore (29) based on X-ray crystallography and experimental microscopy data 
(113). The macromolecular assembly consists of circular light-harvesting complex 1 
surrounding a photosynthetic reaction center (LH1-RC) and circular light-harvesting 
complex 2 (LH2) proteins embedded in a lipid membrane. Whereas X-ray structures of LH2 
were available (100), for LH1-RC a homology model had to be constructed and refined by 
MDFF to match available cryo-EM data (124). Thirty-nine LH2 and 7 LH1-RC proteins 
were placed in a membrane patch (113) by means of rigid-body mapping into an atomic 
force microscopy (AFM) image (29), which clearly displayed the relative positions of small 
LH2 and large LH1-RC ring-shaped complexes. As the experimental image represented a 
shriveled system, steric clashes arose and were removed manually. The membrane patch, 
comprising the empty space between and around the planar protein system, was constructed 
as a bilayer consisting of a representative mixture of four lipid types, the distributions of 
which were obtained from chromatography and titration data (5, 89). Finally, 150 charge-
carrier quinone molecules were added throughout the membrane patch, and the resulting 
system was solvated in an aqueous, ionic solution. As placement according to AFM data 
could not account for distortion of the flexible LH1-RC rings, or the tilt of the LH1-RC and 
LH2 complexes in the membrane, an MD simulation was performed to refine the overall 
system by relaxing it into a stable and stationary state.

The chromatophore membrane model (29) depicted in Figure 6 demonstrates that hybrid 
structural refinement techniques are very flexible regarding the type of experimental data 
that can be integrated. A model for spherical chromatophores composed of LH2, LH1, RC, 
and ATP synthase has also been achieved by additionally incorporating into the refinement 
process data from optical spectroscopy, nanogold-labeling, and mass spectroscopy (26). 
Atomic-level chromatophore models permit detailed investigations on how the system 
utilizes initially absorbed sunlight. For example, critical excitation transfer rates of the 
chromatophore can be calculated quantum-mechanically, where the accuracy of the 
calculation is sensitive to the atomic-level geometries for nearest LH1-RC and LH2 
neighbors.

FUTURE CHALLENGES OF COMPUTATIONAL STRUCTURAL REFINEMENT

The hybrid methods reviewed here have already played essential roles in the construction of 
fully atomistic models for the biomolecular systems presented above. In particular, the 
MDFF method is routinely used not only by the authors of this article (e.g., 27, 140, 146, 
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156), but also by other researchers (e.g., 9, 101, 121, 157), and has resulted in over 80 
publications. As experimental techniques continue to improve and provide better-quality, 
higher-resolution structural data for large systems, computational approaches must evolve to 
match these experimental advancements. Below, we discuss future challenges and the 
anticipated direction of the large-scale structural refinement field, with particular emphasis 
on MDFF.

Integrating Higher-Resolution Experimental Data

The advent of the direct electron detector, combined with technological advances in image 
processing, has significantly improved the quality of cryo-EM maps to near-atomic 
resolution (11, 12, 20, 49, 80). However, most high-resolution maps presented today do not 
display uniform resolution throughout the entire molecule. Hence, in silico structure 
prediction and homology modeling methods remain essential for generating complete, all-
atom structures for the foreseeable future. Furthermore, the ability to incorporate data from 
diverse experimental sources (6, 7, 29), beyond X-ray crystallography and cryo-EM, to 
produce the best possible structural model remains a unique strength of computational 
hybrid methods, which are therefore anticipated to continue to play a critical role in 
structural refinement, even in the era of high-resolution cryo-EM.

As experimental methods improve further, established computational approaches must also 
evolve. Flexible fitting programs such as MDFF were originally designed to refine structures 
from medium-resolution cryo-EM density maps (~5–8 Å) (135, 136); today’s higher-
resolution maps display more distinct structural features that can trap the computed structure 
in non-native conformations during the MDFF procedure. Therefore, enhanced sampling 
methods such as REMD (131) and GSA (16) may need to be incorporated into the MDFF 
protocol to overcome local minima and explore conformational space more efficiently. 
Additionally, high-resolution tools such as Phenix (39), which were initially designed for 
dealing with data from X-ray crystallography, are being employed for structural refinement 
for highly resolved domains in cryo-EM density maps. Low local resolution in cryo-EM 
density maps can often be attributed to sample heterogeneity and inherent flexibility of the 
molecule studied. If a mixture of conformational states is present, the averaging of these 
states during image reconstruction results in blurring and ultimately loss of structural detail. 
This loss might be prevented by Bayesian analysis, in which raw cryo-EM images are 
processed directly to identify distinct ensembles (classes) of states (35, 111). A potential 
strategy for incorporating Bayesian analysis into the MDFF protocol involves identifying 
distinct conformational states sampled during an MD simulation and using representative 
structures from each state to better interpret the experimental maps prior to flexible fitting. 
Conformational variety can also be explored by individual-particle electron tomography 
(IPET), although the resolution is at best 15–20 Å (154). In a recent study, high-resolution 
models for distinct conformational states were constructed by applying MDFF to flexibly fit 
X-ray structures of an antibody to corresponding IPET data (155). Overall, the interface 
between real-space computational refinement methods and experimental data-processing 
protocols represents an area of untapped potential to improve interpretation of cryo-EM data 
(116).
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Advancements on the Computational Front

Computational refinement methods will benefit in the future from significant advancements 
in protocol automation and efficiency, as well as from user-friendliness. For example, the 
current MDFF protocol places the onus solely on the user to assess the quality of model fit 
to target density; however, moving forward, quality assessment could be carried out 
routinely through real-time in situ analysis of the local cross-correlation coefficient (CCC) 
(130) or the elastic deformational energy accumulated during refinement. Improved MDFF 
implementation would discern the fitting quality of structural segments that converge 
quickly from structural segments that are hard to fit, thereby channeling the computational 
effort to the latter. More robust metrics for determining quality of fit, free of the inherent 
shortcomings of CCC, should also be developed for this purpose. To improve the accuracy 
of structural models, more realistic force fields should be employed during the refinement 
and conformational sampling processes. Although present fixed-charge force fields have 
been applied successfully to model and refine large structures (144, 156), they struggle to 
properly account for molecular interactions that involve highly charged components. In 
particular, specific protein–ion interactions found in metalloproteins are often poorly 
described and require empirical treatment to reproduce experimental detail (55). The use of 
force fields that include atomic polarization, such as those based on Drude oscillator models 
(86) or the AMOEBA force field (106), or those that alternatively employ explicit hydrogen-
bonding terms or ghost atoms representing lone pair charge sites (53), should notably 
improve structural refinement and sampling. For example, the Drude polarizable force field, 
which is implemented and optimized in NAMD (63), has been recently applied very 
successfully for cryo-EM density map fitting and refinement simulations to study the 
interaction between the HIV-1 virus capsid and host cell factors (83).

Addressing the Bigger Issue: Reproducibility

Reproducibility is a topic of intense debate in the biomedical and life sciences community 
(15, 52). One primary reason why the reproducibility rate of scientific results is low is often 
lack of detail in protocol documentation. Indeed, the typical modus of presenting research 
procedures within published Methods and Supplementary Information text often proves 
insufficient to guide accurate reproduction of an experiment or a calculation. In that case, 
what is the minimum requirement for reproducibility? For the field of computational 
structural refinement, utter transparency, demonstrated by providing the structural models 
both before and after refinement, as well as listing all key parameters used during the 
refinement process, should be considered indispensable. Although results from 
computational techniques are relatively easy to reproduce compared with results from 
biochemical experiments owing to the deterministic nature of a computer, there currently 
exists no standard reporting framework to systematically document a computational 
procedure. In response to this dilemma, major modeling programs such as VMD are 
working toward providing options to comprehensively log the key modeling steps, printing 
extensive log files that can easily be attached to publications as supplementary material.

Because the PDB does not accept purely computationally derived structural models, many 
such models are made publicly available in the form of supplementary material (54, 107). 
This practice has yet to become common, as it is currently not required for publication. To 
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enhance research integrity across the board for the structure determination field, 
investigators should consider open availability of computationally derived models as 
critically important as the deposition of experimentally derived atomic structures in the PDB 
and cryo-EM maps in the Electron Microscopy Data Bank (EMDB). With the US National 
Institutes of Health (NIH) beginning to explore strategies to enhance reproducibility of 
scientific results (34), as well as top scientific journals making a concerted effort to establish 
guidelines for improved reporting practices (93), the field is poised to make dramatic strides 
toward increasing the transparency and credibility that underlie professional and public trust 
in science.

Dealing with Biological Systems of Increasing Size

A question that inevitably arises when discussing the future of computational structural 
refinement is the extension of hybrid methods to increasingly large biomolecular systems. 
With the expanding size of systems under study come expanding data sets and, therefore, 
increasing storage needs. Although the cost of storing data is relatively low, very large data 
sets become problematic when the need arises to transfer them between locations. For 
example, a supercomputer center may provide computational power and adequate disk space 
to perform large-scale structural refinement simulations; however, limited bandwidth and 
storage capacity might prohibit the transfer of results to researchers’ desktops for evaluation. 
Fortunately, this problem can be addressed through powerful remote visualization solutions 
that analyze computational data where they are generated, namely at the computer centers, 
and stream only the resulting graphics to researchers’ local commodity computers such as 
laptops (25).

Given the recent rate of advancement in both experimental and computational fields, which 
now enable researchers to describe systems comprising hundreds of millions of atoms, we 
expect to carry out billion-atom structural refinement within less than a decade. Supporting 
the feasibility of this goal is the development of exascale supercomputers, which is projected 
to be completed by the year 2023. At the exascale, the types of colossal macromolecular 
assemblies that can be structurally investigated, e.g., the interaction of virus capsids with the 
nuclear pore complex, will answer key biological questions related to human health and the 
treatment of disease. Further, the billion-atom regime will enable the study of entire cellular 
organelles, or even small whole cells, in full atomistic detail. For example, the structural 
composition of the pathogenic bacterium Mycoplasma genitalium, a cofactor in HIV 
transmission, is a whole-cell target placed within reach for the next decade of large-scale 
structure determination by computational hybrid methods. The leading MD program for 
large biomolecular simulation, NAMD (104), is currently capable of handling systems of up 
to 2 billion atoms. Forthcoming optimizations in the NAMD code, particularly with respect 
to the capabilities of MDFF, as well as data analysis efficiency in VMD (61), will render 
hybrid methods well prepared to take advantage of exascale supercomputers for billion-atom 
structural refinement as these powerful computational resources become available.
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CONCLUDING REMARKS

In conclusion, computational approaches will continue to play an essential role in the large-
scale structural refinement field, strongly complementing recent far-reaching advancements 
in experimental structure determination. The unique ability of hybrid methods to incorporate 
data from diverse sources to produce the highest-quality structural models, as well as the 
critical initial requirement of rebuilding unresolved structural features, renders them 
invaluable to the process of elucidating all-atom structures for large multiprotein complexes 
now and into the foreseeable future. Following upcoming improvements and new 
developments in molecular mechanics force field parameterization, automated model quality 
assessment strategies, and the powerful features of structural refinement tools such as 
MDFF, computational hybrid methods will be applied toward solving increasingly large and 
more complex biomolecular systems, helping to gradually reveal, atom-by-atom, the awe-
inspiring architecture of living cells in their entirety.
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KEY TERMS AND DEFINITIONS

Atomic force microscopy (AFM)
an imaging technique used to mechanically probe the surface structure of a material at near-
atomic resolution

Cryo-electron microscopy (cryo-EM)
a method to determine the structure of biological complexes in their native environment, 
typically at the temperature of liquid nitrogen

Cryo-electron tomography (cryo-ET)
a cryo-EM technique that produces 3D reconstructions of macromolecular complexes from a 
series of images collected at different angles relative to an irradiating electron beam

Electron paramagnetic resonance (EPR) spectroscopy
a method that characterizes the distances between unpaired, site-directed spin labels 
introduced by recombinant protein expression

Fluorescence resonance energy transfer (FRET) microscopy
a method that measures the time evolution of the distance between two fluorophores based 
on their transfer efficiency

HIV
a retrovirus that causes AIDS in humans

Molecular dynamics (MD) simulation
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a technique to compute the positions and velocities of particles using Newton’s equations of 
motion and forces derived from a heuristic or quantum-chemically determined potential 
energy function

Nuclear magnetic resonance (NMR) spectroscopy
a method that yields structures and dynamics of proteins based on the magnetic properties of 
atomic nuclei

Protein Data Bank (PDB)
a database of 3D, atomistic protein structures solved mainly by X-ray crystallography and 
NMR spectroscopy

Replica exchange molecular dynamics (REMD)
an enhanced sampling method to efficiently explore the energy landscape of a biomolecule

Rous sarcoma virus (RSV)
a retrovirus that causes cancer in chicken

Small-angle X-ray scattering (SAXS)
a method that determines shape and size of a macromolecule in the resolution range of 1 to 5 
nm

X-ray crystallography
a technique to obtain the 3D structure of a molecule in its crystalline form based on X-ray 
diffraction patterns;
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SUMMARY POINTS

1. Computational hybrid methods feature a unique ability to build missing 
structural features from experimentally determined structures, as well as 
integrate data from diverse experimental sources to produce unified, fully 
atomistic structures of large macromolecular complexes in native-state 
conformations.

2. There is no one-size-fits-all recipe for applying computational hybrid methods 
to refine a biomolecular structure. The inherent structural heterogeneity 
across different macro-molecular complexes presents distinct modeling 
challenges that must be addressed with respect to the nuances of each system 
and to the available experimental data.

3. Moving forward, a set of standardized metrics should be developed to 
objectively characterize the accuracy, validity, and reproducibility of 
computationally refined structural models.

4. The role of computational hybrid methods in the large-scale structural 
refinement field will become increasingly prominent as we enter the exciting 
era of super-resolution experiments, facilitating within the next decade the 
solution of billion-atom structures and even the atomistic description of the 
smallest cellular organisms.
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Figure 1. 
Evolution of modeling tools used for structure determination. From manual construction of 
physical models, such as the forest of rods, in the 1950s (left), to computer-aided model 
building using visualization software in the 1980s and 1990s (middle), to today’s state-of-
the-art computational structural refinement approaches such as MDFF (right), technological 
advancements have enabled scientists to solve the atomistic structures of increasingly large 
biomolecular systems. The image of John Kendrew building the all-atom structure of 
myoglobin (left) is reproduced here with permission from MRC Laboratory of Molecular 
Biology, (c) 1958 by MRC Laboratory of Molecular Biology.
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Figure 2. 
General strategy for structural refinement of biomolecules using modern hybrid methods. 
Primary sources of structural information include experimental methods, such as X-ray 
crystallography, NMR spectroscopy, cryo-EM, and SAXS, as well as in silico structure 
prediction tools. All-atom structures are generated by integrating experimental data from a 
range of accessible resolutions using computational approaches, such as those implemented 
in MDFF and xMDFF. Complete structural models are further refined through MD 
simulations, employing restraints based on experimental data or enhanced sampling 
techniques. Final models are evaluated with theoretical checking tools and validated on the 
basis of data from additional experimental studies.
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Figure 3. 
The energy landscape of a protein in different conformations. During MD simulations, 
including MDFF, molecules can become trapped in local energy minima representing 
nonrelevant conformations. For example, the X-ray structure corresponding to energy 
minimum (a) must visit the conformational state corresponding to energy minimum (b) 
before reaching the conformation given by the cryo-EM density, which corresponds to 
energy minimum (c). In MD simulations, a molecule may spend a long time sampling 
intermediate energy minima like (b) before overcoming the barriers to arrive at relevant 
conformations. The sampling can be performed more efficiently by employing enhanced 
sampling methods, such as temperature-accelerated MDFF (138), that facilitate the crossing 
of energy barriers.
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Figure 4. 
Complexity and structural distinctiveness of biomolecular systems. (a) The ribosome with 
SecY translocon lipoprotein complex, (b) bacterial chemosensory array, and (c) lamellar 
chromatophore patch represent examples of complex systems composed of multiple classes 
of biomolecular components, including various proteins, RNA, and lipid membranes. 
Contrarily, the immature capsid of Rous sarcoma virus (d ) is made of multiple copies of a 
single protein. Although the structure of the bacterial chemosensory array is characterized 
by a regular, repeating arrangement, the ribosome is inherently asymmetric, the 
chromatophore is based on a heterogenous composition of subcomponents, and the virus 
capsid exhibits an irregular spherical shell lattice.
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Figure 5. 
Construction and refinement of an atomistic model of the bacterial chemosensory array. X-
ray structures of the kinase CheA (17), adaptor protein CheW (78), and chemoreceptor (102) 
from the thermophilic bacterium Thermotoga maritima were used to model key array 
substructures, which were arranged according to cryo-ET densities to produce models of the 
extended array architecture, namely the CheA2-trimer and CheA2-hexamer assemblies. 
Subsequently, molecular dynamics flexible fitting (MDFF) simulations with symmetry 
restraints (28) were carried out to refine the structures of the component models to their 
array-bound conformations (27).

Goh et al. Page 31

Annu Rev Biophys. Author manuscript; available in PMC 2017 July 25.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 6. 
Construction of an atomic-level model of the lamellar chromatophore patch in 
Rhodospirillum photometricum. The construction combined various experimental data of 2-
Å (X-ray crystallography) to 75-Å (AFM) resolution, namely, X-ray structures of the light-
harvesting protein LH2 (100), and models of the LH1 proteins derived through in silico 
structure prediction along with MDFF fitting to cryo-EM density maps. The stated structures 
were assembled according to AFM images within a realistic lipid membrane environment 
and refined through MD simulations (29). The AFM image shown was adapted from 
Reference 29 with permission.
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