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Abstract

Electron-transfer processes, and especially light-induced electron-transfer reactions, play an extremely important role in natural and
artificial energy transduction. Following many decades of intensive theoretical and experimental study, it is now opportune to explore
electron-transfer processes by way of modern computational chemistry. In essence, this requires the meaningful calculation of those
thermodynamic parameters that combine to control the rate of electron-transfer between remote donor and acceptor species. The most
important parameters are the nuclear and solvent re-organisation energies, the electronic coupling matrix element, the change in Gibbs
free-energy and the activation energy change accompanying electron-transfer. Clearly, the surrounding environment has to be taken
into account. Restricting attention to intramolecular electron-transfer in tripartite supermolecules of general type donor–bridge–acceptor
(D–B–A), it is possible to compute each of the required thermodynamic properties from first principles. We examine here the most common
quantum chemical approaches for estimation of each term and show that it is possible to arrive at a realistic estimate of the overall rate of
electron-transfer. Attention is focused on readily accessible computational methodology.
© 2003 Japanese Photochemistry Association. Published by Elsevier B.V. All rights reserved.
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1. Introduction

Electron-transfer is a fundamental process that underpins
most of the biological, chemical, and physical systems con-
cerned with the production and/or storage of energy. Such
reactions are particularly prevalent in photochemistry and
photobiology, most notably in the natural photosynthetic
process. Light-induced electron-transfer reactions have been
studied in detail for more than 50 years and many important
mechanistic details have been brought to the surface. In part,
the success of this work stems from the availability of appro-
priate experimental tools, such as laser flash photolysis and
time-resolved fluorescence spectroscopy, that can follow the
fate of the reaction intermediates over variable time scales.
Indeed, laser flash photolysis, together with pulse radiolysis,
has provided the experimental support by which to develop
sophisticated theoretical models for explaining the rate of
electron-transfer in many different environments. Because
of such studies, carried out by innumerable research groups,
we now know most of the factors that combine to control
the rate of electron-transfer. This information has been used
to design and synthesise elaborate supermolecules able to
achieve a cascade of electron-transfer steps covering many
tens of Ångstroms. In turn, such systems are being used
to create light-activated molecular machines and it seems
inevitable that molecular-scale photoelectronic devices will
soon be on the market.

The last few years have seen new developments in the
study of electron-transfer reactions. In particular, there has
been a tremendous growth in the application of modern
computational methods to the study of electron and charge
transfer in chemical and biological systems. These stud-
ies have been fuelled by the availability of sophisticated
software and fast computers. It is now possible to exam-
ine putative electron-transfer reactions entirely by quantum
chemical methods and to compute meaningful values for the
various thermodynamic parameters associated with charge
transfer. Agreement between theory and experiment is con-
verging and it has to be admitted that the computational ap-
proaches can provide deep insight into the mechanism of
the electron-transfer step. Such realisations mean that it will
soon be possible to set-up the quantum chemical equivalent
of combinatorial chemistry. That is to say, rather than synthe-
sise new molecules and determine rates of electron-transfer
it will be possible to first study the system by computa-
tional approaches and identify the most appropriate sub-
units for the task at hand. This is the only way forward

if we are to successfully design molecular-scale photoelec-
tronic devices since the alternative approach of synthesising
numerous series of multi-component supermolecules is far
too time-consuming. In this review, we examine the vari-
ous computational methods that are currently available for
studying electron-transfer processes.

Most systems undergo some kind of structural change
during electron-transfer[1–3], even for an intramolec-
ular process occurring in a solid medium. This struc-
tural change can be considered in terms of a nuclear
re-organisation energy that, in part, influences the rate of
the electron-transfer step. Likewise, surrounding solvent
molecules will re-orientate or rearrange around the solute
during the electron-transfer step since the overall electronic
charge must change; or, in a charge-shift reaction, the rel-
ative electron density will be redistributed. This leads to
a further thermodynamic parameter, namely the solvent
re-organisation energy, that also has to be accommodated
in the overall rate equation. These two re-organisation
energies are involved in the reaction co-ordinate for the
potential energy curves drawn to simulate the course of an
electron-transfer process. Let us refer to this co-ordinate as
q, and with the reactants and products specified asR andP,
respectively. The potential energy curves for the reactants
and products are dependent on this reaction co-ordinate as
follows [4–7]:

VR = 1
2k(q + q0)

2 (1)

VP = 1
2k(q − q0)

2 (2)

Here,k is the force constant andq0 is the value ofq at the
minimum point on the potential energy surface (PES). The
difference between these two energies is as follows:

VR − VP = 2kq0q (3)

This expression indicates that the potential energy differ-
ence is directly proportional to the reaction co-ordinate
[8–10]. Thus, for a system comprising an electron donor,
D, connected to an electron acceptor, A, via a bridge, B
(i.e. donor–bridge–acceptor or D–B–A), theVR andVP re-
fer to D–B–A and D+BA−, respectively, and are expected
to display a parabolic function with respect to the reaction
co-ordinate (VR − VP), as illustrated inFig. 1. The first part
of this study is devoted to investigating the available the-
oretical approaches that could be used to construct the rel-
evant potential energy curves. This is a critical component
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Fig. 1. Representation of the parabolic free-energy curves for the reactants
(R) and products (P) of a typical electron-transfer reaction.

of the overall strategy for using quantum chemistry to
compute rates of electron-transfer.

It is well established that the rate of electron-transfer (kET)
shows an exponential dependence on the activation energy
(�G#) for electron-transfer, according to the following ex-
pression[8–10]:

kET = Ae−�G#/kBT (4)

Here, A and kB are the pre-exponential factor and the
Boltzmann constant, respectively. It has to be realised
that this simple relationship holds providing the rate of
electron-transfer can be properly separated from physical
processes such as diffusion. This is best done by studying
intramolecular electron-transfer or by restricting attention to
electron-transfer processes occurring in a rigid environment.
Under such conditions,�G# is related to the re-organisation
energy (λ) and the change in reaction free-energy (�G◦) as
follows:

�G# = (λ + �G◦)2

4λ
(5)

Here,

λ = λS + λN (6)

where λN and λS, respectively, are the nuclear and sol-
vent re-organisation energies. According to this approach,
in order to compute the rate of electron-transfer, it is first
necessary to calculate appropriate values forλN, λS, and
�G◦. Each of these parameters requires special considera-
tions and, as a consequence, they are treated separately in
the following discussion.

Electron-transfer reactions may be classified in terms of
the mutual interactions between the electronic states R and

P as being adiabatic or non-adiabatic[6,10,11]. In the lat-
ter type of reactions, the electronic coupling matrix element
describing interaction between D and A is very weak (i.e.
D and A are well separated in electronic, in not spatial,
terms) and the rate expression can be considered in terms of
the Fermi Golden rule[6,10,11]. According to this expres-
sion, the rate constant is proportional to the Franck–Condon
weighted-density (FCWD) of states and the electronic cou-
pling matrix element (HRP) as follows[6]:

kET = 2π

h̄
H2

RP(FCWD) (7)

It is extremely difficult to determine the size of the coupling
element in most experimental studies, except in certain spe-
cial cases, unless a mechanism is assumed and all other pa-
rameters are measured separately. However, several methods
exist by which to compute the coupling element and, in the
final section of this article, we review the computational ap-
proaches available for calculation of the coupling elements
for various types of different molecular systems.

2. Potential energy surfaces (free-energy curves)

A PES can be considered to be a pathway that links
reactant with product and that facilitates examination of
whether-or-not a particular reaction is feasible on this given
pathway. For a diatomic molecule, this surface could be a
two-dimensional curve of potential energy versus bond dis-
tance. However, for anN nuclei non-linear or linear system,
the PES has 3N − 5 and 3N − 4 dimensions, respectively.
Generally, a reaction path along the PES contains an energy
minimum corresponding to the reactant state, a barrier of a
particular height and shape, and a second valley correspond-
ing to the product state. More often than not, other minima
appear on the PES and can be assigned to the involvement
of metastable intermediate species. A variety of important
points can be recognised along the PES as the reactant state
evolves towards the product state; these include local min-
ima, local maxima, saddle points and transition state struc-
tures that are usually referred to as stationary points. The
first and second derivatives of the potential energy (i.e. gra-
dient and Hessian, respectively) calculated with respect to
these variables can be used to determine the precise location
on any PES. For local minima, all of the eigenvalues of the
Hessian point are positive while for the corresponding max-
ima all of the eigenvalues are negative. Saddle points have
just one negative eigenvalue with the rest being positive, but
transition states have more than one negative eigenvalue.

Molecular orbital (MO) methods provide the most com-
monly used approaches for calculating these curves theo-
retically, although the valence bond structure method has
certain advantages in some instances as will be discussed
in the following section. Molecular dynamics (MD) simu-
lations can also be exploited in order to simulate the effect
of solvent molecules on the energy of the electron-transfer
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system under examination. This situation can be used to es-
timate reaction free-energy curves. In turn, the latter curves
can be used to compute the required thermodynamic param-
eters associated with the electron-transfer event. In reality, it
is usually necessary to use a combination of computational
methods in order to fully examine the overall system.

2.1. Empirical valence bond (EVB) method

It is widely recognised that the nature of the environment
often exerts a significant influence on the rates, and indeed
the mechanisms, of those chemical reactions that involve
bond breaking or making and that pass through an ionic
transition state. The empirical valence bond (EVB) method
is a well-established approach for finding the potential en-
ergy curves[12,13] of such reactions as the nature of the
surrounding medium changes. For example, consider a re-
action in which the X–Y state (ψ1) is neutral but can be
converted into either the X−X+ state (ψ2) or the analogous
X+Y− state (ψ3). The secular equation for the system in the
gas phase can be written as follows:∣∣∣∣∣

H
g
11 − Eg H

g
12 − EgS12

H
g
21 − EgS21 H

g
22 − Eg

∣∣∣∣∣ = 0 (8)

The diagonal term for the neutral state can be found using
the Morse-type potential function:

H
g
11 = E

g
1 = D

[
e−2a(r−r0) − 2e−a(r−r0)

]
(9)

wherer andr0 are the X–Y bond length and the gas-phase
equilibrium bond length, respectively, anda is found from
the stretching vibrational frequency. The value of the bond
dissociation energy (D) is calculated from the individual
bond energies according to the following equation[14–16]:

D =
√

DXX DYY (10)

The energy of the diagonal term of the ionised state can be
found as follows:

E
g
1 = �(2) − e2

r
+ V

(2)
nb (11)

where�(2) = I(Y) − EA(X), with EA andI refer to the elec-
tron affinity of the electron acceptor and the ionisation po-
tential of the donor, respectively, andVnb is the non-bonded
potential function.

The off-diagonal terms can be found from the following
equation:

H
g
12 =

√
(E

g
1 − MXY )(E

g
2 − MXY ) (12)

Here,M is the Morse potential:

M = D[e−2a(r−r0) − 2e−a(r−r0)] (13)

If we transfer the system from vacuum to solution, the energy
of the initial neutral state will be unchanged but that of the

Fig. 2. The results of calculation for ionic bond cleavage in solution for
the reaction R–O–R′ → R+ + R′O− (see[12] for details).

final ionic state is changed by a factor corresponding to the
solvation free-energy (Gsol):

Es
1 = E

g
1

Es
2 = E

g
2 + Gsol

(14)

Diagonalising the secular determinant for the above system
in solution gives the energies of the ground state and excited
state surfaces as follows:

E± = 1
2[(Es

1 + Es
2) ±

√
(Es

1 − Es
2)

2 − 4(H12)2] (15)

Fig. 2shows an example of the relevant PESs associated with
the heterocyclic cleavage of the glycoside bond of a disac-
charide[12]. The method has been used extensively in the
literature; for example in calculating the free-energy curves
for the staphylococcal nuclease[17] and for the free-energy
curves that describe the general effects caused by replace-
ment of Ca2+ with other cations[18].

2.2. A microscopic molecular dynamics treatment

The dynamical fluctuations of a system undergoing
electron-transfer can be monitored using MD simulations in
such as way as to extract those thermodynamic parameters
related to the rate of electron-transfer by classical Marcus
theory [8–10]. To do this, we need to consider two PESs
for the system; one PES refers to the initial state prior
to electron-transfer where the electron is localised on the
donor and the second PES refers to the final system after
electron-transfer where the electron has moved to the accep-
tor. These two states can be designated as D–A+ and D+–A,
respectively. The potential energy of the system on each
of these two surfaces is a combination of internal energy,
electrostatic interactions between solvent molecules and
solute, and any interactions between solvent molecules (VI
andVII ). Fluctuations along the solvent co-ordinate change
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the potential energy of the system on both surfaces. But,
there is a point on the surfaces where the potential energies
are identical. This situation becomes apparent by following
the potential energy difference (VII − VI ) as a function of
time, this being equivalent to the reaction co-ordinate[4].
The potential energy difference at any specific time can be
found from analysis of the classical trajectories. The energy
gap fluctuates with time, but the system reaches a condi-
tion where the energy gap is small and the probability of
transfer of an electron from donor to acceptor is increased.
The probability of reaching the intersection area is equal
to exp[(−�V #

1 )/kBT ], where�V #
I is the energy difference

on the PES I in the intersection area. The probability can
then be defined in terms of the free-energy change and can
be calculated using the following equation:

�G#
1(θ#) = −kBT ln{n(θ#)/n(θ◦

1)} (16)

Here, θ is the reaction co-ordinate,�G the free-energy
change, andn is the number of times that the two PESs inter-
sect (as calculated from MD trajectories). The free-energy
curves for a typical system are shown inFig. 3. It is ap-
parent that these curves could be used to calculate values
for the re-organisation energy and the activation free-energy
change for electron-transfer.

The method has been extensively developed and tested
by several research groups, mainly Warshel and co-workers
[12,17–27]and Schulten and co-workers[28–30]. In particu-
lar, MD simulations have been used to derive re-organisation
energies and activation free-energy changes for photosyn-
thetic reaction centre complex. However, many other groups
have utilised this approach for studying electron-transfer
in model inorganic, organic and organometallic sys-
tems, including intermolecular electron-transfer between
N,N-dimethylaniline and anthracene[31], intramolecular
electron-transfer within porphyrin–benzoquinone dyads
[32], electron-transfer between metal ions[33], electron
exchange in aqueous Fe2+–Fe3+ solution [34] and other
systems[35].

The method as outlined briefly above can be used to calcu-
late some of the important thermodynamic parameters nec-
essary to compute the rate of electron-transfer. In the Marcus
free-energy diagram[8,9], the energies of electron-transfer
reaction products and reactants are dependent on the reac-
tion co-ordinate as follows:

ER(q) = 1
2kq2 (17)

EP(q) = 1
2k(q − qP)2 − �G◦ (18)

Here, k, q, and �G◦ are the force constant, reaction
co-ordinate and reaction free-energy change, respectively.
The energy difference between reactants and products may
be written as

�E(t) = kqqP(t) + �G◦ − 1
2kq2

P (19)

This expression emphasises the fact that the relevant energy
difference is directly proportional to the reaction co-ordinate.

The term�E(t) can be calculated from MD simulation on
two PESs with partial atomic charges of the reacting species
in neutral and ionised forms. These latter forms must de-
scribe the system before (R) and after (P) electron-transfer.
The partial charges of the reacting species in both initial
and final states can be obtained from quantum mechanics
calculations, whilst for the rest of the residues (e.g. the pro-
tein matrix) the default values available in software such
as CHARMM are used[36]. The computation starts with a
MD simulation on the equilibrated system with the reacting
species in their neutral state. For each conformation of the
system at a specific simulation time, the energy of the entire
system is calculated in both electronic states. That is to say,
the required energy gap is calculated for charge distributions
corresponding to before and after electron-transfer:

�ER(t) = EP(t) − ER(t) (20)

The same procedure is performed on the PES of the system
but starting with ionised species (i.e. after electron-transfer),
which gives:

�EP(t) = EP(t) − ER(t) (21)

The re-organisation energy and the reaction free-energy
change are now calculated from the average values of the
energy differences as follows:

λ = 1
2[〈�E〉P − 〈�E〉R] = −1

2��E (22)

�G◦ = 1
2[〈�E〉P + 〈�E〉R] (23)

Fig. 3 shows the free-energy difference from MD simula-
tions for transfer of an electron from the special pair (Ps) to
the nearby bacteriopheophytin (HL) molecule in the bacte-
rial photosynthetic reaction centre at a few different temper-
atures[21,22]. The method has been applied to the particular
problem of electron-transfer in photosynthetic reaction cen-
tre complexes by several research groups[26–30,37]with
spectacular success. The importance of this work is made
even more obvious when considering the size and complex-
ity of the protein system.

3. Nuclear re-organisation energy

Klimkans and Larsson[38] have developed a method that
facilitates calculation of the nuclear re-organisation energy.
This approach is illustrated schematically inFig. 4. Accord-
ing to this method, the geometry of the molecule in its first
electronic state [M(II)] is optimised with respect to energy,
E1. An electron is moved from the system so as to generate
[M(III)] and the energy is re-calculated without any change
in the geometry,E2. Now, the structure of the molecule after
electron-transfer is optimised to give the minimised energy,
E3. The system is then returned to its first position [M(II)]
and the energy is re-calculated but with the geometry per-
taining to the system after transfer of the electron,E4. The
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Fig. 3. An outline scheme showing the arrangement of the essential cofactors of the bacterial photosynthetic reaction centre complex as provided by
X-ray crystal structural data (top). The time-dependent energy gap between PB and P+B− on both potential energy surfaces (centre). The probabilities
for distributions of energy gaps and the free-energy curves for two electronic states corresponding to P∗B and P+B− (bottom) (see[21] for details).
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Fig. 4. Schematic representation of the theoretical method used for cal-
culation of the nuclear re-organisation energy (see[38] for details).

nuclear re-organisation energy is calculated using the fol-
lowing equations:

λN1 = E2 − E3

λN2 = E4 − E1

λ = λ1 + λ2

(24)

This approach has been modified and used extensively for
a wide variety of organic and inorganic systems[38–46].
Fig. 4 illustrates in a schematic fashion how the nuclear

Fig. 5. Structures of some molecular triads used in the FDPB calculations (see[47] for details).

re-organisation energy can be extracted from the various
energy terms[39].

In the second method, the molecule is broken into two
components; one fragment corresponds to the best estimate
of the electron donor and the other fragment refers to the
electron acceptor. Of course, it is not always obvious which
parts of the molecule to take as being fully representative
of the donor and acceptor. The best way to proceed is to
make a series of MO computations to visualise the rele-
vant orbitals on the LUMO and HOMO involved directly in
the electron-transfer event. This approach helps to identify
the main molecular fragments.Fig. 5 shows an example of
a nuclear re-organisation energy calculation carried out by
Kurnikov et al.[47] and others[48].

The first molecular fragment corresponds to D/D+
whereas the second component can be considered to repre-
sent the A/A− transformation. Taking the optimised struc-
tures of D and A as referring to the donor and acceptor
before charge transfer and those of D+ and A− as being
the electron-transfer products, an approximate value forλN
can be computed as the sum of the re-organisation energies
for the two individual components. Clearly, this simplified
approach neglects any contributions caused by mutual in-
teractions between donor and acceptor that might occur
in a molecular dyad. However, the approach is inherently
simple and provides a means for dealing with large and
complicated systems.

Making use of the optimised structure for D, the energy
is calculated for (ER1) and the hypothetical D+ having the
same geometry as D (ER2). The calculation is then repeated
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but starting from the optimised structure for D+ (EP1) and
calculating the energy of D at that same geometry (EP2). The
average nuclear re-organisation energy associated with the
donor unit can be calculated from the following equation:

λ1 = EP1 − ER1

λ2 = EP2 − ER2

λ = λ1 + λ2

(25)

The same procedure holds for the acceptor part of the
molecule.

4. Solvent re-organisation energy

4.1. FDPB

The solvent re-organisation energy (λ0) associated with
electron-transfer in a D–B–A system can be estimated qual-
itatively using the following equation[10]:

λ0 = e2
(

1

2rD
+ 1

rA
− 1

r

) (
1

n2
− 1

εs

)
(26)

Here,rD andrA are the radii of D and A, respectively,r is
the D–A centre-to-centre separation distance, whilen andεs
are the refractive index and dielectric constant of the solvent,
respectively. The problem with applying this expression lies
with the uncertainty about the dimensions of the various
species, especially the separation distance. As a viable alter-
native, we note that the electrostatic continuum model[49]
has been used successfully to quantify the solvation energy
and the reduction potentials for ionised molecules in a po-
lar solvent. The finite difference method is used to solve the
appropriate Poisson-Boltzmann equation:

∇ε(r)∇ϕ(r) + 4πρ(r) = 0 (27)

whereε, ϕ, andρ are the dielectric constant of the medium,
the electrostatic potential, and the charge density, respec-
tively. The electrostatic potential from this equation can be
used to calculate the solvent re-organisation energy for the
system under investigation as follows:

λ0 = 1

2

∑
i

�qi(ϕ
ε0
i − ϕ

ε∞
i ) (28)

Here,�qi is the change in partial atomic charge caused by
electron-transfer from D to A, andε0 andε∞ are the static
and optical dielectric constants of the solvent, respectively.
Note that the term “solvent” could equally well apply to a
protein matrix. This method has been exploited by Beratan
and co-workers[47,48] and other research groups[49–60]
to compute values for the solvent re-organisation energy and
for the overall reaction free-energy change associated with
electron-transfer. This latter situation is especially interest-
ing because it provides an independent method for calculat-
ing the thermodynamic driving force for electron-transfer.

Typical results calculated for the structures shown inFig. 5
are compiled inFig. 6 [39].

4.2. Marcus two-sphere model

The solvent re-organisation energy at any temperature can
be calculated from a standard temperature according to the
following equation[48]:

λ0(T) = λ0(295) + �λ0(T) (29)

In the Marcus two-sphere model, the magnitude of�λ0(T)
is computed using the following equation[8,9]:

�λ0(T) = e2

2

(
1

rA
+ 1

rD
− 2

RCC

)

×
[(

1

n(T)2
− 1

ε(T)

)
−

(
1

n(295)2
− 1

ε(T)

)]

(30)

wheren is the refractive index of the solvent having a di-
electric constant ofε. More details and specific applications
can be found elsewhere[53,58–60].

5. Change in Gibbs reaction free-energy

5.1. Spherical ions model

According to Rehm and Weller[61], the change in re-
action free-energy of light-induced electron-transfer in a
D–B–A system can be approximated using the following
equation:

�G◦ = −E00 + EOX − ERED + C (31)

Here,E00 is the zero–zero optical transition energy, while
EOX andERED are the oxidation and the reduction potentials
of the donor and acceptor, respectively. The termC is a
constant that accounts for electrostatic and solvation terms
and which can be estimated on the basis that both donor
and the acceptor species are spherical with radiirD andrA,
respectively:

C = e2

2

(
1

rA
+ 1

rD
− 2

RCC

) (
1

ε(T)
− 1

εREF

)
− e2

εREFRCC

(32)

Here,RCC is the centre-to-centre distance between the donor
and acceptor,ε(T) is the temperature-dependent dielectric
constant of the surrounding solvent, andεREF is the refer-
ence dielectric constant in which the redox potentials were
measured. The method has obvious limitations, especially
when D and A are far from the spherical. Furthermore,
the temperature dependence of the solvent dielectric con-
stant contributes towards the temperature dependence of
the change in reaction free-energy. The results for selected
target molecules are given inFig. 7 [48].
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Fig. 6. Time-dependence for the solvent re-organisation energies of some of the molecules illustrated inFig. 5, as computed by the FDPB and molecular
dynamics methods (see[47] for details).

5.2. FDPB

The change in reaction free-energy for a light-induced
electron-transfer reaction can be calculated from the FDPB
method by following the sequence outlined below[48]:

1. The D–B–A system is broken into molecular fragments
corresponding to DB and BA.

2. The redox potentials of DB and BA are found in an ap-
propriate polar solvent:

DBs + BAs → D+Bs + BA−
s (EOX − ERED)

3. The ions are transferred to a medium possessing the same
dielectric constant as that of the bridge:

D+Bs+BA−
s →D+BB + BA−

B (−�GD+B
solv − �GBA−

solv )

4. Transfer the charges of both species to the D–B–A:

DBAB + D+BB + BA−
B

→ D+BA−
B + DBB + BAB (�GCoul

B )

5. Transfer the charge transfer state (CTS) to the polar sol-
vent:

D+BA−
B → D+BA−

s (�GCTS
solv)

6. Transfer the neutral fragments to the same polar solvent:

DBB + BAB → DBs + BAs (�Gtrans)

7. Transfer the neutral species D–B–A from the polar sol-
vent to the medium with the same dielectric constant as
the bridge:

DBAs → DBAB (−�GGS
trans)

8. Calculate the excitation energy for the electronic
state prior to electron-transfer (this state is usually a
locally-excited singlet state (LESS):

D∗BAs → DBAB (−E00)

9. Add all of the above steps together in order to find the
reaction free-energy:

D∗BAs → D+BA−
B
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Fig. 7. The molecular structures used for calculations and the derived values for�G◦(T) as computed by the two-sphere model and by the FDPB method.
(A) Compound1 in THF (�) and acetonitrile (�). (B) Compound2 in THF (� and �) and acetonitrile (� and �) (see[48] for details).

�G◦ = −E00 − �GGS
trans+ �Gtrans+ �GCTS

solv

+�GCoul
B − �GD+B

solv − �GBA−
solv + EOX − ERED

This method is illustrated inFig. 7 by way of a typical
calculation[48].

6. Coupling element

6.1. Transition density cubes (TDC) method

Consider a system in which the donor is first promoted to
its first-allowed excited state by transfer of an electron from
an occupied MO d to an unoccupied MO d′. By energy trans-
fer from donor to acceptor, we could have a transition from

MO a to a′ of the acceptor. If we ignore any direct overlap
between the MOs of D and A, the only coupling between
two moieties would be due to Coulombic interactions:

V Coul = 2(d′d|aa′) = 2
∫

d′(1)a(2)r−1
12 d(1)a′(2) dτ (33)

The extent of Coulombic coupling between donor and ac-
ceptor units can be expressed in terms of the transition den-
sity [62]:

V Coul =
∑

ij

M
eq
D (i)M

eq
A (j)

4πε0rij
(34)

Here,MN refers to the transition density for moleculeN:

M
eq
N =

∫
s

ψNgψ
∗
Ne ds dr (35)
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Fig. 8. (A and B) Coupling strengths and the energy transfer time constants for transitions between the various chromophores in the bacterial light-harvesting
complex (see[66] for details).

The integral is taken over the spin density andψNg and
ψNe are the wave functions of the moleculeN in its’ ground
and excited states, respectively. The TDC are obtained from
subsequent quantum mechanics calculation and a configu-
ration interaction (CI) calculation has to be performed for
the wave functions associated with the excited states. This
method has been used successfully for computing the ex-
tent of electronic coupling between the pigments involved
in photosynthetic reaction centres as well as the mechanism
of energy transfer between pigments in the corresponding
light-harvesting complex[63–72]. A summary of the results
of one such calculation is provided by way ofFig. 8 [66].

Application of the above-mentioned method requires ac-
cess to the transition density matrix. This parameter can
be found conveniently using post Hartree–Fock quantum
chemical approaches[72,73]. It is necessary first to iden-
tify the nature of the relevant excited state by performing a
CI calculation which gives the relative contributions of the
configurations involved in the electronic transition (Cj).
This calculation also exposes the coefficients of the atomic
orbitals for those MOs relevant to the transition (cocc

q and
cunocc
q for the coefficients of the atomic orbitalq in the oc-

cupied and unoccupied MOs, respectively). The transition
density between atomic orbitalq and r is found from the
following equation:

ρ(q, r) = 1√
2


∑

j

Cjc
occ
q cunocc

r +
∑

j

Cjc
unocc
q cocc

r


 (36)

whereρ is the density matrix and has the following property:∑
q

∑
r

|ρ(q, r)|2 = 1 (37)

Fig. 9shows the results of the transition density calculation
for the Qx andQy transitions belonging to the ground state

in bacteriochlorophyll[63], this molecule being a princi-
pal component of the light-harvesting complexes in purple
bacteria.

6.2. Perturbation theory

In D–B–A systems, it is assumed that the atomic orbitals
of the donor and acceptor are linked to the adjacent atomic
orbitals of the bridge. The electronic coupling matrix ele-
ment for this system can be calculated from perturbation
theory as follows:

HDA =
∑

v

γvδv

εv − εt
(38)

Here,εv andεt refer to the energy of MO ‘v’ and the tun-
nelling energy (i.e. the energy of the localised MO on D),
respectively, and

γv = ∑
j

∑
l c

D
l λljcjv

δv = ∑
k

∑
m cA

mλkmckv
(39)

wherej andk denote the atomic orbitals of the bridge and
l andm refer to the atomic orbitals localised on D and A,
respectively. The termsλlj andλlj account for any interaction
between the atomic orbitals of the donor or acceptor and
the atomic orbitals of the bridge. These latter terms can be
calculated using the Wolfsberg–Helmholtz approximation
[74]:

λlj = 1
2KSlj(εl + εj) (40)

whereK is a constant that is usually considered to have a
numerical value of 1.75,Slj describes the extent of overlap
betweenl and j, whilst εl andεj, respectively, refer to the
energy of the atomic orbitals specific to D and the bridge.

Siddarth and Marcus[75] studied a range of organic
and organometallic compounds using the above equations,
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Fig. 9. Transition density matrix elements for (A) theQx to ground state transition and (B) theQy to ground-state transition (see[63] for details).

as well as the two-state model described in the current
manuscript. They compared their computational results
to the available experimental data and showed that the
perturbation method can give a meaningful description
of electron-transfer in such molecules[75]. Fig. 10 illus-
trates the structures and the main results from this work.
Closely-related calculations have now been done on various
systems[76–79] and it is clear that this approach can be
highly effective.

Fig. 10. Structures and electronic coupling matrix elements calculated for
structures based on Ru(NH3)5

2+–Ru(NH3)5
3+ with different dithiaspiro-

based bridges (see[75] for details).

6.3. Distance dependence of the coupling element

One of the most important issues in electron-transfer con-
cerns understanding how the electronic coupling matrix el-
ement varies with the distance separating the donor from
the acceptor. If we restrict attention to rigid molecules of
generic description D–B–A, and as the first approximation
neglect nuclear motions, it is relatively straightforward to
compute the distance dependence. This can be done sim-
ply by injecting an electron into the system. The extra elec-
tron should go to the first virtual orbital of the molecule. In
most D–B–A systems, orbitals localised on the bridge lie
outside the energy range of the donor and acceptor units.
As such, this extra electron is most likely associated with
a LUMO resident on either donor or acceptor. In order to
follow electron-transfer, we have to identify the appropriate
wave functions belonging to the donor and acceptor. The re-
quired virtual orbitals can be specified as being associated
with the donor,ϕ1, and the acceptor,ϕ2. In the absence of
significant mutual interactions, these orbitals will be degen-
erate. Now, we can mix these orbitals to produce two new
wave functions:

ψ+ = 1√
2

(ϕ1 + ϕ2)

ψ− = 1√
2

(ϕ1 − ϕ2)

(41)

The resulting orbitals have different energies. Solving the
secular equation for these orbitals gives their energies as
follows:

E± = 1
2[(E1 + E2) ±

√
(E1 − E2)2 + 4 |H12|2] (42)
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Fig. 11. Exponential dependence of the energy gap on the length of the bridge for molecules of the generic type: [Zn(bipy)3-(1,4-diethynylenebenzene)n=1−5-
Zn(bipy)3]4+.

The energy gap between these orbitals is a criterion for elec-
tronic coupling between the two terminals of the bridge. Mc-
Connell used a second-order perturbation theory to compute
this energy gap[80]:

�E = E+ − E− = −
(

2T 2

D

) (
− t

D

)N−1
(43)

Here, N is the number of repeat units in the bridge,T is
the interaction energy between donor (or acceptor) with the
atomic orbitals of the first unit (last unit) in the bridge,t is
the interaction energy between adjacent bridge units, andD
is the energy difference between the tunnelling energy and
the MO energy of the bridge. If we place the added electron
in the first orbital att = 0, the electron will be in the last
one att = h/|�E|.

Instantaneous injection of an electron into the system
creates a set of different configurations. The energies of
the two configurations that retain the unpaired electron on
either the donor or the acceptor can be found from a CI
calculation. The energy difference between these two con-
figurations is defined as the energy gap. It is this energy gap
that is inversely related to the electronic coupling matrix
element. This energy gap is readily calculated. The length
of the bridge can then be varied systematically by adding
incremental numbers of repeat units. The calculation is
repeated for each bridge so that the relationship between
energy gap and separation distance becomes apparent. As
an example of this basic methodology, we note that the en-
ergy gap between two terminal metal bipyridine complexes
bridged by incremental numbers of ethynylated phenylene
rings decays exponentially with increasing number of repeat
units,1 as shown inFig. 11.

1 Unpublished work.

The effect of separation distance between the donor and
acceptor units has been investigated extensively both ex-
perimentally and theoretically[81,82]. In a D–B–A system
where electronic coupling between the terminals is relatively
weak, electron tunnelling usually takes place through the
super-exchange mechanism. Under such conditions, the rate
of electron-transfer (k) displays an exponential decrease with
increasing separation distance (R) between the redox-active
subunits:

k ∝ e−βR (44)

Here, the distance is measured in units of Å andβ is an at-
tenuation factor that has values ranging from about 0.2 Å−1

[83–86] to about 1.4 Å−1 [87,88]. In order to evaluateβ by
quantum chemical approaches, appropriate structures of the
molecule in the initial and final electronic states (i.e. D–B–A
in the reactant state and D+–B–A− in the product state) are
necessary. For example, the molecular structures shown in
Fig. 12have been studied by Pourtois et al.[89] In this work,
all of the parameters relevant to electron-transfer have been
calculated and used to explain the experimental observation
of how the rate of through-bond (TB) electron-transfer de-
pends on the length of the bridge. Specifically,λ, �G◦, HDA,
the transition dipole moments and the identity of relevant
MOs were computed.Fig. 13shows how the length of the
bridge affects the energy gap, the electronic coupling matrix
element, and the transition dipole moment. Related work has
been carried out on various organic systems[60] as well as
for long-range electron tunnelling in DNA[90–95].

6.4. Generalized Mulliken–Hush (GMH) method

According to the generalised Mulliken–Hush treatment
[96–100], the electronic coupling matrix element can be



168 A. Amini, A. Harriman / Journal of Photochemistry and Photobiology C: Photochemistry Reviews 4 (2003) 155–177

Fig. 12. The molecular structures of the donor, acceptor, and different bridges used by Pourtois et al. (see[89] for details).

evaluated from the following equation:

HDA = µ12�E12

�µab
= µ12�E12√

[(�µ12)2 + 4(µ12)2]
(45)

Here,HDA is the electronic coupling matrix element,µ12 is
the transition dipole moment between electronic states 1 and
2, �E12 is the energy gap between the states 1 and 2, and
�µ12 is the difference in dipole moment between the two
electronic states. To a rough approximation, the difference in
dipole moment between the adiabatic states can be approxi-
mated aseRDA whereRDA is the centre-to-centre separation
distance between the donor and acceptor. This method has
been developed by Cave and Newton[101] and has become
extremely popular because of its simplicity and accuracy
[102]. Particular examples of calculating the coupling ele-
ment by this method can be found in the work of Rust et al.

[103] and Elliott et al.[104] Coupling elements of 0.19 and
0.15 eV have been found for electronic coupling between
the ground state and the corresponding CTS and between a
LESS and the charge-transfer state (CTS), respectively, for
the molecule shown inFig. 14 [102].

6.5. Ab initio molecular orbital calculations of
through-space and through-bond electronic coupling
matrix elements

It should be recalled that the electronic coupling matrix
element associated with intramolecular charge-transfer sys-
tems is a combination of through-space (TS) and TB elec-
tronic interactions. The extent of TS coupling can be found
using the following equation:

HDA(TS) = 〈φR|Hel|φP〉 (46)
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Fig. 13. Electronic coupling matrix elements (VRP), transition dipole moments (µRP), energy gap (�ERP) and the state dipole moment difference (�µRP)
for the D∗BA/D+BA− charge-transfer process for the molecules displayed inFig. 12 (see[89] for details).

Here,Hel refers to the electronic Hamiltonian for the system,
and φR and φP are the electronic wave functions of the
reactants and products, respectively. In contrast, the extent of
TB coupling can be found using the following relationship:

HDA(TB) =
∑
i,j

HRBiGijHBiP (47)

Here,HRB andHBP, respectively, are the Hamiltonian ma-
trix elements of the intermediate states formed by interac-
tion of the bridge with the reactant state and the bridge with
the product state. The termGij is the Green’s function cor-
responding to mutual interaction between adjacent statesi
and j localised on the bridge states and is calculated using

Fig. 14. The molecular structure of 9-(aminophenyl)-10-methylacridinium.

the following equation:

Gij(E) = δij

E − Ei

+ 1

E − Ei

Tij
1

E − Ej

+
∑

k

1

E − Ei

Tik
1

E − Ek

Tkj
1

E − Ej

+ · · · (48)

Here,E refers to the tunnelling energy andEi is the energy
of statei, while Tij is a measure of the coupling between
adjacent states of the bridge.

The wave functions of the reactants and of the products
are produced by electronic transitions between the MOs of
the donor and the acceptor, respectively.

|φR〉 =
∑

ij

Cij
∣∣Ψ [OccMOiD → UnoccMOjD

〉
(49)

|φP 〉 =
∑

kl

Ckl |Ψ [OccMOkA → UnoccMOlA〉 (50)

Here,Cij is the CI coefficient, OccMOiD and UnoccMOjD
refer to theith occupied MO and thejth unoccupied MO
of the donor, respectively. The same wave functions are ex-
pected for population of intermediate states localised on the
bridge part of the molecule.

The starting point for the calculation involves identifying
those MOs associated with the three key components of the
supermolecule, namely the donor, bridge and acceptor. The
next step is to construct the electronic configurations that are
used to compute the energies of the electronic states of the
reactants, products, and the bridge. This is done by consid-
ering the transitions between the occupied and unoccupied
MOs attributable to each part of the molecule. Hayashi and
Kato used this method to compute the electronic coupling
matrix element for photo-induced electron-transfer from a
porphyrin to a quinone through different bridges[105].
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6.6. Avoided-crossing method

Most organic molecules are promoted to the first-excited
singlet state under illumination with UV or visible light.
This state is often referred to as the LESS and represents
the system prior to electron-transfer. After electron-transfer,
the system changes its electronic state to a CTS for which
there is a substantial increase in dipole moment. This change
of state occurs at a point on the PESs drawn for each of
the two states. The intersection point is where the energies
of the two states are identical. However, the two potential
energy curves are not allowed to cross each other at this
point because of the avoided crossing rule. The intersec-
tion point, therefore, corresponds to the minimum energy
gap between the two states. Numerically, this minimum en-
ergy gap is described as twice the electronic coupling matrix
element[104]. There have been several reports in the lit-
erature whereby the avoided-crossing method[6,106–108],
or two-state model[5,109], has been used to calculate the
electronic coupling matrix element[110,111]. A common
feature of all this work is that an external field is used to
simulate the effect of fluctuation of the solvent polarisation
that brings the two electronic states to resonance. For exam-
ple, inFig. 15, a fluoride anion is used to achieve resonance
between the two relevant states. The energies of the CTS
and of the first-singlet excited state are perturbed by vary-
ing the distance between the fluoride ion and one end of the
molecule[106]. The main principle behind this approach is
that the energy of the LESS is hardly affected by the presence
of the anion whereas that of the CTS is strongly disturbed by
the approaching anion. Systematic variation of the distance
between solute and anion, which can be controlled very pre-
cisely, facilitates determination of the minimum energy gap.

6.7. The hopping model for hole transfer in DNA

One of the most topical research areas of recent times
relates to understanding the mechanism of oxidative dam-
age and subsequent repair in DNA. Such processes are
related to charge transfer along, or through, the DNA du-
plex [112,113]. It is recognised that of the four base pairs
guanine (G) is the most easily oxidised and this residue is
where most oxidative damage gets concentrated. In order
to explain the statistical distribution for oxidative damage it
has been proposed that long-range charge transfer in DNA
occurs by a series of short-range hopping steps between the
G bases[85,86,114,115]. The process starts by oxidation of
an individual guanine to G+, thereby creating a positive hole
on the duplex. The hole moves through the DNA strand by
hopping between the G bases until it reaches a GGG residue.
The ionisation potential for multiple guanine residues is
significantly lower than that for an isolated guanine and
so the GGG site functions as a hole trap[116–118]. The
process of hole transfer between guanines is reversible, but
trapping by the GGG units is irreversible. Several models
have been proposed to account for this long-range charge

Fig. 15. Top panel: structure of 4-aminonaphthalimide. Bottom panel: the
calculated adiabatic curves between the first-excited singlet state (e) and
the first charge-transfer state (eCT1) (see[106] for details).

transfer, including a single-step super-exchange mechanism
[93] and a multi-step hopping process. In the former case,
the rate of charge transport should decrease exponentially
with increasing distance travelled by the hole:

k = k0 exp(−βR) (51)

In this expression,k0 is the pre-exponential factor andβ is
the attenuation factor that describes the ability of the duplex
to conduct positive holes.

It has to be realised, however, that both transfer mecha-
nisms can operate together; that is to say, super-exchange
theory holds for the tunnelling between the G sites while
multi-step hopping accounts for the long-range hole trans-
fer. Direct super-exchange between the initial hole and the
GGG acceptor is less effective because of fast exponential
decay of the transfer rate. Hole transfer though the guanine
bases to the GGG unit is shown schematically inFig. 16.
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Fig. 16. Schematic representation of the competing rate processes describing hole transfer between guanine sites in DNA (see[94] for details).

The overall mechanism for long-range charge transfer in
DNA can now be considered in the following manner: a
hole is generated at the first guanine site, G0, in such a way
that several competitive routes are available for its deactiva-
tion. These competing processes include; (i) reversible hole
transfer to the nearest G base occurring with a forward rate
constant ofk0,1 and a reverse rate constant ofk1,0, (ii) hole
transfer to a water molecule with rate constantγ0, and (iii)
loss of a proton by the initial guanine radical cation to form
a neutral radical[119]. The same sequence of competitive
process is available for each individual guanine unit in the
transport pathway until the positive hole arrives at theNth
point guanine residue. This latter guanine differs from its
predecessors by having a GGG residue nearby. Hole trans-
fer to the multiple guanine unit is rapid, irreversible and
results in formation of GGG+ with a rate constant ofkrel.
This GGG+ residue ion can oxidise water with a rate con-
stant ofγGGG. The ratio of reaction products formed from
G+ or GGG+ reaction with water can be used as an indirect
measure of the rate of hole transfer in DNA. Thus, express-
ing the yield of reaction products from G+j and GGG+ as
Yj andYGGG, respectively, the efficiency of hole transfer in
terms of the damage ratio can be formulated in two ways:

φ = YGGG∑N−1
j=0 Yj

=
∫ ∞

0 kN−1,NPN−1(t) dt∫ ∞
0

[
γ0P0(t) + γG

∑N−1
j=1 Pj(t)

]
dt

(52)

φ′ = YGGG

Y0
=

∫ ∞
0 kN−1,NPN−1(t) dt∫ ∞

0 γ0P0(t) dt
(53)

Here,Pj is the probability of finding the hole at Gj and can
be expressed as follows:

dPj(t)

dt
= −γ0Pj(t)δj,0 − γGPj(t)(1 − δj,0)

−kj,j+1[Pj(t) − Pj+1(t)](1 − δj+1,N)

−kj,j−1[Pj(t) − Pj−1(t)](1 − δj,0)

−kj,j+1Pj(t)δj,N−1 (54)

Here,j = 0, 1, . . . , N−1,δ function is the Kronecker delta,
while P0 = 1 andPj �=0 = 0 at t = 0. If k0,1 = k1,2 = · · · =
k, andγ0=γG=γ, then we have

φ = k

γ

2sinh(
√

γ/k) sinh(
√

γ/k/2)

cosh((N + 1/2)
√

γ/k) − cosh(
√

γ/k/2)
(55)

φ′ = k

γ

sinh(
√

γ/k)

sinh(N
√

γ/k)
(56)

whereN is the number of guanine sites. The values of the
various parameters required for the above equations can be
found from the experimental data[90–95].

Two types of electronic coupling have to be considered
when accounting for hole transfer between the pairs of nucle-
obases in DNA: namely, intrastrand coupling between bases
on a single strand and interstrand coupling between bases of
a duplex. In the two-state model, the electronic coupling is
estimated as half the energy splitting between the adiabatic
states of donor and acceptor[5]. However, the minimum en-
ergy splitting can also be calculated by applying an external
perturbation, such as an electric field[109]. At this point,
the donor and acceptor are in resonance.

In Watson–Crick base pairs (WCP), the HOMO and
HOMO-1 are located on the purine nucleobases (namely,
guanine and adenine) whereas the HOMO-2 and HOMO-3
are mainly localised on the pyrimidine nucleobases (namely,
cytosine and thymidine). Using Koopman’s theorem, it is
possible to estimate the adiabatic states as the HOMO and
the HOMO-1 and the energy splitting as the energy differ-
ence between these two MOs. More details can be found
elsewhere[110,111].

6.8. The pathways method

The so-called pathway model introduced by Beratan and
co-workers[120–125] provides an alternative method for
calculating the magnitude of the electronic coupling matrix
element, especially in protein matrices. In this approach,
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the donor and acceptor are considered to be connected by
a protein-based bridge, which mediates electronic coupling
between the redox-active partners. Coupling between the
donor and acceptor involves a variety of physical tunnelling
pathways that can be defined as a collection of interacting
bonds, hydrogen bonds, and interactions through space (or
van der Waals interactions). Furthermore, we can define a
set of parametersεC, εH, and εS that describe the attenu-
ation of electronic coupling through these individual cova-
lent bonds, hydrogen bonds, and TS coupling, respectively.
The magnitude of these parameters can be found using the
following equations:

εC = 0.6
εH = 0.36 exp[−1.7(R − 2.8)]
εS = 0.6 exp[−1.7(R − 1.4)]

(57)

Here,R is the distance between the interacting orbitals, 1.4
and 2.8 are the equilibrium lengths of covalent and hydrogen
bonds in Å, respectively, and 1.7 is the attenuation factor.
The electronic coupling matrix element is found for each
pathway as

tDA = (prefactor)
NC∏
i=1

εC(i)

NS∏
j=1

εS(j)

NH∏
k=1

εH(k) (58)

Some examples of results collected by this method are found
in the above-mentioned references, as well as in the work
of Regan et al.[126] and Ullmann and Kostiæ[127].

6.9. Trajectory surface hopping (TSH)

The trajectory surface hopping (TSH) methodology,
which was developed recently by Tully and co-workers
[128–132], has been applied to the detailed investigation of
hole transfer processes in the set of molecules illustrated in
Fig. 17 [133]. The method starts out by assuming that the
positive hole is localised on the first double bond. As the

Fig. 17. The polyatomic organic systems used for trajectory surface
hopping calculations (see[133] for details).

reaction proceeds, structural distortion within the molecule
modulates the bond lengths of the two unsaturated bonds
and, at certain times, these bond lengths become identical.
Effectively, this results in delocalisation of the hole over
the two double bonds. If we represent the wave functions
of the hole localised on the left and right double bonds as
beingψL andψR, respectively, the resulting wave function
of the system with equal hole contributions from the two
double bonds becomes 2−1/2(ψL + ψR) or 2−1/2(ψL − ψR)
because of the avoided crossing rule. At the avoided cross-
ing, the electronic coupling matrix element is equal to half
the energy gap between the adiabatic states. CI calculations
can be used to compute the energies of the two adiabatic
states relevant to hole transfer. In order to effect the geo-
metrical changes needed to locate the avoided crossing area
it is necessary to conduct a series of MD simulations.

As illustrated inFig. 18, where the horizontal lines rep-
resent the total energy of different hypothetical trajectories,
there are three possibilities for the system during the MD
simulations.

Case A: The total energy is insufficient for hole (or elec-
tron) transfer.

Case B: The total energy is sufficient to facilitate hole (or
electron) transfer, but it is insufficient to access the upper
adiabatic state.

Case C: The total energy is sufficient for hole (or electron)
transfer and also sufficient for accessing the upper adiabatic
state.

Fig. 18. Behaviour of various trajectories on the adiabatic potential energy
surfaces (see[133] for details).
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Now, TSH is considered to occur only in case C. The
probability of hole (or electron) transfer can be estimated
from the Landau–Zerner model[134–137]:

P = 1 − e−2πγ (59)

Here,

γ = H2
12

h̄υ|s1 − s2| (60)

and P is the probability of the system remaining on the
lower state,H12 is the electronic coupling matrix element,υ

is velocity of motion along the reaction co-ordinate, ands1
ands2 represent the first derivatives of the potential energy
with respect to the reaction co-ordinate. It is now easy to
show that:

υ|s1 − s2| = d|�Eadiabatic|
dt

(61)

Shown inFig. 19are the results of a TSH calculation made
for molecule1. The calculation produces meaningful values
for the energy gap, the electronic coupling matrix element
and the other parameters for this molecule[133]. These cal-
culations also make use of the dynamic reaction co-ordinates
(DRC) method, as described later. More details are available
elsewhere[138].

6.10. Dynamics reaction co-ordinate (DRC)

The DRC method, as introduced by Stewart et al.[139],
is based on conservation of the total energy of the sys-
tem; this means that when the kinetic energy of the system
changes the potential energy must change in the opposite di-
rection. This method is very similar to the MD simulations,
but with the noted exception that quantum chemical calcula-
tions can be made in addition to the usual bond-forming and

Fig. 19. The calculated Landau–Zener parameters from molecular dynam-
ics simulations and the schematic representation of the derived coupling
element (see[133] for details).

bond-breaking processes. This method is time-dependent
and results in a profile for the change in potential energy
versus time, after a particular molecular vibration. The ki-
netic energy added to the system appears as the motion of
the molecule in a direction that is the natural motion of
the molecule. The dynamics reaction co-ordinate approach
has been applied for the calculation of a transition state
structure that relaxes either to product or reactant states.
However, it appears that this highly innovative methodology
could have important applications for the calculation of the
dynamics of the two discrete electronic states involved in
electron-transfer.

7. Conclusion

It is clear that quantum chemistry, with its powerful
computational approaches, has an important role to play
in electron-transfer. Relatively simple methods are now
available for the calculation of nuclear re-organisation en-
ergies and electronic coupling matrix elements. These are
the two most important parameters for controlling the rate
of intramolecular electron-transfer. These terms are highly
sensitive to the nature of the reactants and therefore the abil-
ity to calculate meaningful values from first principles is a
major advance. That there are several different ways to cal-
culate the same parameter is also of great significance. For
well-defined systems it is possible to calculate the change
in the free-energy of activation for an electron-transfer
step. This allows screening of various molecular structures
prior to undertaking a lengthy synthetic programme.

All the computational methods mentioned in this article
have been tested extensively and found to be valid for exam-
ining light-induced electron-transfer. Dealing with excited
state reactions adds several extra levels of complexity but
nonetheless viable rates of photo-induced electron-transfer
can now be calculated. The involvement of transition met-
als is still a problem but can be handled with certain den-
sity functional theory methods. The basic methods are also
applicable to biological macromolecules and this area has
seen some of the most impressive studies. Armed with these
various computational chemistry tools it is now possible to
examine in detail factors such as orientational control of
electronic coupling.
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