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#### Abstract

By the sufficiency principle, the probability density of a sequential test statistic under certain conditions can be factored into a known function that does not depend on the stopping rule and a conditional probability that is free of unknown parameters. We develop general theorems and propose a unified approach to analyzing and evaluating various properties of sequential tests and post-test estimation. The proposed approach is of practical value since it allows for effective evaluation of properties of special interest, such as the bias-adjustment of post-test estimation after a sequential test, and the probability of discordance between a sequential test and a nonsequential test.
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## 1. Introduction

Sequential hypothesis testing was first developed for use in traditional acceptance sampling and process control, with the goal of improving the efficiency of testing (Wald (1947)). For ethical and economical reasons, sequential testing now plays an important role in the design and analysis of clinical studies. The last two decades have witnessed the development of various sequential and group sequential procedures, some of which came into real applications (see, e.g., DeMets and Lan (1994), Whitehead (1997), Jennison and Turnbull (2000)). The difficulty in evaluating sequential tests and post-test estimation has limited the use of these methods (Siegmund (1985)). Analytical solutions are not generally available, especially for tests with nonlinear and discrete boundaries. Analytical solutions or asymptotic approximations of the classical operating characteristics (e.g., type I and II errors, average sample number (ASN)) have been obtained for sequential procedures of nontruncated linear boundaries (Wald (1947)), truncated linear boundaries (Anderson (1960), Samuel-Cahn (1974)), and classes of nonlinear boundaries (e.g., Lai and Siegmund (1977, 1979), Lai and Wijsman (1979)). Asymptotic approximations are usually difficult and are not generally applicable because the requirement of large sample size contradicts the very goal
of early stopping in sequential tests. Numerical methods reported by Aroian (1968) and Armitage, McPherson and Rowe (1969), based on recursive convolutions of sequential probability distributions, provided numerical solutions for evaluating sequential tests. An alternative numerical method was provided by Jennison (1994) involving integration of a multivariate normal density. Although these methods can be used to evaluate basic characteristics of sequential tests, they cannot effectively evaluate the characteristics that have probabilistic complexity. The reader is referred to Lai (2001) for a recent comprehensive survey of sequential analysis.

Many sequential tests have virtually the same type I and II errors; thus, other properties must be examined to select the most appropriate sequential design. Properties of sequential tests other than the classical operating characteristics may also be of interest in practice. For example, a sequential test having a smaller ASN requires a larger (maximum) sample size. Therefore, minimizing ASN should not be the only criterion used to select sequential designs if both the ASN and the (maximum) sample size are to be minimized. It is also of interest to know the probability of discordance, which measures the probability that the sequential test does not agree with a nonsequential test to be performed through the planned end of the sequential test, or the probability that the sequential test does not agree with a nonsequential test of equivalent significance level and power. Such properties are of special interest in sequential clinical trials, where common sense dictates that sampling be stopped early if the interim conclusion is unlikely to be reversed should the trial have continued to its planned end. In general, to select a sequential test with the desired characteristics and to make valid inference, we must evaluate the properties of sequential designs and the post-test estimation of parameters. In this paper, using the sufficiency principle, we develop theorems for a class of sequential tests, based on which a unified approach is proposed to effectively evaluate various characteristics of interest.

In Section 2, we introduce a sufficiency identity and give a general equation for evaluating sequential procedures. We give recursive formulas for computing the fundamental eigenvalue function $l(n, s)$ which is free of unknown parameters. In Section 3, we develop methods for obtaining various characteristics of sequential procedures, such as the bias-adjusted estimate and its expectation, and the probability of discordance.

## 2. Main Results

The following setup is considered throughout this paper. Let $X_{1}, \ldots$, be a sequence of variables, not necessarily independent or identically distributed. Assume that for any $n$, the joint distribution of $X_{1}, \ldots, X_{n}$ depends on the parameter $\theta$, and that $S_{n}=g\left(X_{1}, \ldots, X_{n}\right)$ is a sufficient statistic for $\theta$. Here $X_{n}$,
$S_{n}$, and $\theta$ can be scalars or vectors. Let $N$ be a stopping time, i.e., for any $n$ the event ( $N \leq n$ ) depends only on $X_{1}, \ldots, X_{n}$, not on $X_{n+1}, X_{n+2}, \ldots$. Assume $P_{\theta}(N<\infty)=1$ and let $n_{1}<n_{2}<\cdots$ be such that, for each $n_{k}, P_{\theta}\left(N=n_{k}\right)>0$ for some $\theta$, and $P_{\theta}\left(N \notin\left\{n_{1}, n_{2}, \ldots\right\}\right)=0$ for all $\theta$.

### 2.1. Fundamental identity

Theorem 2.1. Let $p_{\theta}(n, s) \equiv P_{\theta}\left(N=n, S_{N}=s\right)\left(\right.$ or $\lim _{\Delta s \rightarrow 0} P_{\theta}(N=n, s<$ $\left.S_{n}<s+\Delta s\right) / \Delta s$ ) be the probability mass (or density) function of test statistic $\left(N, S_{N}\right)$. Then for any ( $n, s$ ), the mass (or density) function $p_{\theta}(n, s)$ can be factored as

$$
\begin{equation*}
p_{\theta}(n, s)=f_{\theta}(n, s) l(n, s), \tag{1}
\end{equation*}
$$

where $f_{\theta}(n, s) \equiv f_{\theta}^{n}(s)=P_{\theta}\left(S_{n}=s\right)$ and

$$
\begin{equation*}
l(n, s)=P\left(N=n \mid S_{n}=s\right), \tag{2}
\end{equation*}
$$

which does not depend on $\theta$.
Proof. For any $(n, s)$ in the support of $\left(N, S_{N}\right)$ (i.e., $\left.P_{\theta}\left(N=n, S_{N}=s\right)>0\right)$ we have $P_{\theta}\left(N=n, S_{N}=s\right)=P_{\theta}\left(N=n, S_{n}=s\right)=P_{\theta}\left(S_{n}=s\right) P\left(N=n \mid S_{n}=s\right)$, because $S_{N}(\omega)=S_{n}(\omega)$ for any $\omega \in(N=n)$; hence (1) holds. For any ( $n, s$ ) not in the support of $\left(N, S_{N}\right)$ (i.e., in continuation region), $(N=n) \cap\left(S_{n}=s\right)=\emptyset$; thus, $p_{\theta}(n, s)=0$ and $l(n, s)=0$, which indicates that (1) still holds. Because $S_{n}$ is a sufficient statistic for $\theta$ by assumption, then for any event $A$ measurable to sigma field $\mathcal{F}_{n}=\sigma\left\{X_{1}, \ldots, X_{n}\right\}$, the conditional probability $P_{\theta}\left(A \mid S_{n}=s\right)$ does not depend on $\theta$. In particular, the event $(N=n)$ is measurable to $\mathcal{F}_{n}$ by the definition of $N$ and $l(n, s)=P\left(N=n \mid S_{n}=s\right)$ does not depend on $\theta$.

Although this derivation is relatively straightforward using the well known sufficiency principle, (1) can lead to development of novel and effective methods for evaluating sequential tests and post-test estimation when combined with numerical algorithms. This approach was first proposed in Xiong (1991), and further developed in Xiong $(1992,1996)$. Here we establish a general framework upon which we develop methods applicable for solving difficult problems. The importance of (1) is that $f_{\theta}(n, s)$ depends on $\theta$ but not on the stopping rule, and that the conditional probability $l(n, s)$ depends on the stopping rule but not on $\theta$ when $S_{n}$ is a sufficient statistic for $\theta$. We refer to $l(n, s)$ as the eigenvalue function of the sequential statistic since it plays a role similar to the eigenvalue in linear algebra. From Theorem 2.1 we get the following corollary, by which calculation involving the sequential statistic ( $N, S_{N}$ ) becomes one involving only non-sequential statistics $\left\{S_{n_{k}}\right\}_{k \geq 1}$.

Corollary 2.1. For any function $H(n, s)$, if $E_{\theta}\left[H\left(n_{k}, S_{n_{k}}\right)\right]$ exists for any possible values $n_{k}$ of $N$, then

$$
\begin{equation*}
h(\theta) \equiv E_{\theta}\left\{H\left(N, S_{N}\right)\right\}=\sum_{n_{k}} E_{\theta}\left\{H\left(n_{k}, S_{n_{k}}\right) l\left(n_{k}, S_{n_{k}}\right)\right\}, \tag{3}
\end{equation*}
$$

where $l(n, s)$ is defined by (2). Moreover,

$$
\begin{equation*}
h^{\prime}(\theta)=E_{\theta}\left[H\left(N, S_{N}\right) \frac{\partial}{\partial \theta}\left\{\log f_{\theta}\left(N, S_{N}\right)\right\}\right] \tag{4}
\end{equation*}
$$

Equation (3) is a direct consequence of (1). Because $\frac{\partial}{\partial \theta}\left\{\log p_{\theta}\left(N, S_{N}\right)\right\}=$ $\frac{\partial}{\partial \theta}\left\{\log f_{\theta}\left(N, S_{N}\right)\right\}$ by (1), we have (4), which can be evaluated by using (3) with $H^{*}(n, s) \equiv H(n, s) \frac{\partial}{\partial \theta}\left\{\log f_{\theta}(n, s)\right\}$. Having $h^{\prime}(\theta)$ available is useful for solving the equation $h(\theta)=$ const using Newton-Ralphson, an application of which is given in Section 3.2.

### 2.2. Eigenvalue function

For practical computation, we exclude those points that can never be passed or reached by $\left(N, S_{N}\right)$, which motivates the following definition.

Definition 2.1. For a sequential statistic $\left(N, S_{N}\right)$, the stopping region and continuation region are defined, respectively, as $\mathcal{B}=\left\{(n, s): P_{\theta}\left(N=n, S_{n}=\right.\right.$ $s)>0$ for some $\theta\}$ and

$$
\begin{equation*}
\mathcal{C}=\left\{(n, s): P_{\theta}\left(N>n, S_{n}=s\right)>0 \text { for some } \theta\right\} \tag{5}
\end{equation*}
$$

where $P_{\theta}\left(N=n, S_{n}=s\right)$ and $P_{\theta}\left(N>n, S_{n}=s\right)$ are interpreted, in the continuous case, as $\lim _{\Delta s \rightarrow 0} P_{\theta}\left(N=n, s<S_{n}<s+\Delta s\right) / \Delta s$ and $\lim _{\Delta s \rightarrow 0} P_{\theta}(N>$ $\left.n, s<S_{n}<s+\Delta s\right) / \Delta s$, respectively.

As $S_{n}=g\left(X_{1}, \ldots, X_{n}\right)$ is sufficient for $\theta$, we restrict attention to those stopping rules $N$ for which $\{N=n\}$ depends on $X_{1}, \ldots, X_{n}$ only through $S_{n}$ given $\{N>n-1\}$. Such a stopping rule $N$ (assuming values of $n_{1}, n_{2}, \ldots$ only) may be identified with a stopping set $\mathcal{B}=\cup_{k}\left\{n_{k}\right\} \times B_{n_{k}}$, where $B_{n_{k}}$ is a subset of the range of $S_{n_{k}}$; more precisely $N=\inf \left\{n_{k}:\left(n_{k}, S_{n_{k}}\right) \in B\right\}$, the first hitting time of $\mathcal{B}$. Note that $\mathcal{B} \cap \mathcal{C}=\emptyset$ for this $N$ and

$$
P_{\theta}\left(N>n_{k-1}, S_{n_{k}}=s\right)= \begin{cases}P_{\theta}\left(N=n_{k}, S_{n_{k}}=s\right) & \text { if } \quad\left(n_{k}, s\right) \in \mathcal{B}  \tag{6}\\ P_{\theta}\left(N>n_{k}, S_{n_{k}}=s\right) & \text { if } \quad\left(n_{k}, s\right) \in \mathcal{C}\end{cases}
$$

In addition, we assume for $S_{n_{k}}$ 's that, for any event $A \in \sigma\left(S_{n_{1}}, \ldots, S_{n_{k}}\right)$,

$$
\begin{equation*}
P\left(A \mid S_{n_{k}}, S_{n_{k+i}}\right)=P\left(A \mid S_{n_{k}}\right) \quad \text { for any } k, i \geq 1 \tag{7}
\end{equation*}
$$

It can be shown that (7) holds if the $S_{n_{k}}$ 's form a Markov sequence.
Lemma 2.1. Assume (7) holds for the $S_{n_{k}}$ 's. For any $(n, s)$, let

$$
\begin{equation*}
l^{*}(n, s) \equiv P\left(N>n \mid S_{n}=s\right) . \tag{8}
\end{equation*}
$$

Then for any $\left(n_{k}, s\right) \in \mathcal{B}, l^{*}\left(n_{k}, s\right)=0$. For any $\left(n_{k}, s\right) \in \mathcal{C}$, if $k=1$ then $l^{*}\left(n_{1}, s\right) \equiv 1$; if $k \geq 2$ then

$$
\begin{equation*}
l^{*}\left(n_{k}, s\right)=E\left\{l^{*}\left(n_{k-1}, S_{n_{k-1}}\right) \mid S_{n_{k}}=s\right\} . \tag{9}
\end{equation*}
$$

Proof. For any $\left(n_{k}, s\right) \in \mathcal{B}$, if $l^{*}\left(n_{k}, s\right)>0$, then $P_{\theta}\left(N>n_{k}, S_{n_{k}}=s\right)>0$ for some $\theta$, which contradicts $\mathcal{B} \cap \mathcal{C}=\emptyset$. Hence $l^{*}(n, s)=0$. For $\left(n_{k}, s\right) \in \mathcal{C}$ and $k=$ $1, P_{\theta}\left(N=n_{1}, S_{n_{1}}=s\right)=0$ for any $\theta$ and thus $P_{\theta}\left(N>n_{1}, S_{n_{1}}=s\right)=P_{\theta}(N \geq$ $\left.n_{1}, S_{n_{1}}=s\right)=P_{\theta}\left(S_{n_{1}}=s\right)$, which gives $l^{*}\left(n_{1}, s\right)=P\left(N>n_{1} \mid S_{n_{1}}=s\right)=1$. For $\left(n_{k}, s\right) \in \mathcal{C}$ and $k \geq 2$,

$$
\begin{equation*}
l^{*}\left(n_{k}, s\right)=E\left(1_{\left(N>n_{k-1}\right)} \mid S_{n_{k}}=s\right)=E\left[E\left\{1_{\left(N>n_{k-1}\right)} \mid S_{n_{k-1}}, S_{n_{k}}\right\} \mid S_{n_{k}}=s\right] \tag{10}
\end{equation*}
$$

by (8) and (6), and by Theorem 34.4 in Billingsley (1986). By (7), we have $E\left\{1_{\left(N>n_{k-1}\right)} \mid S_{n_{k-1}}, S_{n_{k}}\right\}=E\left\{1_{\left(N>n_{k-1}\right)} \mid S_{n_{k-1}}\right\}=l^{*}\left(n_{k-1}, S_{n_{k-1}}\right)$, and then (10) yields (9).

Theorem 2.2. Assume (7) holds for the $S_{n_{k}}$ 's. For any $\left(n_{k}, s\right) \in \mathcal{C}, l\left(n_{k}, s\right)=0$. For any $\left(n_{k}, s\right) \in \mathcal{B}$, if $k=1$, then $l\left(n_{1}, s\right) \equiv 1$; if $k \geq 2$, then

$$
\begin{gather*}
l\left(n_{k}, s\right)=1-\sum_{i=1}^{k-1} E\left\{l\left(n_{i}, S_{n_{i}}\right) \mid S_{n_{k}}=s\right\},  \tag{11}\\
l\left(n_{k}, s\right)=E\left\{l^{*}\left(n_{k-1}, S_{n_{k-1}}\right) \mid S_{n_{k}}=s\right\} . \tag{12}
\end{gather*}
$$

Proof. For any $\left(n_{k}, s\right) \in \mathcal{C}$, we have $P_{\theta}\left(N=n_{k}, S_{n_{k}}=s\right)=0$ because $\left(n_{k}, s\right) \notin$ $\mathcal{B}$, which implies $l\left(n_{k}, s\right)=0$. If $\left(n_{1}, s\right) \in \mathcal{B}$, then $P_{\theta}\left(N>n_{1}, S_{n_{1}}=s\right)=0$ for any $\theta$ because $\left(n_{1}, s\right) \notin \mathcal{C}$. Hence $P_{\theta}\left(N=n_{1}, S_{n_{1}}=s\right)=P_{\theta}\left(S_{n_{1}}=s\right)$, which gives $l\left(n_{1}, s\right)=1$. For $\left(n_{k}, s\right) \in B$ and $k \geq 2$,

$$
\begin{equation*}
l\left(n_{k}, s\right)=P\left(N=n_{k} \mid S_{n_{k}}=s\right)=1-\sum_{i=1}^{k-1} E\left\{1_{\left(N=n_{i}\right)} \mid S_{n_{k}}=s\right\} . \tag{13}
\end{equation*}
$$

As in Lemma 2.1, we have $E\left\{1_{\left(N=n_{i}\right)} \mid S_{n_{k}}=s\right\}=E\left\{E\left(1_{\left(N=n_{i}\right)} \mid S_{n_{i}}, S_{n_{k}}\right) \mid S_{n_{k}}=\right.$ $s\}$ and $E\left(1_{\left(N=n_{i}\right)} \mid S_{n_{i}}, S_{n_{k}}\right)=E\left(1_{\left(N=n_{i}\right)} \mid S_{n_{i}}\right)=l\left(n_{i}, S_{n_{i}}\right)$, by which (13) yields (11). On the other hand,

$$
\begin{align*}
l\left(n_{k}, s\right) & =P\left(N=n_{k} \mid S_{n_{k}}=s\right)=P\left\{N>n_{k-1} \mid S_{n_{k}}=s\right\} \\
& =E\left[E\left\{1_{\left(N>n_{k-1}\right)} \mid S_{n_{k-1}}\right\} \mid S_{n_{k}}=s\right] \tag{14}
\end{align*}
$$

by (6) and (7). By the definition of $l^{*}\left(n_{k-1}, S_{n_{k-1}}\right)$, (14) yields (12).
The density of $\left(N, S_{N}\right), p_{\theta}(n, s)$, which can be obtained by (2) when $l(n, s)$ is known, can also be obtained directly from $l^{*}(n, s)$ when $S_{n_{k}}$ has independent increment, as in the theorem below.

Theorem 2.3. Suppose that for $k \geq 2, S_{n_{k}}-S_{n_{k-1}}$ is independent of $\mathcal{F}_{n_{k-1}}$, the sigma-field generated by $X_{1}, \ldots, X_{n_{k-1}}$, and let $q_{\theta}\left(d ; n_{k-1}, n_{k}\right) \equiv P_{\theta}\left(S_{n_{k}}-\right.$ $\left.S_{n_{k-1}}=d \mid S_{n_{k-1}}\right)=P_{\theta}\left(S_{n_{k}}-S_{n_{k-1}}=d\right)$. Then for $\left(n_{k}, s\right) \in \mathcal{B}$, the density of $\left(N, S_{N}\right)$ at $\left(n_{k}, s\right)$ is

$$
\begin{equation*}
p_{\theta}\left(n_{k}, s\right)=E_{\theta}\left\{l^{*}\left(n_{k-1}, S_{n_{k-1}}\right) q_{\theta}\left(s-S_{n_{k-1}} ; n_{k-1}, n_{k}\right)\right\} . \tag{15}
\end{equation*}
$$

Proof. $\left(N>n_{k-1}\right)=\left(N \leq n_{k-1}\right)^{c}$ and is measurable to $\mathcal{F}_{n_{k-1}}$, and thus independent of $S_{n_{k}}-S_{n_{k-1}}$ by assumption. For $k \geq 2$ and $\left(n_{k}, s\right) \in \mathcal{B}$, by (6),

$$
\begin{align*}
p_{\theta}\left(n_{k}, s\right) & =P_{\theta}\left(N>n_{k-1}, S_{n_{k}}=s\right)=E_{\theta}\left\{P_{\theta}\left(N>n_{k-1}, S_{n_{k}}-S_{n_{k-1}}=s-S_{n_{k-1}} \mid S_{n_{k-1}}\right)\right\} \\
& =E_{\theta}\left\{P_{\theta}\left(N>n_{k-1} \mid S_{n_{k-1}}\right) P_{\theta}\left(S_{n_{k}}-S_{n_{k-1}}=s-S_{n_{k-1}} \mid S_{n_{k-1}}\right)\right\} . \tag{16}
\end{align*}
$$

Then we obtain (15) by joining (16) and $P\left(N>n_{k-1} \mid S_{n_{k-1}}\right)=l^{*}\left(n_{k-1}, S_{n_{k-1}}\right)$ and $P_{\theta}\left(S_{n_{k}}-S_{n_{k-1}}=s-S_{n_{k-1}} \mid S_{n_{k-1}}\right)=q_{\theta}\left(s-S_{n_{k-1}} ; n_{k-1}, n_{k}\right)$.
Corollary 2.2. Suppose that $S_{n_{k}}-S_{n_{k-1}}$ is independent of $\mathcal{F}_{n_{k-1}}$. Let $v_{\theta}\left(n_{k}, s\right)=$ $P_{\theta}\left(N>n_{k}, S_{n_{k}}=s\right)$ and $\mathcal{C}_{n_{k}}=\left\{s:\left(n_{k}, s\right) \in \mathcal{C}\right\}$. We have

$$
\begin{array}{ll}
p_{\theta}\left(n_{k}, s\right)=\int_{t \in \mathcal{C}_{n_{k-1}}} v_{\theta}\left(n_{k-1}, t\right) q_{\theta}\left(s-t ; n_{k-1}, n_{k}\right) d t, \quad \text { for }\left(n_{k}, s\right) \in \mathcal{B}, \\
v_{\theta}\left(n_{k}, s\right)=\int_{t \in \mathcal{C}_{n_{k-1}}} v_{\theta}\left(n_{k-1}, t\right) q_{\theta}\left(s-t ; n_{k-1}, n_{k}\right) d t, \quad \text { for }\left(n_{k}, s\right) \in \mathcal{C} . \tag{18}
\end{array}
$$

Proof. Because $v_{\theta}\left(n_{k}, s\right)=l^{*}\left(n_{k}, s\right) f_{\theta}\left(n_{k}, s\right)$, we have (17) by (15), and (18) follows by multiplying (9) by $f_{\theta}\left(n_{k}, s\right)$.

### 2.2.1. Special cases: the mean parameter

Assume that $X_{i}, i=1,2, \ldots$, are observations from a population with mean $\theta=E_{\theta}\left(X_{i}\right)$ for any $i$, and that $S_{n}=\sum_{i=1}^{n} X_{i}$ is the partial sum. For testing

$$
\begin{equation*}
H_{0}: \theta \leq \theta_{0} \quad \text { vs. } \quad H_{a}: \theta>\theta_{0} \tag{19}
\end{equation*}
$$

sequentially, the statistic ( $N, S_{N}$ ) usually has stopping and continuation regions, respectively, as

$$
\begin{align*}
& \mathcal{B}=\left\{(n, s): n=n_{k}, s \leq b_{n_{k}} \text { or } s \geq a_{n_{k}} \text { for } k=1,2, \ldots\right\}, \\
& \mathcal{C}=\left\{(n, s): n=n_{k}, b_{n_{k}}<s<a_{n_{k}} \text { for } k=1,2, \ldots\right\}, \tag{20}
\end{align*}
$$

where the $a_{n_{k}}$ 's and $b_{n_{k}}$ 's are known constants, $-\infty \leq b_{n_{k}} \leq a_{n_{k}} \leq \infty$.
For $n_{j}<n_{k}$, the conditional distribution of $S_{n_{j}}$ given $S_{n_{k}}$ will be denoted as

$$
\begin{equation*}
p_{n_{j} \mid n_{k}}(t \mid s) \equiv P\left(S_{n_{j}}=t \mid S_{n_{k}}=s\right) \tag{21}
\end{equation*}
$$

This does not depend on $\theta$ if $S_{n_{k}}$ is a sufficient statistic for $\theta$.
Binomial or Hypergeometric distribution. Assume that $S_{n} \sim B(n, p)$ or $\sim$ $\mathcal{H}(n ; M=p N, N)$. Then

$$
\begin{equation*}
p_{n_{j} \mid n_{k}}(t \mid s)=h_{n_{j} \mid n_{k}}(t \mid s) \equiv \frac{\binom{s}{t}\binom{n_{k}-s}{n_{j}-t}}{\binom{n_{k}}{n_{j}}} . \tag{22}
\end{equation*}
$$

Normal distribution. Assume $S_{n} \sim N\left(n \mu, n \sigma^{2}\right)$ for any $n$. Then

$$
\begin{equation*}
p_{n_{j} \mid n_{k}}(t \mid s)=\phi_{n_{j} \mid n_{k}}(t \mid s) \equiv \frac{\phi\left(\left(t-\frac{n_{j}}{n_{k}} s\right) / \sqrt{n_{j}\left(1-\frac{n_{j}}{n_{k}}\right)} \sigma\right)}{\sqrt{n_{j}\left(1-\frac{n_{j}}{n_{k}}\right)} \sigma} \tag{23}
\end{equation*}
$$

where $\phi(x)$ is the density function of the standard normal distribution.
Poisson distribution. Assume $S_{n} \sim \mathcal{P}(n \lambda)$ for any $n$. Then

$$
\begin{equation*}
p_{n_{j} \mid n_{k}}(t \mid s)=b_{n_{j} \mid n_{k}}(t \mid s) \equiv\binom{s}{t}\left(\frac{n_{j}}{n_{k}}\right)^{t}\left(1-\frac{n_{j}}{n_{k}}\right)^{s-t} \tag{24}
\end{equation*}
$$

Example 2.1. Let $N$ be the first exit time to stopping region $\mathcal{B}$ in (20). If $S_{n} \sim N\left(n \theta, n \sigma^{2}\right)$ for any $n$, then the conditional expectation in (11) can be calculated by the conditional distribution in (23). In the continuation region, or $s \in\left(b_{n_{k}}, a_{n_{k}}\right)$, we have $l\left(n_{k}, s\right)=0$ by Theorem 2.2. In the stopping region, or $s \in\left(b_{n_{k}}, a_{n_{k}}\right)^{c}$,

$$
l\left(n_{k}, s\right)=1-\sum_{i=1}^{k-1}\left\{\left(\int_{a_{n_{i}}}^{\infty}+\int_{-\infty}^{b_{n_{i}}}\right) l\left(n_{i}, t\right) \phi_{n_{i} \mid n_{k}}(t \mid s) d t\right\}
$$

by (11) and (23). Similarly, by (12) and (23), $l\left(n_{k}, s\right)=\int_{b_{n_{k-1}}}^{a_{n}} l^{*}\left(n_{k-1}, t\right)$ $\phi_{n_{k-1} \mid n_{k}}(t \mid s) d t$, where, for $t \in\left(b_{n_{k-1}}, a_{n_{k-1}}\right), l^{*}\left(n_{k-1}, t\right)=\int_{b_{n_{k-2}}}^{a_{n_{k-2}}} l^{*}\left(n_{k-2}, \tau\right)$ $\phi_{n_{k-2} \mid n_{k-1}}(\tau \mid t) d \tau$ by (9) and (23).
Remark 2.1. By (1), the density of $\left(N, S_{N}\right)$ for any $\theta$ is related to that for a given $\theta_{0}$ by

$$
\begin{equation*}
p_{\theta}(n, s)=p_{\theta_{0}}(n, s) r\left(n, s ; \theta, \theta_{0}\right) \tag{25}
\end{equation*}
$$

where $r\left(n, s ; \theta, \theta_{0}\right)=\frac{f_{\theta}(n, s)}{f_{\theta_{0}}(n, s)}$. If $S_{n}$ is the sum of i.i.d. $X_{i}$ 's, then for $S_{n} \sim$ $N\left(n \theta, n \sigma^{2}\right), r\left(n, s ; \theta, \theta_{0}\right)=\exp \left\{\frac{2 s\left(\theta-\theta_{0}\right)-n\left(\theta^{2}-\theta_{0}^{2}\right)}{2 \sigma^{2}}\right\} ;$ for $S_{n} \sim B(n, p), r\left(n, s ; p, p_{0}\right)=$ $\left(\frac{p}{p_{0}}\right)^{s}\left(\frac{1-p}{1-p_{0}}\right)^{n-s} ;$ for $S_{n} \sim \mathcal{P}(n \lambda), r\left(n, s ; \lambda, \lambda_{0}\right)=\left(\frac{\lambda}{\lambda_{0}}\right)^{s} \exp \left\{-n\left(\lambda-\lambda_{0}\right)\right\}$.

Remark 2.2. The density of ( $N, S_{N}$ ) can be obtained by four methods: First by (1), in which $l(n, s)$ can be obtained by (12); second by (15), in which $l^{*}(n, s)$ can be obtained by (9); third by (25), in which $p_{\theta_{0}}(n, s)$ can be obtained by (17) (or other methods, e.g., multivariate normal integration); and fourth, directly by equation (17). The first method does not require that $S_{n_{k}}-S_{n_{k-1}}$ be independent of $S_{n_{k-1}}$ for all $n_{k}$ S of $N$, whereas the remaining methods do. The fourth method is traditional, and first used by Aroian (1968) for the binomial distribution and by Armitage (1969) for the normal distribution. However, because $v_{\theta}(n, s)$ in (17) depends on $\theta$, the convolution (18) for $v_{\theta}(n, s)$ has to be evaluated for each $\theta$. The third method improves on the fourth method by utilizing the relationship between $p_{\theta}(n, s)$ and $p_{\theta_{0}}(n, s)$, which has been used by Emerson and Fleming (1990) for the normal distribution. The ratio of the two densities in (25) is $r\left(n_{k}, s ; \theta, 0\right)=\exp \left(s \theta-n_{k} \theta^{2} / 2\right)$ (assume $\theta_{0}=0$ and $\sigma^{2}=1$ ), by which a small round-off error in computing $p_{0}\left(n_{k}, s\right)$ could result in a major error for $p_{\theta}\left(n_{k}, s\right)$. For example, in testing (19) at significance level 0.025 with 0.95 power to detect an alternative of $\theta=0.5$, we have $p_{0.5}(22,20.5) / p_{0}(22,20.5)=1808$ by (25) on point $\left(n_{k}, s\right)=(22,20.5)$, which indicates that a round-off error for $p_{0}\left(n_{k}, s\right)$ would be amplified 1808 times for $p_{\theta}\left(n_{k}, s\right)$. As $s$ increases, such an error increases quickly (e.g., if $s=30$, the error is amplified 208, 981 times). This error could be fatal for those $\left(n_{k}, s\right)$ at which $p_{0}\left(n_{k}, s\right)$ is close to 0 and $p_{\theta}\left(n_{k}, s\right)$ is large. In the first and second methods, $l\left(n_{k}, s\right)$ and $l^{*}\left(n_{k}, s\right)$ are between 0 and 1 and do not depend on $\theta$, and $l\left(n_{k}, s\right)$ is small if and only if $p_{\theta}\left(n_{k}, s\right)$ is small for all $\theta$. Thus, evaluation of $p_{\theta}\left(n_{k}, s\right)$ is more accurate and effective by the first and the second methods than by the third and fourth methods.

## 3. Evaluation of Sequential Tests and Post-Test Estimation

### 3.1. Classical operating characteristics

Assume $N$ is the first exit time to $\mathcal{B}$ in (20) for testing the hypotheses in (19). Setting $H(n, s)=1_{\left(s>a_{n}\right)}$ in (3) yields the power function of the sequential test

$$
\begin{equation*}
\beta(\theta)=P_{\theta}\left(S_{N} \geq a_{N}\right)=E_{\theta}\left\{1_{\left(S_{N} \geq a_{N}\right)}\right\}=\sum_{n_{k}} E_{\theta}\left\{1_{\left(S_{n_{k}}>a_{n_{k}}\right)} l\left(n_{k}, S_{n_{k}}\right)\right\} . \tag{26}
\end{equation*}
$$

Setting $H(n, s)=n$ in (3) yields the expected sample size (average sample number (ASN), traditionally)

$$
\begin{equation*}
A S N(\theta)=E_{\theta}(N)=\sum_{n_{k}} E_{\theta}\left\{n_{k} l\left(n_{k}, S_{n_{k}}\right)\right\} . \tag{27}
\end{equation*}
$$

Since the distribution of $S_{n_{k}}$ is known and $l\left(n_{k}, s\right)$ can be evaluated based on theorems in Section 2.2, calculation in (26) and (27) is straightforward.

### 3.2. Estimation after sequential tests

After a sequential test, $\theta$ is usually estimated by the maximum likelihood estimator $\hat{\theta}_{m l}=\hat{\theta}_{m l}\left(N, S_{N}\right)$ (e.g., $\hat{\theta}_{m l}=S_{N} / N$ in the normal case) which is well-known to be biased. A bias-adjusted estimator was suggested by Whitehead (1986) and by Chang, Wieand and Chang (1989). We propose to evaluate the bias-adjusted estimation by using the eigenvalue function, and demonstrate its efficiency in this application.

Let $B(\theta)=E_{\theta}\left\{\hat{\theta}_{m l}\left(N, S_{N}\right)\right\}-\theta$ be the bias of the estimator $\hat{\theta}_{m l}\left(N, S_{N}\right)$ for a given $\theta$. An unbiased estimate of $\theta$ would be $\left(\hat{\theta}_{m l}\right)_{\text {observed }}-B(\theta)$ which depends on the unknown $\theta$. This motivates the equation $\tilde{\theta}=\left(\hat{\theta}_{m l}\right)_{\text {observed }}-B(\tilde{\theta})$ that determines a bias-adjusted estimator $\tilde{\theta}$. By simple algebra, $\tilde{\theta}$ is the solution of the following equation for $\theta$ :

$$
\begin{equation*}
E_{\theta}\left(\hat{\theta}_{m l}\right)=\left(\hat{\theta}_{m l}\right)_{o b s e r v e d} \tag{28}
\end{equation*}
$$

which may be viewed as estimation by the method of moments. Equation (28) can be solved for $\theta$ by straightforward computation by incorporating the eigenvalue function with the Newton-Ralphson method. By (3), the expectation of MLE as a function of $\theta$ is

$$
\begin{equation*}
h(\theta)=E_{\theta}\left\{\hat{\theta}_{m l}\left(N, S_{N}\right)\right\}=\sum_{n_{k}} E_{\theta}\left\{\hat{\theta}_{m l}\left(n_{k}, S_{n_{k}}\right) l\left(n_{k}, S_{n_{k}}\right)\right\} . \tag{29}
\end{equation*}
$$

By (3) and (4),

$$
\begin{equation*}
h^{\prime}(\theta)=\sum_{n_{k}} E_{\theta}\left[\hat{\theta}_{m l}\left(n_{k}, S_{n_{k}}\right) \frac{\partial}{\partial \theta}\left\{\log f_{\theta}\left(n_{k}, S_{n_{k}}\right)\right\} l\left(n_{k}, S_{n_{k}}\right)\right] . \tag{30}
\end{equation*}
$$

The bias-adjusted estimate, or the solution of equation (28), is the limit of $\tilde{\theta}_{i}$ where

$$
\begin{equation*}
\tilde{\theta}_{i}=\tilde{\theta}_{i-1}-\frac{h\left(\tilde{\theta}_{i-1}\right)-\left(\hat{\theta}_{m l}\right)_{\text {observed }}}{h^{\prime}\left(\tilde{\theta}_{i-1}\right)} \tag{31}
\end{equation*}
$$

$i=1,2, \ldots$, and initial value $\tilde{\theta}_{0}=\left(\hat{\theta}_{m l}\right)_{\text {observed }}$. The bias-adjusted estimate $\tilde{\theta}$ is a function of $\hat{\theta}_{m l}$, or $\tilde{\theta}=\tilde{\theta}\left(\hat{\theta}_{m l}\right)$. The bias-adjusted estimate $\tilde{\theta}$ still has a bias, $B^{*}(\theta)=E_{\theta}\left\{\tilde{\theta}\left(\hat{\theta} \hat{\theta}_{m l}\left(N, S_{N}\right)\right)\right\}-\theta$. This tends to be substantially smaller than $B(\theta)$. From (3) we have

$$
\begin{equation*}
E_{\theta}\left\{\tilde{\theta}\left(\hat{\theta}_{m l}\left(N, S_{N}\right)\right)\right\}=\sum_{n_{k}} E_{\theta}\left\{\tilde{\theta}\left(\hat{\theta}_{m l}\left(n_{k}, S_{n_{k}}\right)\right) l\left(n_{k}, S_{n_{k}}\right)\right\} . \tag{32}
\end{equation*}
$$

Evaluation of $\tilde{\theta}\left(\hat{\theta}_{m l}\left(n_{k}, s\right)\right)$ for each $\left(n_{k}, s\right)$ in (32) requires a converging sequence in (31). Therefore, the efficiency for evaluating $B^{*}(\theta)$ is much improved by
repeated use of $l\left(n_{k}, s\right)$ in (29), (30) and (32), as compared with the traditional method (i.e., the fourth method in Remark 2.2).

### 3.3. Probabilities of discordance

When early stopping of a clinical trial is considered, it is important to find the probability that a different decision would be reached should we have continued to collect data to the end (maximum information time) and then used a nonsequential test. We say that a sequential procedure and a nonsequential test are comparable if the probability of discordance $P(D)$ is negligible, where $D$ is the event that the sequential test and the nonsequential test lead to different rejection/acceptance decisions when both are used on the same sequence of observations. Here we develop methods for deriving various probabilities of discordance by using the proposed approach.

Let $\mathcal{B}^{a}$ and $\mathcal{B}^{r}$ be the acceptance and rejection regions for $\left(N, S_{N}\right)$ for testing hypotheses $H_{0}: \theta \in \Theta_{0}$ vs. $H_{a}: \theta \in \Theta_{a}$. Let $\mathcal{B}$ be the sequential stopping region for $\left(N, S_{N}\right)$ as in (5), then $\mathcal{B}=\mathcal{B}^{a} \cup \mathcal{B}^{r}$. Let $\mathcal{R}^{a}$ and $\mathcal{R}^{r}$ be the acceptance and rejection regions for a nonsequential test based on $S_{m}$ for testing the same hypotheses, where $m$, the sample size of $S_{m}$, is constant. Define events

$$
\begin{equation*}
D^{a}=\left\{\left(N, S_{N}\right) \in \mathcal{B}^{r}, S_{m} \in \mathcal{R}^{a}\right\} \quad \text { and } \quad D^{r}=\left\{\left(N, S_{N}\right) \in \mathcal{B}^{a}, S_{m} \in \mathcal{R}^{r}\right\} \tag{33}
\end{equation*}
$$

$D^{a}$ is the event that the null hypothesis is accepted by the nonsequential test, but is rejected by the sequential test; similarly, $D^{r}$ is the event with opposite actions. Hence $D=D^{a} \cup D^{r}$ and the probability of discordance between the test statistics $\left(N, S_{N}\right)$ and $S_{m}$ is

$$
\begin{equation*}
\rho(\theta) \equiv P_{\theta}(D)=P_{\theta}\left(D^{a}\right)+P_{\theta}\left(D^{r}\right) \tag{34}
\end{equation*}
$$

Noting that $P_{\theta}(D)=P_{\theta}(D \cap(N \leq m))+P_{\theta}(D \cap(N>m))$, we present expressions for $P_{\theta}(D \cap(N \leq m))$ in Theorem 3.1, and for $P_{\theta}(D \cap(N>m))$ in Theorem 3.2.
Theorem 3.1. Let $\mathcal{B}_{n_{k}}^{a}=\left\{s:\left(n_{k}, s\right) \in \mathcal{B}^{a}\right\}$ and $\mathcal{B}_{n_{k}}^{r}=\left\{s:\left(n_{k}, s\right) \in \mathcal{B}^{r}\right\}$. Then

$$
\begin{gather*}
P_{\theta}(D \cap(N \leq m))=E_{\theta}\left\{P\left(D \cap(N \leq m) \mid S_{m}\right)\right\},  \tag{35}\\
P\left(D \cap(N \leq m) \mid S_{m}\right)= \begin{cases}\sum_{n_{k} \leq m} E\left\{1_{\left(S_{n_{k}} \in \mathcal{B}_{n_{k}}^{a}\right)} l\left(n_{k}, S_{n_{k}}\right) \mid S_{m}\right\} & \text { if } S_{m} \in \mathcal{R}^{r}, \\
\sum_{n_{k} \leq m} E\left\{1_{\left(S_{n_{k}} \in \mathcal{B}_{n_{k}}^{r}\right)} l\left(n_{k}, S_{n_{k}}\right) \mid S_{m}\right\} & \text { if } S_{m} \in \mathcal{R}^{a} .\end{cases} \tag{36}
\end{gather*}
$$

Proof. Equation (35) is clear. We need only show (36). For any $s \in \mathcal{R}^{r}$, we have $D^{a} \cap\left(S_{m}=s\right)=\emptyset$ by (33); hence $P\left(D^{a} \mid S_{m}=s\right)=0$. Thus

$$
P\left(D \cap(N \leq m) \mid S_{m}=s\right)=P\left(D^{r} \cap(N \leq m) \mid S_{m}=s\right)
$$

$$
\begin{align*}
& =P\left(\left(N, S_{N}\right) \in \mathcal{B}^{a}, N \leq m \mid S_{m}=s\right)=\sum_{n_{k} \leq m} E\left\{1_{\left(S_{n_{k}} \in \mathcal{B}_{n_{k}}^{a}\right)} 1_{\left(N=n_{k}\right)} \mid S_{m}=s\right\} \\
& =\sum_{n_{k} \leq m} E\left[E\left\{1_{\left(S_{n_{k}} \in \mathcal{B}_{n_{k}}^{a}\right)} 1_{\left(N=n_{k}\right)} \mid S_{n_{k}}\right\} \mid S_{m}=s\right] \\
& =\sum_{n_{k} \leq m} E\left[1_{\left(S_{n_{k}} \in \mathcal{B}_{n_{k}}^{a}\right.} E\left\{1_{\left(N=n_{k}\right)} \mid S_{n_{k}}\right\} \mid S_{m}=s\right] . \tag{37}
\end{align*}
$$

Joining (37) and $E\left\{1_{\left(N=n_{k}\right)} \mid S_{n_{k}}\right\}=l\left(n_{k}, S_{n_{k}}\right)$, we have the first equation in (36). The second equation in (36) can be obtained similarly.

### 3.3.1. Discordance between sequential and nonsequential conclusions

When a sequential boundary is crossed, a natural question is whether the conclusion would be reversed if we did not stop but continued to the end. The chance of this event can be measured by the probability of discordance between a sequential test and the nonsequential test at the last stage of the sequential test. In a sequential test, we may want to ignore an early boundary crossing and continue to gather observations until a later stage, either to obtain a better estimate of the unknown parameter with a larger sample size, or to avoid early stopping caused by unexpected dependence among observations. If the probability of discordance is small, we will be less concerned with the possibility that the conclusion at early stopping will be reversed at later stages. Examples of sequential procedures that have a very small probability of discordance with their last stages are those based on stochastic curtailing (Lan, Simon, and Halperin (1982)) and those based on the sequential conditional probability ratio tests (Xiong (1995)).

Let $\rho_{s} \equiv P\left(D \mid S_{m}=s\right)$ be the conditional probability of discordance given $S_{m}=s$, where $S_{m}$ is the observation at the final stage of the sequential test. Because $P(N>m)=0$ by the definition of $m$, we have $P(D)=P(D \cap(N \leq m))$ and

$$
\rho_{s} \equiv P\left(D \mid S_{m}=s\right)= \begin{cases}\sum_{n_{k} \leq m} E\left\{1_{\left(S_{n_{k}} \in \mathcal{B}_{n_{k}}^{a}\right.} l\left(n_{k}, S_{n_{k}}\right) \mid S_{m}=s\right\} & \text { if } \quad s \in \mathcal{R}^{r}, \\ \sum_{n_{k} \leq m} E\left\{1_{\left(S_{n_{k}} \in \mathcal{B}_{n_{k}}\right)} l\left(n_{k}, S_{n_{k}}\right) \mid S_{m} s\right\} & \text { if } \quad s \in \mathcal{R}^{a},\end{cases}
$$

by (36). Given a true $\theta$, by averaging out the conditioning values of $S_{m}$, the overall probability of discordance between the sequential and nonsequential test is

$$
\begin{align*}
\rho(\theta)= & E_{\theta}\left[1_{\left(S_{m} \in \mathcal{R}^{r}\right)} \sum_{n_{k}} E\left\{1_{\left(S_{n_{k}} \in \mathcal{B}_{n_{k}}^{a}\right)} l\left(n_{k}, S_{n_{k}}\right) \mid S_{m}\right\}\right] \\
& +E_{\theta}\left[1_{\left(S_{m} \in \mathcal{R}^{a}\right)} \sum_{n_{k}} E\left\{1_{\left(S_{n_{k}} \in \mathcal{B}_{n_{k}}^{r}\right)} l\left(n_{k}, S_{n_{k}}\right) \mid S_{m}\right\}\right] . \tag{38}
\end{align*}
$$

The probabilities of discordance $\rho_{s}$ and $\rho(\theta)$ measure the probability that the sequential test contradicts the nonsequential test. For $\rho_{s}$, the probability is conditional on $S_{m}=s$ and does not depend on $\theta$. For $\rho(\theta)$, the probability averages out $S_{m}$, but depends on $\theta$. Let $\rho=\max _{s} \rho_{s}$ and $\rho_{\max }=\max _{\theta} \rho(\theta)$. Then $\rho_{s} \leq \rho$ for any $s ; \rho(\theta) \leq \rho_{\max } \leq \rho$ for any $\theta . \rho$ and $\rho_{\max }$ can be used for design and evaluation of a sequential test.

### 3.3.2. Discordance with comparable non-sequential test

The significance level and/or the power of a sequential test could be different from those of the nonsequential test at the last stage of the sequential test. A nonsequential test that has the same significance level and power as a given sequential test may be more appropriate for comparison with the sequential test. This nonsequential test design is called the reference fixed sample size test (RFSST). The maximum sample size of a sequential procedure is usually larger than the sample size of its RFSST. Let $m$ be the sample size of the nonsequential test and $m^{*}$ be the maximum sample size of the sequential test design, then $m \leq m^{*}$. Let $D$ be the event that a sequential test and RFSST lead to a different rejection/acceptance decision when both tests are used on the same sequence of observations. Since $P_{\theta}(D)=P_{\theta}(D \cap(N \leq m))+P_{\theta}(D \cap(N>m))$, and $P_{\theta}(D \cap(N \leq m))$ can be obtained by equations (35) and (36), we need only evaluate $P_{\theta}(D \cap(N>m))$, see Theorem 3.2 below. First a few lemmas.

Lemma 3.1. Let $\mathcal{B}$ and $\mathcal{C}$ be defined as in (5). If $n_{k-1} \leq m<n_{k}$, then for any set $I$ in the range of $S_{m}$ and for $\left(n_{k}, s\right) \in \mathcal{C}$,
$P\left(N>n_{k}, S_{m} \in I \mid S_{n_{k}}=s\right)= \begin{cases}E\left[1_{\left(S_{m} \in I\right)} E\left\{l^{*}\left(n_{k-1}, S_{n_{k-1}}\right) \mid S_{m}\right\} \mid S_{n_{k}}=s\right] & \text { if } n_{k-1}<m, \\ E\left\{1_{\left(S_{m} \in I\right)} l^{*}\left(n_{k-1}, S_{n_{k-1}}\right) \mid S_{n_{k}}=s\right\} & \text { if } n_{k-1}=m,\end{cases}$
where $l^{*}\left(n_{k-1}, s\right)$ is defined as in (8). For $\left(n_{k}, s\right) \in \mathcal{B}$,
$P\left(N=n_{k}, S_{m} \in I \mid S_{n_{k}}=s\right)= \begin{cases}E\left[1_{\left(S_{m} \in I\right)} E\left\{l^{*}\left(n_{k-1}, S_{n_{k-1}}\right) \mid S_{m}\right\} \mid S_{n_{k}}=s\right] & \text { if } n_{k-1}<m, \\ \left.E\left\{1_{\left(S_{m} \in I\right)}\right)^{*}\left(n_{k-1}, S_{n_{k-1}}\right) \mid S_{n_{k}}=s\right\} & \text { if } n_{k-1}=m .\end{cases}$

Proof. For any $\left(n_{k}, s\right) \in \mathcal{C}, P\left(N>n_{k}, S_{m} \in I \mid S_{n_{k}}=s\right)=P\left\{N>n_{k-1}, S_{m} \in I \mid S_{n_{k}}=s\right\}$. If $n_{k-1}<m$, then $P\left\{N>n_{k-1}, S_{m} \in I \mid S_{n_{k}}=s\right\}=E\left[1_{\left(S_{m} \in I\right)} E\left\{1_{\left(N>n_{k-1}\right)} \mid S_{m}\right\} \mid S_{n_{k}}=\right.$ $s]$, which yields the first equation in (39) because $E\left\{1_{\left(N>n_{k-1}\right)} \mid S_{m}\right\}=E\left\{l^{*}\left(n_{k-1}\right.\right.$, $\left.\left.S_{n_{k-1}}\right) \mid S_{m}\right\}$. If $n_{k-1}=m$, then $P\left(N>n_{k-1}, S_{m} \in I \mid S_{n_{k}}=s\right)=E\left[1_{\left(S_{m} \in I\right)}\right.$ $\left.E\left\{1_{\left(N>n_{k-1}\right)} \mid S_{n_{k-1}}\right\} \mid S_{n_{k}}=s\right]$, which yields the second equation in (39) because $E\left\{1_{\left(N>n_{k-1}\right)} \mid S_{n_{k-1}}\right\}=l^{*}\left(n_{k-1}, S_{n_{k-1}}\right)$. Equations in (40) can be obtained similarly.

Lemma 3.2. For $n_{k}>m$ and any $\left(n_{k}, s\right)$, define
$l_{a}^{*}\left(n_{k}, s\right) \equiv P\left(N>n_{k}, S_{m} \in \mathcal{R}^{a} \mid S_{n_{k}}=s\right)$ and $l_{r}^{*}\left(n_{k}, s\right) \equiv P\left(N>n_{k}, S_{m} \in \mathcal{R}^{r} \mid S_{n_{k}}=s\right)$.
Then for $n_{k}>m$ and $\left(n_{k}, s\right) \in \mathcal{B}$, we have $l_{a}^{*}\left(n_{k}, s\right)=0$ and $l_{r}^{*}\left(n_{k}, s\right)=0$. For $n_{k}>m$ and $\left(n_{k}, s\right) \in \mathcal{C}$, if $n_{k-1}>m$, then
$l_{a}^{*}\left(n_{k}, s\right)=E\left\{l_{a}^{*}\left(n_{k-1}, S_{n_{k-1}}\right) \mid S_{n_{k}}=s\right\}$ and $l_{r}^{*}\left(n_{k}, s\right)=E\left\{l_{r}^{*}\left(n_{k-1}, S_{n_{k-1}}\right) \mid S_{n_{k}}=s\right\} ;$
if $n_{k-1} \leq m<n_{k}$, then for $\left(n_{k}, s\right) \in \mathcal{C}, l_{a}^{*}\left(n_{k}, s\right)$ and $l_{r}^{*}\left(n_{k}, s\right)$ are given by the right side of (39) with $I=\mathcal{R}^{a}$ and $I=\mathcal{R}^{r}$, respectively.
Proof. The proof is similar to that for (9), except for the case of $\left(n_{k}, s\right) \in \mathcal{C}$ and $n_{k-1} \leq m<n_{k}$ which follows from Lemma 3.1.
Lemma 3.3. For $n_{k}>m$ and any $\left(n_{k}, s\right)$, define
$l_{a}\left(n_{k}, s\right) \equiv P\left(N=n_{k}, S_{m} \in \mathcal{R}^{a} \mid S_{n_{k}}=s\right)$ and $l_{r}\left(n_{k}, s\right) \equiv P\left(N=n_{k}, S_{m} \in \mathcal{R}^{r} \mid S_{n_{k}}=s\right)$.
For $n_{k}>m$ and $\left(n_{k}, s\right) \in \mathcal{C}$, we have $l_{a}\left(n_{k}, s\right)=0$ and $l_{r}\left(n_{k}, s\right)=0$. For $n_{k}>m$ and $\left(n_{k}, s\right) \in \mathcal{B}$, if $n_{k-1}>m$, then
$l_{a}\left(n_{k}, s\right)=E\left\{l_{a}^{*}\left(n_{k-1}, S_{n_{k-1}}\right) \mid S_{n_{k}}=s\right\}$ and $l_{r}\left(n_{k}, s\right)=E\left\{l_{r}^{*}\left(n_{k-1}, S_{n_{k-1}}\right) \mid S_{n_{k}}=s\right\}$,
where $l_{a}^{*}\left(n_{k}, s\right)$ and $l_{r}^{*}\left(n_{k}, s\right)$ are given as in (41). If $n_{k-1} \leq m<n_{k}$, then $l_{a}\left(n_{k}, s\right)$ and $l_{r}\left(n_{k}, s\right)$ are given by the right side of (40) with $I=\mathcal{R}^{a}$ and $I=\mathcal{R}^{r}$, respectively.
Proof. The proof of this lemma is parallel to that of Lemma 3.2. by interchanging $\left(n_{k}, s\right) \in \mathcal{C}$ with $\left(n_{k}, s\right) \in \mathcal{B}$.
Theorem 3.2. Let $\mathcal{B}_{n_{k}}^{a}$ and $\mathcal{B}_{n_{k}}^{r}$ be defined in Theorem 3.1. Then
$P_{\theta}\{D \cap(N>m)\}=\sum_{n_{k}>m}\left[E_{\theta}\left\{1_{\left(S_{n_{k}} \in \mathcal{B}_{n_{k}}^{a}\right.} l_{r}\left(n_{k}, S_{n_{k}}\right)\right\}+E_{\theta}\left\{1_{\left(S_{n_{k}} \in \mathcal{B}_{n_{k}}^{r}\right.} l_{a}\left(n_{k}, S_{n_{k}}\right)\right\}\right]$,
where $l_{r}\left(n_{k}, S_{n_{k}}\right)$ and $l_{a}\left(n_{k}, S_{n_{k}}\right)$ are given as in (44); and $\mathcal{B}_{n_{k}}^{a}=\left\{s:\left(n_{k}, s\right) \in\right.$ $\left.\mathcal{B}^{a}\right\}$ and $\mathcal{B}_{n_{k}}^{r}=\left\{s:\left(n_{k}, s\right) \in \mathcal{B}^{r}\right\}$.
Proof. By (34), we have

$$
\begin{equation*}
P\{D \cap(N>m)\}=P_{\theta}\left\{D^{r} \cap(N>m)\right\}+P_{\theta}\left\{D^{a} \cap(N>m)\right\} . \tag{46}
\end{equation*}
$$

The first term on the right side of (46) is

$$
\begin{aligned}
& P_{\theta}\left\{D^{r} \cap(N>m)\right\}=\sum_{n_{k}>m} P_{\theta}\left\{N=n_{k},\left(n_{k}, S_{n_{k}}\right) \in \mathcal{B}^{a}, S_{m} \in \mathcal{R}^{r}\right\} \\
= & \sum_{n_{k}>m} E_{\theta}\left[1_{\left\{\left(n_{k}, S_{n_{k}}\right) \in \mathcal{B}^{a}\right\}} E\left\{1_{\left(N=n_{k}, S_{m} \in \mathcal{R}^{r}\right)} \mid S_{n_{k}}\right\}\right]=\sum_{n_{k}>m} E_{\theta}\left\{1_{\left(S_{n_{k}} \in \mathcal{B}_{n_{k}}^{a}\right.} l_{r}\left(n_{k}, S_{n_{k}}\right)\right\} .
\end{aligned}
$$

Similarly, the second term in (46) is $P_{\theta}\left\{D^{a} \cap(N>m)\right\}=\sum_{n_{k}>m} E_{\theta}\left\{1_{\left(S_{n_{k}} \in \mathcal{B}_{n_{k}}^{r}\right)}\right.$ $\left.l_{a}\left(n_{k}, S_{n_{k}}\right)\right\}$. Hence, (45) holds.

Let $n_{k^{*}}$ be the largest possible value of $N$ less than or equal to the sample size $m$ of the nonsequential test. Then the probability that the sequential test needs more samples than the nonsequential test is $P_{\theta}\left(N>n_{k^{*}}\right)=E_{\theta}\{P(N>$ $\left.\left.n_{k^{*}} \mid S_{n_{k^{*}}}\right)\right\}=E_{\theta}\left\{l^{*}\left(n_{k^{*}}, S_{n_{k^{*}}}\right)\right\}$. Numerical examples for the probability of discordance and the above probability can be found in Tan, Xiong and Kutner (1998).
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