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Abstract
Background: Understanding and predicting protein stability upon point mutations has wide-spread importance in
molecular biology. Several prediction models have been developed in the past with various algorithms. Statistical
potentials are one of the widely used algorithms for the prediction of changes in stability upon point mutations. Although
the methods provide flexibility and the capability to develop an accurate and reliable prediction model, it can be achieved
only by the right selection of the structural factors and optimization of their parameters for the statistical potentials. In
this work, we have selected five atom classification systems and compared their efficiency for the development of amino
acid atom potentials. Additionally, torsion angle potentials have been optimized to include the orientation of amino acids
in such a way that altered backbone conformation in different secondary structural regions can be included for the
prediction model. This study also elaborates the importance of classifying the mutations according to their solvent
accessibility and secondary structure specificity. The prediction efficiency has been calculated individually for the
mutations in different secondary structural regions and compared.

Results: Results show that, in addition to using an advanced atom description, stepwise regression and selection of
atoms are necessary to avoid the redundancy in atom distribution and improve the reliability of the prediction model
validation. Comparing to other atom classification models, Melo-Feytmans model shows better prediction efficiency by
giving a high correlation of 0.85 between experimental and theoretical ∆∆G with 84.06% of the mutations correctly
predicted out of 1538 mutations. The theoretical ∆∆G values for the mutations in partially buried β-strands generated
by the structural training dataset from PISCES gave a correlation of 0.84 without performing the Gaussian apodization
of the torsion angle distribution. After the Gaussian apodization, the correlation increased to 0.92 and prediction
accuracy increased from 80% to 88.89% respectively.

Conclusion: These findings were useful for the optimization of the Melo-Feytmans atom classification system and
implementing them to develop the statistical potentials. It was also significant that the prediction efficiency of mutations
in the partially buried β-strands improves with the help of Gaussian apodization of the torsion angle distribution. All these
comparisons and optimization techniques demonstrate their advantages as well as the restrictions for the development
of the prediction model. These findings will be quite helpful not only for the protein stability prediction, but also for
various structure solutions in future.
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Background
Prediction of protein stability from structure is closely
related to the prediction of structure from sequence, pro-
tein-protein and protein-ligand interactions [1], protein
folding landscapes [2,3] and structure-function relation-
ships [4]. Hence, it shares similar benefits and problems
encountered by several methods available for those pre-
dictions. Knowledge-based potentials have been used in
many aspects of protein structure solutions [5-10]. Hence,
the prediction methods compared and optimized in this
work are directly applicable for many such disciplines.

Several atom classification models [11-14] are available
for the prediction of protein structure and stability with
variable amount of success rates. There were also attempts
to evaluate them [13] in order to select the one with the
best definition suitable for a specific purpose. In this
work, we have selected five classification models and
compared them for their maximum efficiency in predict-
ing protein stability. The atomic level organization of
potentials for analyzing the radial distribution exhibits
coverage of local and non-local interactions, and hence
offers high accuracy for predictions [6]. As we described in
our previous work [7], the energy functions are predomi-
nantly derived from the mean force potentials based on
inverse Boltzmann's principle. Statistical methods were
used to construct the prediction equation and eliminate
the redundancy in the distribution of similar atoms in the
atom model. This is especially important to ensure the
reliability of prediction in the validation tests.

In our previous work [7], we evaluated the effect of tor-
sion angle potentials and showed that their inclusion in
the prediction increases the prediction accuracy. In this
study, we have compared the torsion angle potentials with
and without the Gaussian apodization in order to identify
the mutations that adapt altered backbone torsion angles.
Further, we have elaborated the work on the classification
of mutations based on their solvent accessibility and sec-
ondary structure for improving the prediction efficiency
and observed intuitive results in the development of pre-
diction model. In our previous work, we compared the
overall prediction efficiency of multiple prediction algo-
rithms and evaluated the improvements of our own
method. In general, some of the algorithms [15,16] were
comparatively old and suffer from inadequacy due to lack
of mutations. Few methods [17] and their improved ver-
sions [18,19] used a bigger dataset, but they used redun-
dant mutation data which lead to unreliable prediction of
protein stability. Cheng et al. [20] used SVMs and reported
an accuracy of 84%. The current work differs by analysing
the prediction efficiency independently for the mutations
that are available in different regions of secondary struc-
tures and solvent accessibility. Additionally, five different
atom classification models were taken and their predic-

tion efficiencies were analysed. Results show that Melo-
Feytmans model [21] offers better prediction efficiency
compared to other atom classification models. Prediction
efficiency of mutations in the partially buried β-strands
improves with the help of Gaussian apodization of the
torsion angle distribution. This leads to the conclusion
that partially buried β-strands adapt altered backbone tor-
sion angles in protein mutants.

Methods
Atom Classification Models
For the development of the protein stability prediction
model, we selected five different atom classification meth-
ods for comparison. The first model classifies amino acid
heavy atoms into 5 basic types: aliphatic and aromatic car-
bons, nitrogen, oxygen and sulphur. This is one of the
simplest possible definitions for the amino acid atoms
that can be used in a prediction model. For the second def-
inition, we used 20 amino acid Cα atoms as the represent-
atives of amino acids. Additionally, we used 3 advanced
atom models namely Li-Nussinov [11], SATIS [14] and
Melo-Feytmans [12,21] model. Li and Nussinov classified
the amino acid heavy atoms into 24 different types that
reflect the maximum variation in VDW contact radii. The
classification criterion was based on the possible number
of hydrogen bonds and/or covalent bonds that can be
formed between two heavy atoms. The SATIS method
classifies the heavy atoms into 28 types according to their
covalent connectivity. The Melo-Feytmans model classi-
fies the heavy atoms into 40 types according to their loca-
tion (backbone/side-chain), connectivity and chemical
nature. The definitions used by these classification meth-
ods are closely linked to protein structure and stability fea-
tures and a comparison of these methods aids in the
selection of an optimal model for the amino acid-atom
potentials. Torsion angle potentials were retained without
any change for this comparison. Pearson's correlation
coefficient between the predicted and experimental ∆∆G
values for 1538 mutations taken from thermal denatura-
tion experiments was used as the quality criterion to com-
pare these models. These mutations were mainly taken
from the Protherm web database [22] and the literature
[7]. Additionally, prediction accuracy of mutations (cor-
rectly predicted as stabilizing or destabilizing) was
observed together with the correlation coefficient.

Effect of Gaussian Apodization and Torsion Angle 
Potentials
As we described in our previous work [7], torsion angle
potentials (f(φ, ψ)) were developed using the main back-
bone torsion angles φ and ψ.
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Here, σ is the standard deviation. The torsion angle distri-
bution was normalized with a standard procedure using
the circular apodization function (A(φ, ψ)) for φ and ψ
having the bivariate normal distribution. Apodization of
torsion angle distribution enables the mutants to adapt
slightly altered backbone torsion angle combinations.
This improves the accuracy in predictions by assigning
favorable energy values to the neighboring values of fre-
quently encountered torsion angle (φ-ψ) combinations.
Apodization is carried out by the Gaussian function
although other variants (Blackman, Hamming or Connes
apodization functions [23]) may contribute similarly to
the torsion angle distribution:

Here, µφ and µψ are the degrees of torsion angle altera-
tions. When large numbers of protein structures are used
from the structural training datasets, the torsion angle dis-
tribution is observed accurately having sufficient counts
for many torsion angle combinations. In order to achieve
the best prediction results, the maximum values of µφ and
µψ (Equation 2) were optimized so that the girth around
the φ-ψ peaks is adjusted accordingly to produce the best
prediction efficiency with higher correlation with experi-
mental ∆∆G.

In order to ensure that the effect of the Gaussian function
is not influenced by varying number of torsion angle com-
binations that may exist in different structural training
datasets, three different datasets were taken for the devel-
opment of torsion angle potentials: a non-redundant
dataset with 4024 protein chains derived from PISCES
[24], a non-redundant dataset (40% sequence identity
cut-off) from SCOP-ASTRAL [25] and the Top500 [26]
dataset which has been used previously as representative
torsion angle dataset by others.

Regression Methods
Multiple regression method with forward stepwise selec-
tion was used to fit the theoretically calculated energy val-
ues from atom distribution with the experimental ∆∆G.
Here, the atoms were fit with experimental data using
dynamic regression coefficients. These regression coeffi-
cients were calculated for all the atoms and torsion angle
potential, by regressing the calculated stabilisation energy
values with the experimental ∆∆G. Prediction algorithms
were developed individually for the five atom models and
their results were compared. The equations were sepa-
rately calculated for the mutations classified into various
structural regions. The optimization process was also car-
ried out for different regions using the same algorithm.

This enables us to compare the prediction ability of the
selected atom models across the structural regions.

As we described in our previous publication, we have used
the correlation coefficient between the predicted and
experimental ∆∆G of 1538 point mutations derived from
the thermal denaturation experiments. The correlation
coefficients from five atom classification models across
different structural regions were compared. The prediction
model with higher correlation between the experimental
and predicted ∆∆G is considered a better model.

Cross Validation Tests
Three independent cross-validation tests were used to
prove that the statistical potentials from atom types and
torsion angles can be used to develop an efficient predic-
tion model: Split-sample, jack-knife and k-fold cross-vali-
dation tests. For the split-sample validation, the total
mutation dataset was broken into two representative data-
sets. It was made sure that mutations from different struc-
tural regions were equally populated in these two datasets
every time. The prediction equation was developed from
one dataset and the same was applied to the other. For the
jack-knife test, every single mutation was individually
tested with the equation developed from the remaining
mutations. For k-fold cross validation, 3-, 4- and 5-folds
were considered where the mutation dataset was broken
into 3, 4 and 5 representative datasets and tested against
each other.

Results and discussion
The correlation coefficient (Fig. 1) and prediction accu-
racy (Fig. 2) of all the atom models were derived sepa-
rately and compared. The Melo-Feytmans model showed
the best results among all the atom classification models
followed by the SATIS atom model (Fig. 1). The former
showed a correlation of 0.85 with 84.06% of the muta-
tions correctly predicted out of 1538 mutations. The
SATIS model showed a slightly reduced correlation of
0.82 with 82.96% of mutations correctly predicted. Corre-
lation and prediction accuracy gradually reduced for other
atom models that had less number of atom types. It can
be concluded that the size of the atom model is directly
proportional to the increase in correlation. This is due to
an elaborate definition of protein environment of any big-
ger atom model. However, a statistical problem of over-
fitting of the atom types cannot be averted for a bigger
atom model definition, since the regression method has
too many parameters (predictors or atoms) offered by a
bigger atom model. An absurd model may fit perfectly, if
the model has enough complexity by comparison to the
amount of available mutation data. In addition, it may
end up with multiple prediction models that are signifi-
cantly different, yet offer equally good correlation
between experimental and predicted ∆∆G values due to
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over-fitting of atom parameters. Moreover, the prediction
model requires the simplest possible atom classification
system to ensure its reliability and to pass multiple valida-
tion tests. Hence, the solution for this problem was to use
a smaller atom classification model, either statistically
reduced or a model being small by default. So, the selec-
tion of specific atom types using their statistical signifi-
cance, combined with stepwise linear regression was
carried out to reduce the number of atom types. We
proved in our previous publication that these statistical
models provided good correlation between predicted and
experimental ∆∆G, where the reduced Melo-Feytmans
atom classification system performed better than other
atom models [7].

To get further insight on the capacity of these atom mod-
els, protein environment specific prediction efficiency was
also analyzed. The prediction algorithm using these atom
models showed a good correlation for the mutations in
the buried and exposed region compared to partially bur-
ied region of the protein. For the Melo-Feytmans model, a
correlation of 0.84 was observed for the mutations in the
buried helix regions (Fig. 1: ASA/SS classified structural
region 1). The correlation slightly decreased to 0.81 and
0.71 for the mutations in the partially buried region of
protein (Fig. 1: ASA/SS classified structural regions 2 and
3 respectively). However, the correlation increased in the

exposed region of the helices (Fig. 1: structural region 4).
Similar effect was observed for all the other atom models
in almost all structural regions.

A decrease in the correlation between experimental and
theoretical ∆∆G was observed in partially buried regions
of the protein for all the models (Fig. 1). It can be clearly
seen that all atom models predict mutations in buried and
exposed regions very well compared to the partially bur-
ied region. Due to high conservation of atom distribution
in compact structural regions of proteins and the atom
potentials' ability to include hydrophobic interactions,
the prediction model showed consistently good results in
buried structural regions. In the partially buried helix res-
idues, the prediction model showed slightly decreased
correlation and prediction accuracy because it could not
assess the stabilizing effect of some of these residues, since
the parameters from atom potentials were not as effective
as in the buried regions.

Parallel and anti-parallel β-strands are different in their
hydrogen bonding patterns. They were not distinguished
because a smaller number of mutations were found in
strands and a dedicated prediction model for each of them
would not be feasible. In the mutation dataset, there were
more stabilizing mutations in partially buried turns and
coils. These residues tend to achieve stability due to the

Prediction efficiency of atom models – correlation for predicting thermal ∆∆G valuesFigure 1
Prediction efficiency of atom models – correlation for predicting thermal ∆∆G values. Structural environment specific 
comparison of 5 different atom classification models used in the prediction of changes in protein stability. Correlation (1) and 
prediction accuracy (2) for predicting thermal ∆∆G values. Prediction efficiencies in 11 different structural regions were com-
pared using CL11 classification method [7]. This method classifies mutations into 11 structural regions [helices (0–2, 2–30, 30–
60, 60+), strands (0–5, 5–35, 35+) and others (0–10, 10–42, 42–67, 67+)]. MF40, SA28 and LN24 stand for the Melo-Feytmans, 
SATIS and Li-Nussinov atom models respectively.
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formation of favorable new interactions. These interac-
tions are newly established due to the flexibility of side
chains in the partially buried region.

The mutations in the exposed region were also found to
have higher correlation with the experimental ∆∆G. These
mutations are influenced by many unknown medium and
long range interactions. Usually, statistical potentials are
better than empirical energy functions in assessing the
unknown medium and long range interactions [27,28].
Exposed turns and coils are highly flexible regions in pro-
teins which are mostly involved in initiating the folding-
unfolding transition. Long range interactions play a signif-
icant role in all these cases [7]. Due to this reason, they
mainly initiate the unfolding process, even as a result of
slight changes in environmental conditions. Stabilizing
and destabilizing mutations were equal in number and
easily distinguished in this region. Thus, the statistical
potentials combined with classification of structural
regions, are more effective in these structural regions and
help us to overcome the previously reported problems [6]
to develop an efficient prediction model.

The correlation for the mutations in partially buried
strands (ASA/SS classified structural region 6 in fig. 1) for
the Melo-Feytmans model was slightly lower (correlation
coefficient = 0.78), compared to the correlation (0.82)
observed for the SATIS model. This was the only case for

better performance of a smaller atom model, which is due
to the over-fitting of the data by the Melo-Feytmans
model. This behavior further supports the necessity of
dimensionality reduction techniques to optimize the size
of atom models. We used multicolinearity diagnostics and
stepwise regression to eliminate this over-fitting effect in
all structural regions and showed a reliable prediction
model earlier [7]. Prediction accuracy (%) was found to be
similar to the observed correlation coefficient between
predicted and experimental ∆∆G, although there were
minor exceptions in some structural regions. However,
correlation is given higher importance in such cases
because a high correlation with ∆∆G always supports the
majority of mutations to be correctly predicted as stabiliz-
ing or destabilizing, but it's not vice versa.

Although we showed in our previous publication that the
Gaussian function improved the overall prediction effi-
ciency, it would be of particular interest to analyze and
learn which secondary structural regions benefit from this
function. Fig. 3 and Fig. 4 show the Boltzmann's energy
values calculated from the torsion angle distribution of
Gly before and after the Gaussian apodization respec-
tively. Apodization was done for the maximum of 7
degrees in either direction for both the angles φ and ψ.
This leaves us with 196 combinations from the φ-ψ distri-
bution (Fig 4).

Prediction efficiency of atom models – prediction accuracy for predicting thermal ∆∆G valuesFigure 2
Prediction efficiency of atom models – prediction accuracy for predicting thermal ∆∆G values. Structural environment 
specific comparison of 5 different atom classification models used in the prediction of changes in protein stability. Correlation 
(1) and prediction accuracy (2) for predicting thermal ∆∆G values. Prediction efficiencies in 11 different structural regions were 
compared using CL11 classification method [7]. This method classifies mutations into 11 structural regions [helices (0–2, 2–30, 
30–60, 60+), strands (0–5, 5–35, 35+) and others (0–10, 10–42, 42–67, 67+)]. MF40, SA28 and LN24 stand for the Melo-Feyt-
mans, SATIS and Li-Nussinov atom models respectively.
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Effects of Gaussian apodization of torsion angles – energy values calculated after the Gaussian apodizationFigure 4
Effects of Gaussian apodization of torsion angles – energy values calculated after the Gaussian apodization. Boltzmann's 
energy distribution derived from torsion angles φ and ψ for the amino acid Gly. Corners of the distribution graphs are denoted 
with sharp legs/edges (shown up or down depending on general distribution data value). Figure 4 shows the energy values cal-
culated after the Gaussian apodization.
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Effects of Gaussian apodization of torsion angles – energy values calculated before the Gaussian apodizationFigure 3
Effects of Gaussian apodization of torsion angles – energy values calculated before the Gaussian apodization. Boltz-
mann's energy distribution derived from torsion angles φ and ψ for the amino acid Gly. Corners of the distribution graphs are 
denoted with sharp legs/edges (shown up or down depending on general distribution data value). Figure 3 shows the energy 
values calculated before the Gaussian apodization.
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Fig. 5 compares the correlation coefficient between pre-
dicted and experimental ∆∆G values across the secondary
structural regions. Results show that, with respect to other
structural regions, mutations in exposed β-strands are pre-
dicted more efficiently after applying the Gaussian apodi-
zation. The theoretical ∆∆G values for the mutations in
partially buried β-strands generated by the structural
training dataset from PISCES gave a correlation of 0.84
without performing the Gaussian apodization of the tor-
sion angle distribution. After the Gaussian apodization,
the correlation increased to 0.92 and prediction accuracy
increased from 80% to 88.89% respectively. Since these
mutations are not in the compact region, they have higher
levels of flexibility and achieve a stabilizing conformation
even after a significant change in backbone torsion angles
φ and ψ. Comparing to other structural training datasets
considered for the torsion angle potential, PISCES per-
formed better in many of the secondary structural regions
(Fig 5, 6). This study leads to further optimize the Gaus-
sian function in future in such a way that every structural
region will assume unique parameters (angle bins, maxi-
mum degrees of flexibility). For the model validation, we
reported in our previous publication that the split-sample
validation gave a correlation (standard error) of 0.87
(0.71 kcal/mol) for the training dataset, and 0.77 (0.95
kcal/mol) for the representative test dataset. Correctly pre-
dicted mutations for the training and test datasets were

observed to be 84.6% and 81.6% respectively. For selected
methods of three, four and five subsets of dataset break-
age, the average correlation (standard error) was observed
to be 0.75 (0.99 kcal/mol) with 81% of the mutations cor-
rectly predicted. This shows that the prediction model can
be used for protein stability predictions. After removing
20 outliers observed during the above validation tests,
jack-knife validation was carried out which gave a correla-
tion coefficient of 0.70 (1.17 kcal/mol) with prediction
efficiency of 77.84%. These validation tests were highly
supportive for using the prediction algorithm for further
analyses in the current work that include the comparison
of atom classification models and the effect of Gaussian
apodization.

Conclusion
We have compared multiple atom classification models
and optimized the final prediction model (Melo-Feyt-
mans) using statistical methods and other structural fea-
tures to predict protein stability changes upon point
mutations. Moreover, we have also compared the predic-
tion efficiency of the model in multiple secondary struc-
tural regions. We have also demonstrated the efficiency of
the Gaussian apodization for the torsion angle potentials
and simultaneously compared the different structural
training datasets for the influence on the development of
the torsion angle potentials. All these comparisons and

Prediction efficiency of structural training datasets & Gaussian apodization – Correlation for predicting mutations with thermal ∆∆G valuesFigure 5
Prediction efficiency of structural training datasets & Gaussian apodization – Correlation for predicting mutations 
with thermal ∆∆G values. Comparison of structural training datasets to render torsion angle potentials. For the atom poten-
tials, the PISCES dataset was used as structural training dataset. For the torsion angle potentials, 3 datasets were compared: 
PISCES, SCOP-ASTRAL and Top500. Correlation and prediction accuracy for predicting mutations with thermal ∆∆G values. 
PISCES-GA and PISCES denote respectively, the datasets used with and without Gaussian apodization.
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optimization techniques demonstrate their advantages as
well as the restrictions for the development of the predic-
tion model. These findings will be helpful not only for the
protein stability prediction, but also for various structure
solutions in future.
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Prediction efficiency of structural training datasets & Gaussian apodization – Prediction accuracy for predicting mutations with thermal ∆∆G valuesFigure 6
Prediction efficiency of structural training datasets & Gaussian apodization – Prediction accuracy for predicting 
mutations with thermal ∆∆G values. Comparison of structural training datasets to render torsion angle potentials. For the 
atom potentials, the PISCES dataset was used as structural training dataset. For the torsion angle potentials, 3 datasets were 
compared: PISCES, SCOP-ASTRAL and Top500. Correlation (5) and prediction accuracy (6) for predicting mutations with 
thermal ∆∆G values. PISCES-GA and PISCES denote respectively, the datasets used with and without Gaussian apodization.
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