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Computer-Aided Diagnosis in Chest Radiography:
A Survey

Bram van Ginneken*, Bart M. ter Haar Romeny, and Max A. Viergever, Member IEEE

Abstract—The traditional chest radiograph is still ubiquitous
in clinical practice, and will likely remain so for quite some time.
Yet, its interpretation is notoriously difficult. This explains the con-
tinued interest in computer-aided diagnosis for chest radiography.
The purpose of this survey is to categorize and briefly review the
literature on computer analysis of chest images, which comprises
over 150 papers published in the last 30 years. Remaining chal-
lenges are indicated and some directions for future research are
given.

Index Terms—Chest radiography, computer-aided diagnosis,
lung field segmentation, lung nodule detection, rib segmentation, .

I. INTRODUCTION

T HE discovery of X-rays by Wilhelm Conrad Röntgen,
in 1895 [1], has revolutionized the field of diagnostic

medicine. Today a wide variety of (three-dimensional) imaging
techniques is available, and many types of examinations have
been, or are about to be replaced by computed tomography
(CT) and/or magnetic resonance imaging (MRI) within the
next few years. But this is certainly not the case for the chest
radiograph. On the contrary, the traditional chest study is still
by far the most common type of radiological procedure, making
up at least a third of all exams in a typical radiology department
[2], [?]. Daffner [2] describes the chest as “the mirror of health
and disease:” An enormous amount of information about the
condition of the patient can be extracted from a chest film
and, therefore, “the ‘routine’ chest radiograph should not be
considered quite so routine.”

Interpreting a chest radiograph is extremely challenging. Su-
perimposed anatomical structures make the image complicated.
Even experienced radiologists have trouble distinguishing infil-
trates from the normal pattern of branching blood vessels in the
lung fields, or detecting subtle nodules that indicate lung cancer
[4]. When radiologists rate the severity of abnormal findings,
large interobserver and even intraobserver differences occur [5],
[6]. The clinical importance of chest radiographs, combined
with their complicated nature, explains the interest to develop
computer algorithms to assist radiologists in reading chest im-
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ages. The purpose of this survey is to categorize and briefly re-
view the literature on computer analysis of chest radiographs
with an emphasis on the techniques that have been employed
and on the tasks these techniques are supposed to solve.

Soon after the invention of the modern digital computer at
the end of the 1940s, research began on having computers per-
form tasks that had previously been performed only by human
intelligence. The first articles about computer analysis of radio-
graphic images appeared in the 1960s [7], [8]. Papers describing
techniques specifically designed for computerized detection of
abnormalities in chest radiographs began to appear in the 1970s.
These were among the first papers in the field of medical image
analysis, as is noted in a recent review by Duncan and Ayache
[9].

These early studies displayed a considerable optimism re-
garding the capabilities of computers to generate complete di-
agnoses. They are summarized in one review [10] as attempts
to “fully automate the chest exam.” Over the decades this ex-
pectation has subsided (which seems to have happened to the
early enthusiasm regarding the capabilities of artificial intelli-
gence systems in general). Currently, the general agreement is
that the focus should be on making useful computer-generated
information available to physicians for decision support rather
than trying to make a computer act like a diagnostician [11];
from the abbreviations FACD (fully automatic computer diag-
nosis), ICD (interactive computer diagnosis), and CAD (com-
puter-aided diagnosis), only the latter is in common use nowa-
days.

Several related fields are important for CAD in chest radi-
ography, but are outside the scope of this survey because no
image processing is involved. Among these are studies on acqui-
sition, about digital chest units versus analog film systems (e.g.,
[12]–[15]), or on dual energy systems in chest radiography (e.g.,
[16]–[18]); studies that use psychophysics, e.g., to determine
the optimum tube voltage [19] or to aid the detection of abnor-
malities by measuring visual dwell [20], [21]; attempts to quan-
tify the performance of radiologists, usually through observer
studies, when image quality parameters of the chest radiographs
are varied (e.g., [22]–[28]); and research on estimating proba-
bilities that patients exhibit a certain disease, given a number of
features from clinical information and/or output of computer al-
gorithms. Such studies have continued to appear, starting in the
1960s [29], [30] until recently, e.g., [31]–[33].

Three main areas can be distinguished in the literature on
computer analysis of chest radiographs: 1) general processing
techniques; 2) algorithms for segmentation of anatomical struc-
tures; and 3) analysis aimed at solving a particular task or ap-
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plication, usually an attempt to detect a specific kind of abnor-
mality. The following subdivision is adopted and followed in the
sequel of this survey.

• General processing:
— enhancement;
— subtraction techniques.
• Segmentation:

— lung fields;
— rib cage;
— other structures.
• Analysis:

— size measurements;
— lung nodule detection;
— texture analysis;
— other applications.
Connersetal.[10] reviewedcomputeranalysisof radiographic

images ingeneral in1982,withastrongemphasisonchest radiog-
raphy. Overviews of research at the Kurt Rossmann Laboratories
at the University of Chicago, an active group in computer-aided
diagnosis,aregiven in [34]–[40].A recentgeneral introduction to
computer-aided diagnosis with some examples taken from CAD
in chest radiography can be found in [41]. Other informative gen-
eral overviews can be found in [42] and [43], although the dis-
cussion on CAD in chest radiography in both works is strongly
focussed on the work done at the University of Chicago. An in-
teresting collection of short papers on CAD can be found in [44].
Reeves and Kostis [45] recently reviewed CAD for lung cancer
and although the emphasis is on CT, there is also an overview of
methods developed for chest radiographs.

It is worth mentioning here that CAD has been shown to be
effective in screening mammography. These successes are cer-
tainly helping to make CAD in chest radiography acceptable,
notably for the detection of lung nodules. Moreover, the tech-
niques employed in both fields are often similar and may in-
spire new research. Overviews of CAD in mammography can
be found in [42], [46], and [47].

Almost all work discussed here is applied to frontal [poste-
rior-anterior (PA)] chest radiographs. A few studies are aimed at
lateral radiographs, and those cases are specifically mentioned.

Although the skills of experienced radiologists are beyond
reach for nonmedical researchers, anyone working on algo-
rithms for the analysis of chest radiographs should obtain some
knowledge about the anatomy of the chest, its appearance on
projection radiographs and the nature of various abnormal
findings. Introductory texts can be found in Squire [48], and in
Lange’s standard textbook [49]. A detailed pictorial description
of normal and abnormal findings in chest radiographs is given
in the chapter on chest imaging in [50]. A comprehensible
overview of interstitial disease can be found in [51].

Several tables are included that summarize papers on specific
topics. In these tables, studies are listed in chronological order.
In most cases information about the evaluation of the presented
techniques, such as the size of the test database, are included. We
refrained from including any reported figures on classification
performance or segmentation accuracy, because these results are
usually very dependent on the subtlety of the abnormalities in
the test images which makes it impossible to compare the merits
of various methods on the basis of such figures alone.

II. GENERAL PROCESSING

A. Enhancement

Chest radiographs inherently display a wide dynamic range
of X-ray intensities. In conventional, unprocessed images it is
often hard to “see through” the mediastinum and contrast in
the lung fields is limited. A classical solution to this kind of
problem in image processing is the use of (local) histogram
equalization techniques. A related technique is enhancement
of high-frequency details (sharpening). Such techniques are so
essential for optimized display of images in soft-copy reading
environments that numerous studies have been devoted to
this subject. A wide variety of preprocessing procedures for
chest radiographs based on local equalization, sharpening, and
combinations and modifications of these techniques have been
proposed. It is beyond the scope of this survey to give a complete
overview. The following works deal with optimal display and
image enhancement [52]–[61]. Examples of hardware solutions
can be found in [62], [63]. Nowadays, almost all vendors sell
digital chest units with a larger dynamic range than conventional
units and most vendors automatically preprocess the images
with proprietary algorithms.

B. Subtraction Techniques

Subtraction techniques attempt to remove normal structures
in chest radiographs, so that abnormalities stand out more
clearly, either for the radiologist to see or for the computer to
detect.

A first approach is temporal subtraction, proposed by Kanoet
al. [64]. An input image is registered with a previous radiograph
of the same patient. Elastic matching is employed in which the
displacement of small regions of interest (ROIs) is computed
based on cross correlation and a smooth deformation field is
obtained by fitting a high-order polynomial function to the dis-
placement vectors. The registered image is subtracted and if the
registration is successful, areas with interval change stand out as
either dark or bright on a gray background. The original tech-
nique has been improved and evaluated using subjective ratings
by radiologists [65], [66] and the results of the method have
been compared with manual registration [67]. An observer study
[68] with a small number of selected cases showed an increase
in detection accuracy of interval change when both the normal
image and the subtraction image were presented to the radiol-
ogist. Recently, Zhaoet al.[69] proposed a temporal subtrac-
tion technique that performs elastic registration on rib border
segments detected with an adaptive oriented filter and reported
that the contrast around lung nodules substantially increased in
the subtracted images. With the advent of digital archives, tem-
poral subtraction techniques may be applied on a routine basis
since monitoring interval change is one of the main reasons for
making chest radiographs (it is common to obtain a chest radio-
graph of patients on an intensive-care unit every day).

If a previous radiograph is not available, a subtraction can be
made by mirroring the left/right lung field, performing elastic
registration on the right/left lung field and subtracting. This
technique, coinedcontralateral subtraction, employs the sym-
metry of the rib cage. Liet al. [70], [71] use a scheme similar
to Kanoet al. [64], based on cross correlation and evaluate the
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TABLE I
AN OVERVIEW OF LITERATURE ONLUNG FIELD SEGMENTATION. THE FIRST COLUMN LISTS THEFIRST AUTHOR AND REFERENCE(S). METHODSARE DIVIDED IN

RULE-BASED (RB) AND/OR PIXEL CLASSIFICATION (PC) SCHEMES, SEE THE TEXT FOR DETAILS. THE COLUMN EVALUATION GIVES THE NUMBER OF IMAGES

USED IN EVALUATION ONLY (IMAGES USED IN A TESTSET ARE NOT INCLUDED). R MEANS EVALUATION THROUGHSUBJECTIVERATING BY A RADIOLOGIST OF

THE RESULT, USUALLY IN CLASSESFROM 1 (POOR) TO 5 (EXCELLENT). Q STANDS FOR QUANTITATIVE EVALUATION , IN WHICH THE RESULT IS

COMPARED ON A PIXEL-BY-PIXEL BASIS WITH A MANUAL SEGMENTATION

result with subjective ratings by radiologists. Yoshida [72], [73]
minimizes the sum of squared differences, using a mapping that
is ensured to be smooth through a regularization term and an
optimization in the wavelet domain, and, in [74] segments ab-
normal areas that “light up” in the subtracted image. The tech-
nique is used to eliminate false positives from a number of can-
didate lung nodules.

It may also be possible to eliminate or suppress normal struc-
tures in radiographs by subtracting a model that is fitted to the
input image. The algorithm to remove ribs by Vogelsanget al.
[75], [76] isanexampleofthisapproach.Ribsbordersaredetected
and a simple physical model of the density of the rib cage is sub-
tracted from the input image. The technique is not evaluated.

III. SEGMENTATION

A. Lung Fields

Automatic segmentation of the lung fields is virtually
mandatory before computer analysis of chest radiographs can
take place. Several studies deal with this problem exclusively.
Others deal with parts of the problem, such as detection of the
outer ribcage [87], the diaphragm [88], or the costophrenic
angle (where the diaphragm and the rib cage meet) [89]. A few
studies focus on lateral chest radiographs [90], [92].

Table I gives an overview of papers on lung segmentation. The
two main approaches are rule-based reasoning and pixel classi-
fication. A rule-based scheme is a sequence of steps, tests and
rules. Most algorithms for the segmentation of lung fields fall
in this category [83], [86]–[92], [98]. Techniques employed are
(local) thresholding, regiongrowing,edgedetection, ridgedetec-
tion, morphological operations, fitting of geometrical models or
functions, dynamic programming. On the other hand, several at-
tempts have been made to classify each pixel in the image into an

anatomical class (usually lung or background, but in some cases
more classes such as heart, mediastinum, and diaphragm [85],
[97]). Classifiers are various types of neural networks, or Markov
random field modeling, trained with a variety of (local) features
including intensity, location, texture measures [84], [85], [93],
[94], [97].VanGinnekenandTerHaarRomeny[98]combineboth
approaches in a hybrid scheme.

It is also possible to use general knowledge-based segmenta-
tion methods, such as active shape models [100], or extensions
of such methods for the segmentation of lung fields, as is shown
in [99].

In studies done in the 1970s often a rough or partial outline
of the lung fields was detected, with rule-based schemes usu-
ally based on analysis of profiles [101]–[105]. In this survey,
the term “profiles” refers to an average of consecutive one-di-
mensional lines of pixels, usually running horizontally or verti-
cally. Evaluations of the effectiveness of these methods are not
made, and none of these papers focuses on lung field segmenta-
tion specifically but use the segmentation for further processing
or to estimate the heart size or lung capacity. These methods un-
doubtedly inspired later studies.

Overall, the problem of segmenting lung fields has attracted
considerable attention. Several authors report good results
that approach the inter-observer variability ([98] lists a com-
parison of quantitative results of several studies). The task of
segmenting lung fields might, therefore, be considered largely
solved, although no attempts have been made to test methods
with very large databases to verify if schemes are also able to
produce reasonable results for the, say, 1% most difficult cases.
Likewise, a study in which the performance of various methods
on a large common database of radiographs (of varying quality
and obtained with different settings) is compared, has not been
made, and would be a worthwhile endeavor.
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TABLE II
AN OVERVIEW OF LITERATURE ON RIB DETECTION IN FRONTAL CHEST RADIOGRAPHS. THE FIRST COLUMN LISTS THEFIRST AUTHOR AND REFERENCE(S).

THE COLUMN P/A INDICATES IF POSTERIOR(P) OR ANTERIOR (A) RIBS ARE DETECTED, OR BOTH OR NONE. THE RIGHT COLUMN

LISTS ON HOW MANY IMAGES THE METHOD IS EVALUATED AND IF THE EVALUATION IS A SUBJECTIVE JUDGEMENT FROM THE

AUTHOR (A), BASED ON RATINGS BY RADIOLOGISTS (R) OR QUANTITATIVE (Q)

Finally, we note that it is often hard to establish ground truth
data for evaluation of segmentation techniques. This problem
applies to all segmentation tasks discussed here. Preferably, the
objects should be delineated by several experienced observers.
In the case of lung fields, the definition of a lung field is al-
ready unclear, because large parts of the lungs are obscured in
PA chest radiographs [106]. In rib segmentation, the overlap-
ping posterior and anterior rib parts make a definition of “rib
borders” difficult.

B. Rib Cage

There are several reasons why the automatic delineation of rib
borders can be useful for computer analysis. First of all, the ribs
provide a frame of reference and the locations of abnormalities
are often indicated by radiologists in terms of numbered (inter)
costal spaces. Second, rib border segmentation may be used to
detect rib abnormalities such as fractured or missing ribs. Third,
once locations of ribs are known, ROIs between (the intercostal
space) or on (the costal space) the ribs can be defined for further
analysis. Fourth, knowledge about the location of rib borders
may be used to eliminate false positives in the detection of ab-
normalities such as nodules. Rib crossings (of the posterior and
anterior parts of the ribs) frequently turn up as false positives in
nodule detection schemes.

The approaches to rib (cage) segmentation are summarized in
Table II. Several methods also detect (parts of) the contours of the
lung fields [111], [112], [114], but an evaluation of their accuracy
is not included. The classical approach to rib segmentation, used
in most studies, is as follows. A geometrical model of rib borders

ischosen,e.g.,parabolasorellipsesoracombination.Edgedetec-
tion extracts segments that may be parts of the rib borders. These
candidate rib border parts are analyzed and rejected, or grouped
together into complete ribs. In other studies, each candidate votes
for combinations of model parameters (a modified Hough trans-
form). Postprocessing steps may remove some borders, or infer
new rib borders that had not been detected. A fine-tuning stage
may be added in which the strict geometric model is abandoned,
such as the snakes fitted to rib borders in [114].

A difficulty in the classical approach is that the relations be-
tween ribs are not taken into account during the fitting proce-
dure. Ribs may be missed or detected twice and the fact that
consecutive ribs and left-right ribs have similar shape is often
ignored. Early attempts to model the relation between ribs, as
in [110] do not appear very powerful or use simplead hoc
rules [114]. This was already recognized by Wechsler [109] in
1977: “We believe that at this stage a significant improvement
in rib boundary detection could be achieved only by a knowl-
edge-based system which would incorporate a model of the rib
cage.” The rib-cage model in [115] is an attempt to model the
shape of the complete rib cage and fit it directly to the image.

The number of images used in evaluation is in general consid-
erably smaller than in the case of lung field segmentation and in
many cases the evaluation is confined to qualitative judgements
from the authors themselves (these studies are indicated with A
in the right column of Table II). Since the full rib cage has a
much more complex shape than the outline of the lung fields,
partial failures occur frequently. Furthermore, the detection of
anterior (or ventral, as opposed to the posterior or dorsal) parts
of the ribs has been addressed only in studies that omit proper
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evaluation. Therefore, we conclude that the problem of auto-
matic segmentation of the rib cage in chest radiographs is still
far from solved.

C. Other Structures

Toriwaki et al.describe a complete system for the analysis of
chest radiographs [77], [78] that includes segmentation of lung
fields, rib cage, heart, clavicles, and blood vessels followed by
automaticdetectionofabnormalities.Onlya roughdescriptionof
resultson15 [77]and40 images [78] taken fromamassscreening
for lung tuberculosis in Japan is given without mention of the na-
ture and subtlety of the abnormalities in this database.

A method toselect small ROIswithin the lung fields thatdonot
contain rib borders is presented by Chenet al.[116]. The lateral
lungfieldsaresubdividedintoregionswhicharepartlyeliminated
if they contain edges of certain strength and orientation.

Several methods for segmentation of (parts of) the heart
boundary have been proposed [8], [76], [101], [117]–[120],
usually with the aim of detecting cardiomegaly (enlarged heart
size). Note that a correct segmentation of the lung fields is
sufficient to compute the cardiothoracic ratio (CTR) indicative
of cardiomegaly, since parts of the boundaries of the lung fields
coincide with the heart contour. In Section IV-A, these methods
will be discussed in some more detail.

Armato et al. [121] developed an algorithm to detect ab-
normal asymmetry in chest radiographs using a rule-based
scheme for detecting lung contours and comparing the pro-
jected lung areas. The method was evaluated on 70 radiographs.

IV. A NALYSIS

What kind of abnormalities does the radiologist who reads
chest radiographs encounter in his/her day-to-day practice? The
answer to this question should set the agenda for computer sci-
entists who want to—as it was put in Section I—“fully automate
the chest exam.”. MacMahon [122] has attempted to answer this
question by counting the abnormalities encountered in 1085
abnormal chest radiographs, collected from consecutive cases,
and dividing them in 30 categories. The main results of this study
are summarized in Table III. The statistics are surprising when
compared with abnormalities commonly investigated in the
literatureoncomputeranalysisofchest images.Lungnodulesare
a relatively rare abnormality but have received much attention in
the literature and observer studies tend to use their detectability
as a criterion for diagnostic accuracy. Pulmonary infiltrates
could be detected in principle by the texture analysis schemes
to be discussed later and are the most commonly occurring
abnormality. Catheters are next, and although catheters usually
stand out clearly in the image, locating their tip was the task that
was most frequently limited by image quality. One may argue
that the presence of a catheter, or drainage tube, or pacemaker
is not an abnormality. However, the presence of such objects
can have a large effect on computer analyses and it is important
to realize how common such findings are. The same is true for
clothing artifacts, that are present in many chest radiographs.

The following applications of computer analysis of chest ra-
diographs are reported in the literature.

• Lung nodule detection.

TABLE III
THE FREQUENCYWITH WHICH ABNORMALITIES ARE ENCOUNTERED IN

ABNORMAL CHEST RADIOGRAPHSENCOUNTERED INCLINICAL PRACTICE.
DATA WAS OBTAINED FROM 1085 STANDARD RADIOGRAPHS OFADULTS. THE

INFORMATION IN THIS TABLE IS TAKEN FROM THE STUDY “THE NATURE

AND SUBTLETY OF ABNORMAL FINDINGS IN CHEST RADIOGRAPHS” BY

MACMAHON et al. [122]

• Detection of cardiomegaly or estimation of the CTR.
• Estimation of total lung volume.
• Detection of pneumothorax.
• Estimation of the severity of pneumoconiosis (coal

worker’s disease).
• Detection of interstitial disease.
• Detection of abnormalities encountered in mass screening

for tuberculosis.
We divide these applications into four groups. Size measure-

ments are applications based on results that can be computed di-
rectly from a segmentation. The detection of nodules is consid-
ered a separate category. Several other applications are grouped
under “texture analysis” and the remaining tasks are listed under
“other applications.”

A. Size Measurements

In a few applications, diagnostic information can be extracted
directly from segmentations. An example is the estimation
of enlarged heart size (cardiomegaly) usually performed by
measuring the CTR, the maximal horizontal diameter of the
heart divided by the maximal horizontal diameter of the thorax.
This is the subject of probably the earliest computer analysis
studies of chest radiographs by Becker, Meyers, and co-workers
[7], [8]. Points on the rib-cage boundary and heart boundary are
extracted from horizontal profiles and the CTR is estimated for
37 radiographs. In work byHall [117] andKruger [101], and their
co-workers, several parts of the lung and heart boundaries were
segmented. Images were classified in one of three categories
(normal, rheumatic heart disease, or otherwise abnormal) using
various ratios of distances derived from the segmentation as



VAN GINNEKEN et al.: COMPUTER-AIDED DIAGNOSIS IN CHEST RADIOGRAPHY 1233

TABLE IV
AN OVERVIEW OF METHODS FORINITIAL SELECTION OF NODULE CANDIDATES. THE FIRST COLUMN LISTS THE FIRST AUTHOR AND

REFERENCE(S). THE METHOD AND EVALUATION DATA SET ARE DESCRIBEDBRIEFLY

features in linear and quadratic discriminant functions. The
method was evaluated on 320 films, a surprisingly large number
for studies from the 1970s. Using a similar approach, Sezaki and
Ukena [118] computed the CTR by a scheme that detects the
vertical boundary of the rib cage and the heart through analysis
of horizontal profiles and the application of a few rules to correct
failures. Roellingeret al. [123] used the method from [101] to
detect points on the heart boundary to which a Fourier shape
was fitted. The coefficients of the Fourier shape were used to
classify the heart shape as normal or abnormal, giving reasonable
results on a database of 481 images with 209 normal cases. A
comparable method was proposed by Nakamoriet al. [119]. A
Fourier shape was fitted to points on the heart boundary found by
edge detection and the results were used to detect cardiomegaly
in [120] and evaluated on a database of 400 radiographs with 91
abnormals. In conclusion, computer estimation of the CTR has
received considerable attention and promising results have been
obtained. It is likely that modern segmentation methods will
outperform the schemes used in most studies cited here since
these are based on simple rules to detect only a limited number of
landmark points in the image. Clinical applications of automatic
detection of heart shape abnormalities seem feasible, but the
problem has not attracted much attention the last decade.

A related example of size measurements is the determination
of total lung capacity (TLC). In this case boundary points
on both a PA and a lateral radiograph must be detected. The
volume is estimated using an empiric formula that assumes
simple shapes for the lungs and that has been shown to correlate

well with the true TLC. Paulet al. [103] described a method
to automatically determine the TLC using profile analysis
similar to Krugeret al. [101]. It was tested on 15 radiographs.
Carrascalet al. [92] used a rule-based segmentation of PA and
lateral lung fields to estimate the TLC for 65 radiographs.

B. Nodule Detection

Automatic detection of lung nodules is the most studied
problem in computer analysis of chest radiographs. One in
every 18 woman and every 12 men develop lung cancer, making
it the leading cause of cancer deaths. Early detection of lung
tumors (visible on the chest film as nodules) may increase
the patient’s chance of survival. But detecting nodules is a
complicated task; see, e.g., [4]. In a lung cancer screening
program for heavy smokers in which chest radiographs were
taken every four months, it was shown that for 90% of periph-
eral lung cancers that were detected, nodules were visible on
earlier radiographs, when these older images were checked
retrospectively [159].

Nodules show up as relatively low-contrast white circular ob-
jects within the lung fields. The difficulty for CAD schemes is to
distinguish true nodules from (overlapping) shadows from ves-
sels and ribs.

Almost all methods rely on a two-step approach for nodule
detection. In the first stage initial candidate nodules are detected.
The second stage consists of eliminating as many false positive
candidates as possible, without sacrificing too many true posi-
tives. Table IV lists methods for the detection of candidate nod-
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TABLE V
AN OVERVIEW OF METHODS FORCLASSIFYING NODULE CANDIDATES. THE FIRST COLUMN LISTS THEFIRST AUTHOR AND REFERENCE(S). THE SECONDCOLUMN

DESCRIBES THECOMPUTED FEATURES. THE THIRD COLUMN LISTS THE CLASSIFIER WHERE ANN STANDS FOR A STANDARD FEED-FORWARD

ARTIFICIAL NEURAL NETWORK. THE RIGHT COLUMN DESCRIBES THEDATABASE USED FOREVALUATION (THIS IS NOT NECESSARILY

THE NUMBER OF IMAGES AND NODULES USED FORVALIDATION ONLY)

ules. Table V lists schemes for eliminating false positive candi-
dates. Several methods include both steps but focus on one of
them in particular. These methods are included in the most ap-
propriate table.

Several schemes start with producing an image in which nod-
ules are enhanced. This is done by filtering with a nodule-like
filter and/or suppressing background structures by some sort of
blurring [129], [133], or by applying preprocessing techniques
such as unsharp masking or similar operations [138]. Nodule

candidates are detected using template matching or a modified
Hough transform in which edge pixels vote for circles that could
cause these edges [125], [126], [128], [135], [138]. In other
cases the nodule enhanced image is simply thresholded. Some
studies apply a background trend correction on ROIs with nod-
ules candidates [143], [154], which is similar to high-pass fil-
tering of the input image as a preprocessing step.

The next step consists of eliminating false positive responses.
Usually specific features are detected for each nodule candi-
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date. Table V gives a brief description of features used in each
method. Almost all features are (variations on) “classical fea-
tures” in the sense that they can be found in standard image pro-
cessing textbooks, see for instance [160, Chapter 9]. Classifiers
are remarkably often simple thresholds (sometimes of linear
combinations of features) but classifiers from pattern recogni-
tion theory and standard feed-forward neural networks are also
used. A few studies focus on the use of a particular type of
weakly connected networks [146], [148].

It is clear from Table IV that there is considerable overlap
between the methods employed in various studies (often by
the same researchers; the number of groups that have been
working on this problem is limited). Judging the relative
merits of methods on the basis of these papers alone seems
hardly possible. Comparisons between different methods are
rare; sharing databases or setting up common databases for
the evaluation of complete systems has not been given much
attention. An exception, and probably the first attempt to set up
a common database for lung nodules is the work by Shiraishi
and co-workers [161], who collected a database of 247 chest
radiographs with 154 nodules that is available on CD-ROM.
The subtlety of the nodules in the database has a profound
impact on detection accuracy and sensitivity, much more than
in the case of lung field or even rib-cage segmentation. We
believe that creating larger databases is crucial to progress
in this field. Unless these databases are publicly available,
it will remain difficult to compare performance of different
methods (see also [162]). The evaluation is an important part
of studies on computerized nodule detection. It is encouraging
that receiver operating characteristic methodology [163], [164]
has become the standard tool for evaluation. In general, nodule
detection remains an open and difficult task in computer-aided
diagnosis that is still far from solved.

A related problem is the classification of nodules as benign or
malignant. Nakamuraet al. [156] describe a method in which a
feed-forward neural network outperformed radiologists in clas-
sifying nodules as benign/malignant based on features com-
puted from manually drawn outlines of the nodules. Gurney and
Swensen [165] used a Bayesian classifier and a feed-forward
neural network to discriminate benign and malignant nodules
using only manually determined features. They reported good
results (and the Bayesian classifier outperformed the neural net-
work). A preliminary conclusion, based on these two studies,
could be that even if the performance of a computer indetecting
nodules still lags that of radiologists, computer algorithms may
serve a role in estimating the likelihood of malignancy once nod-
ules are detected. Computers are possibly better than radiolo-
gists at extracting diagnostic information from large numbers of
features, which include both (quantitated!) radiological findings
and clinical data. It would be worthwhile to test CAD schemes
for nodule classification on larger databases and to investigate
if the manual steps in the methods described in [156] and [165]
can be automated.

Not mentioned in Table IV are observer studies that test
the application of CAD schemes for nodule detection [139],
[166]–[168]. These studies are of utmost importantance for
testing the usefulness of nodule detection systems in practice.
It is highly unlikely that nodules detection systems will be used

“stand-alone” without a radiologist. Therefore, the only way to
asses the value of a CAD method is to compare the performance
of radiologists with and without computer assistence. A CAD
method may obtain good results in terms of high true positive
detection rates and few false positives per image, but the actual
value of the system may be much higher if it is likely to detect
those nodules that are likely to be missed by radiologists.
Therefore, it is also worthwhile to pay attention to studies that
assess the capabilities of radiologist to detect nodules, such as
[4], [169], and [170].

Methods for synthesis of images with simulated lung nodules
can be useful to enlarge existing nodule databases. An example
is the work of Sherrieret al. [171]. who construct simulated
nodules images by identifying isolated nodules, without any
rib structures nearby, and adding rotated and scaled versions of
these nodule templates to new radiographs, at various locations.
Physically there is not much wrong with this procedure since
radiographs are projection images, although it could be doubted
whether the distribution of size and structure of nodules does
not depend on the location in the lung field, and the scatter
contributions of nodules of different size and orientation would
be different. Observer studies in [171] showed that radiologists
could not discern between simulated and true nodule cases.

C. Texture Analysis

Many diseases of the lungs are characterized by diffuse pat-
terns in chest radiographs. These diseases are often referred to
as diffuse lung disease or interstitial disease (although strictly
speaking the latter is a smaller category). The interstitium of the
lung is the connective tissue between the blood vessels and the
alveoli, the tiny air sacs. Sorting out interstitial disease is one
of the most difficult tasks for a chest radiologist [51]. Clues are
the type of patterns (linear, reticular, nodular, honeycomb), the
location, shape, and symmetry of the affected areas, the borders
of these areas (well- or ill-defined) and their changes over time.
From an image processing point of view, texture analysis is the
proper way to analyze these kinds of abnormalities, hence, the
title of this section.

The difference between computer detection of nodules and
that of interstitial abnormalities is that interstitial abnormalities
have a more diffuse character and, therefore, the two-stage ap-
proach for lung nodule detection (finding candidates and elim-
inating false positives) is not easy to apply. Instead, all areas
within the lung fields should be checked for the presence of pat-
terns of interstitial disease.

In the 1970s, texture analysis in chest radiographs was
applied to the detection of pneumoconiosis, or coal miners’
disease. Most of this work used one or more of the by then
state-of-the-art methods for texture feature generation, which
are reviewed by Haralick [172]. Revesz and Kundel investigated
the feasibility of classification based on features computed
from the (optically determined!) Fourier spectrum [173]. A
similar device was used later by Stark and Lee [174] who
compared the performance of several classifiers with a database
of 64 chest films. Kruger, Turner, and Thompson [175], [176]
computed features derived from co-occurrence matrices (cf.
[141]) and the Fourier spectrum of manually selected ROIs and



1236 IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 20, NO. 12, DECEMBER 2001

classified these regions with linear discriminant analysis. A
similar approach was advocated by Sutton and Hall [102]. Later
work by Hall [104], [177], used a coarse method for automatic
segmentation of the lung fields and presented the design for
a complete system. Ledleyet al. [178] used texture features
based on the size and shape of binary versions of the input
image obtained by thresholding. They performed classification
experiments with 64 films. Jagoe and Patton explored the
use of features based on the magnitude and direction of the
gradient in several studies [105], [179], [180]. Liet al. [181]
treated the problem as one of detecting small rounded opacities
and employed a strategy comparable with the standard nodule
detection strategy. Classification is based on contrast features
computed from region grown areas. Recently, Solizet al. [182]
presented a system for the detection of pneumoconiosis using
a specific type of neural network and features derived from
cooccurrence matrices from manually selected ROIs. To our
knowledge, none of the work on detecting pneumoconiosis
has been used in practice or evaluated for clinical use. This
application would be ideal for testing techniques that monitor
interval change such as temporal subtraction [64]: the main
goal of screening is to assess progression of the disease and
coal workers should be screened at least every five years. But
no studies have investigated the analysis of radiographs of the
same subject taken at different times.

Tully et al. [183], [184] were the first to focus on intersti-
tial disease in general, using features from co-occurrence ma-
trices to classify manually selected ROIs with linear discrimi-
nant analysis and sequential feature selection.

A large number of studies on the detection of interstitial
disease has been performed by Katsuragawa and co-workers.
The main elements of their approach are automatic selection of
small ROIs within the costal and intercostal space [116], and
computation of the standard deviation and the first moment
of the Fourier spectrum [185], [186]. These two features are
used to distinguish three classes of interstitial disease patterns
(nodular, reticular, and honeycomb) from normal tissue. The
same method has been applied to the standard radiographs from
the International Labour Office for detection of pneumoco-
niosis in [187]. In other studies, geometric features from edges
and ridges (line filters) and blobs (found by thresholding) were
investigated [188], [189] and improved [190], and horizontal
profiles of ROIs were used as input to a feed-forward neural
network [191]. Features from several systems were combined
and both thresholds and neural networks were used for classifi-
cation. This hybrid scheme obtained a very high accuracy when
tested on a database with 200 images from which 100 contained
interstitial disease [191], [192]. The use of the scheme was also
tested in an observer study [193].

A few studies on the detection of interstitial disease have been
done by other groups. Kidoet al. [194] computed geometric
features, similar to the method later described in [189]. In an-
other work, Kidoet al. [195] classified interstitial abnormali-
ties based on fractal analysis. Some papers deal with the ef-
fect of noise and blur in radiographic images on texture analysis
methods such as features derived from co-occurrence matrices,
the Fourier spectrum, morphological gradients, and fractal di-
mension [196], [197] and try to correct for these effects [198].

In [99], a scheme is presented in which texture feature vectors
for different—overlapping—regions in the lung fields are com-
pared with feature vectors from the same regions in other images.
Thus, a large number of separate classifiers, one for each region,
is used to locally analyze texture. The scheme is applied to a data-
base from a tuberculosis mass screening program and to the data-
base used by Katsuragawa and co-workers. The performance on
this database is comparable with the results reported in [191].
The performance on the tuberculosis database was substantially
lower.From the difference in performanceof the same scheme on
twodatabasesweconcludeonceagainthat it ishardtocomparere-
sults from different studies if different image sets are used. There
are no established common databases to test the performance of
computeralgorithms for detecting interstitial disease.The results
published so far seem to indicate that the detection of subtle in-
terstitial abnormalities is still an open problem.

D. Other Tasks

There are other detection problems in chest radiography that
do not fall into the previous sections. An example is the detec-
tion of pneumothorax. Sanadaet al.[199] developed a method to
detect pneumothoraces based on a Hough transform technique,
evaluated on 50 images with 22 cases of pneumothorax. This is
a difficult detection task that could be compared with detecting
the tip of catheters [122]. Vogelsanget al.[76] present a method
to detect catheters but do not present an evaluation.

V. DISCUSSION ANDRECOMMENDATIONS FORFUTURE

RESEARCH

This survey gave an overview of three decades of research on
computer analysis of chest radiographs in which over 150 papers
on the subject have appeared. In this final section, we summarize
the results by listing a number of solved and unsolved problems
and possibilities for clinical applications by identifying some
trends in the field, and with a list of recommendations for future
research.

A. Solved and Unsolved Problems and Possibilities for
Clinical Applications

• Several methods for segmentation of lung fields have ob-
tained good results on test databases of reasonable size.

• Segmentation the heart and other large structures, such
as the clavicles, has not received so much attention, but
seems feasible as well.

• Automatic delineation of the posterior and anterior ribs
is a harder problem for which no thoroughly evaluated
methods have been proposed yet.

• Subtraction techniques (filtering out normal structures)
have shown impressive results in distinct cases but are not
yet applied in clinical practice.

• Most research has been focused at the detecting of lung
nodules, and this has resulted in a number of schemes that
have been evaluated on reasonably sized databases. For
better performance in subtle cases, progress is needed.

• The results of texture analysis in chest radiograph are en-
couraging, but progress is needed to detect more subtle
cases.
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• Segmentation of branching blood vessels, and detection
of objects such as clothing and catheters has not received
much attention, although the results of such analyses could
be used to eliminate false positives, to choose ROIs for
texture analysis and to subtract normal structures. This
remains an open problem.

The automatic detection of enlarged heart size and the total
lung volume seem likely candidates for clinical application.
Subtraction techniques seem also clinically applicable, espe-
cially for the detection of interval change.

However, lung nodule detection is the first area in which in-
dustry has developed computer-aided diagnosis products. This
problem is difficult and far from solved, but the consequences of
missed lung nodules spur several industries to develop products
to assist radiologist in this task. Missed lung cancer is the second
most common cause of malpractice suits among radiologist in
the United States. In 90% of these cases the alleged error oc-
curred on chest radiographs. About half of these cases resulted
in indemnity payments averaging $150 000 per case [200]. This
year the first product for lung nodule detection, Rapidscreen by
Deus Technologies, Rockville, MD, has received U.S. Food and
Drug Administration marketing approval.

B. Trends

• The number of studies in which several methods are com-
bined is increasing. Hybrid systems that use several types
of features, sometimes including clinical information, are
used to eliminate false positive nodules or to diagnose dis-
eases.

• Radiology departments are starting to use central systems
to store digital chest radiographs. This provides an oppor-
tunity to use “chest workstations” with intelligent algo-
rithms that run in the background and may alert radiolo-
gists to possible abnormalities.

• So far, most research efforts in CAD have concentrated
on the detection of possibly malignant structures, but re-
cently the classification of abnormal signs is getting more
attention. Experiments in which nodules are categorized
as benign or malignant or in which signs of interstitial
disease together with clinical findings are automatically
diagnosed, have shown very promising results. Computer
algorithms may become an important aid to the radiologist
in differential diagnosis.

• Weexpecttoseemoreapplicationsofstatisticalknowledge-
based techniques. Such methods are gaining popularity in
many areas of medical image processing and the analysis
of chest radiographs, where large numbers of images are
available, seems ideally suited for their application.

C. Recommendations

• Focus on solving tasks that are encountered in clinical
practice. Use data that contain abnormalities as they are
encountered in practice, cf. the list given by MacMahon
(see, [122] and Table III). The clinical experience with
chest workstations should set the agenda for further re-
search. CAD schemes should be developed and tested with
radiographs as they are encountered in clinical practice.
This is in contrast with previous research, in which the

focus always was on a single aspect or abnormality to be
detected, and where algorithms were tested on a selected
database with only those abnormalities and normal cases.

• Segmentation methods should preferably include quan-
titative results, offset against intraobserver and interob-
server variability. The value of schemes that detect ab-
normalities can only be assessed when they are compared
in observer studies with the performance of radiologists,
or by comparing the performance of radiologists with and
without the aid of a computer. In the latter case, the task
for the radiologist should be similar to clinical practice.

• The use of dual energy subtraction images in computer
analysis, that can be produced virtually for free by several
commercially available chest units, could improve the sen-
sitivity of CAD systems.

• Larger, publicly available databases should be collected
and used for better validation. The work of Ho and
Kruger [161] serves as an example. Research programs
and funding agencies should become aware of this issue.
The before mentioned chest workstations can be used
for data collection over extended periods of time. Public
databases will reduce the burden of individual research
groups to collect data and allows fair comparisons of
different techniques. So far, many papers report good
or excellent results, but this can be deceiving because
abnormalities in chest radiographs occur over such a
wide range of subtleties. Increasing the size of databases
is not only important for validation, but also for the
development of better CAD schemes, that use data for
training. Often the number of actually positive cases
is limited compared with the number of features used
for classification or feature selection or the number of
parameters used in rule-based schemes.

• To increase the size of databases, it can be useful to explore
the use of methods that use existing data to simulate new
cases.

• Comparative studies are needed to assess the value of dif-
ferent algorithms. Researchers should be urged to make
code implementations publicly available, to facilitate such
studies.

ACKNOWLEDGMENT

This paper is a result of a four-year project on computer-aided
diagnosis in chest radiography performed at the Image Sciences
Instutute, University Medical Center Utrecht, The Netherlands,
which was supported by the Dutch Ministry of Economic Af-
fairs through the IOP Image Processing program.

REFERENCES

[1] W. Röntgen, Über eine neue art von strahlen, in Sitzungsberichte der
Physikalisch-Medicinisch Gesellschaft zu Würzburg, pp. 132–141,
1895.

[2] R. Daffner,Clinical Radiology, the Essentials, 2nd ed. Baltimore, MD:
Williams & Wilkins, 1999.

[3] R. Bunge and C. Herman, “Use of diagnostic imaging procedures: A na-
tionwide hospital study,”Radiology, vol. 163, no. 2, pp. 569–573, 1987.

[4] L. Quekel, A. Kessels, R. Goei, and J. V. Engelshoven, “Miss rate of lung
cancer on the chest radiograph in clinical practice,”Chest, vol. 115, no.
3, pp. 720–724, 1999.



1238 IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 20, NO. 12, DECEMBER 2001

[5] L. Garland, “On the scientific evaluation of diagnostic procedures,”Ra-
diology, vol. 52, no. 3, pp. 309–328, 1949.

[6] J. Yerushalmy, “The statistical assessment of the variability in observer
perception and description of Roentgenographic pulmonary shadows,”
Radiologic Clinics N. Amer., vol. 7, no. 3, pp. 381–392, 1969.

[7] H. Becker, W. Nettleton, P. Meyers, J. Sweeney, and C. Nice, Jr.,
“Digital computer determination of a medical diagnostic index directly
from chest X-ray images,”IEEE Trans. Biomed. Eng., vol. BME-11,
pp. 67–72, 1964.

[8] P. Meyers, C. Nice, Jr., H. Becker, W. Nettleton, J. Sweeney, and G.
Meckstroth, “Automated computer analysis of radiographic images,”
Radiology, vol. 83, pp. 1029–1034, 1964.

[9] J. Duncan and N. Ayache, “Medical image analysis: Progress over two
decades and the challenges ahead,”IEEE Trans. Pattern Anal. Machine
Intell., vol. 22, pp. 85–106, Jan. 2000.

[10] R. Conners, C. Harlow, and S. Dwyer III, “Radiographic image analysis:
Past and present,” inProc. 6th. Int. Conf. Pattern Recognition, Munich,
Germany, 1982, pp. 1152–1168.

[11] R. Engle, Jr., “Attempts to use computers as diagnostic aids in medical
decision making: A thirty-year experience,” inPerspectives Biol. Med.,
vol. 35, 1992, pp. 207–217.

[12] M. Cocklin, A. Gourlay, P. Jackson, G. Kaye, I. Kerr, and P. Lams, “Dig-
ital processing of chest radiographs,”Image Vis. Comput., vol. 1, no. 2,
pp. 67–78, 1983.

[13] C. Schaefer-Prokop and M. Prokop, “Digital radiography of the chest:
Comparison of the selenium detector with other imaging systems,”
MedicaMundi, vol. 41, no. 1, pp. 2–11, 1997.

[14] J. Frija, E. D. Kerviler, A.-M. Zagdanski, C. Feger, P. Attal, and
M. Laval-Jeantet, “Radiologie numérique du thorax,”Journal de
Radiologie, vol. 78, pp. 193–207, 1997.

[15] L. Cook, G. Cox, M. Insana, M. McFadden, T. Hall, R. Gaborski, and F.
Lure, “Comparison of a cathode-ray-tube and film for display of com-
puted radiographic images,”Med Phys., vol. 25, no. 7, pp. 1132–1138,
1998.

[16] J.-T. Ho and R. Kruger, “Comparison of dual and single exposure tech-
niques in dual-energy chest radiography,”Med Phys., vol. 16, no. 2, pp.
202–208, 1989.

[17] D. Ergun, W. Peppler, J. Dobbins III, F. Zink, D. Kruger, F. Kelcz, F.
D. Bruijn, E. Bellers, Y. Wang, R. Althof, and M. Wind, “Dual-energy
computer radiography,”Proc. SPIE, vol. 2167, pp. 663–671, 1994.

[18] D. Guantt and G. Barnes, “X-ray tube potential, filtration, and detector
considerations in dual-energy chest radiography,”Med Phys., vol. 21,
no. 2, pp. 203–218, 1994.

[19] Y. Asai, Y. Tanabe, Y. Ozaki, H. Kubota, M. Matsumoto, and H.
Kanamori, “Optimum tube voltage for chest radiographs obtained by
psychophysical analysis,”Med Phys., vol. 25, no. 11, pp. 2170–2175,
1998.

[20] H. Kundel, C. Nodine, and E. Krupinsky, “Searching for lung nodules:
Visual dwell indicates locations of false-positive and false-negative de-
cisions,”Investigat. Radiol., vol. 24, pp. 424–427, 1989.

[21] E. Krupinsky, C. Nodine, and H. Kundel, “A perceptually based method
for enhancing pulmonary nodule recognition,”Investigat. Radiol., vol.
28, no. 4, pp. 289–294, 1993.

[22] H. MacMahon, C. Vyborny, V. Sabeti, C. Metz, and K. Doi, “The effect
of digital unsharp masking on the detectability of interstitial infiltrates
and pneumothoraces,”Proc. SPIE, vol. 555, pp. 246–252, 1985.

[23] H. MacMahon, C. Vyborny, C. Metz, K. Doi, V. Sabeti, and S. Solomon,
“Digital radiography of subtle pulmonary abnormalities: An ROC study
of the effect of pixel size on observer performance,”Radiology, vol. 158,
pp. 21–26, 1986.

[24] L.-N. Loo, K. Doi, and C. Metz, “Investigation of basic imaging proper-
ties in digital radiography: Effect of unsharp masking on the detectability
of simple patterns,”Med Phys., vol. 12, no. 2, pp. 209–214, 1985.

[25] R.-D. von Müller, H. Hirche, M. Voß, B. Buddenbrock, V. John, and P.
Gocke, “ROC-Analyze zur Bildvernacharbeitung digitaler Thoraxauf-
nahmen,”Fortschr. Röntgenstr., vol. 162, no. 2, pp. 163–169, 1995.

[26] L. Cook, M. Insana, M. McFadden, T. Hall, and G. Cox, “Contrast-detail
analysis of image degradation due to lossy compression,”Med Phys.,
vol. 22, no. 6, pp. 715–721, 1995.

[27] G. Cox, L. Cook, M. Insana, M. McFadden, T. Hall, L. Harrison, D.
Eckard, and N. Martin, “The effects of lossy compression on the de-
tection of subtle pulmonary nodules,”Med Phys., vol. 23, no. 1, pp.
127–132, 1996.

[28] E. Samei, “The Performance of Digital X-Ray Imaging Systems in De-
tection of Subtle Lung Nodules,” Ph.D. dissertation, Univ. Michigan,
Ann Arbor, May 1997.

[29] G. Lodwick, T. Keats, and J. Dorst, “The coding of Roentgen images for
computer analysis as applied to lung cancer,”Radiology, vol. 81, no. 2,
pp. 185–200, 1963.

[30] A. Templeton, C. Jansen, J. Lehr, and R. Hufft, “Solitary pulmonary
lesions,”Radiology, vol. 89, no. 4, pp. 605–613, 1967.

[31] N. Asada, K. Doi, H. MacMahon, S. Montner, M. Giger, C. Abe, and Y.
Wu, “Potential usefulness of an artificial neural network for differential
diagnosis of interstitial lung diseases: Pilot study,”Radiology, vol. 177,
no. 13, pp. 857–860, 1990.

[32] K. Ashizawa, T. Ishida, H. MacMahon, C. Vyborny, S. Katsuragawa,
and K. Doi, “Artificial neural networks in chest radiography,”Academic
Radiol., vol. 6, pp. 2–9, 1999.

[33] K. Ashizawa, H. MacMahon, T. Ishida, K. Nakamura, C. Vyborny, S.
Katsuragawa, and K. Doi, “Effect of an artificial neural network on ra-
diologists’ performance in the differential diagnosis of interstitial lung
disease using chest radiographs,”Amer. J. Roentgenol., vol. 172, pp.
1311–1315, 1999.

[34] K. Abe, K. Doi, H. MacMahon, M. Giger, H. Jia, X. Chen, A. Kano, and
T. Yanagisawa, “Computer-aided diagnosis in chest radiography, pre-
liminary experience,”Investigat. Radiol., vol. 28, no. 11, pp. 987–993,
1993.

[35] K. Doi, M. Giger, R. Nishikawa, K. Hoffmann, H. MacMahon, R.
Schmidt, and K.-G. Chua, “Digital radiography: A useful clinical tool
for computer-aided diagnosis by quantitative analysis of radiographic
images,”Acta Radiologica, vol. 34, pp. 426–439, 1993.

[36] K. Doi, M. Giger, R. Nishikawa, K. Hoffmann, H. MacMahon, and R.
Schmidt, “Potential usefulness of digital imaging in clinical diagnostic
radiology: Computer-aided diagnosis,”J. Digital Imag., vol. 8, no. 1, pp.
2–7, 1995.

[37] K. Doi, M. Giger, R. Nishikawa, K. Hoffmann, H. MacMahon, R.
Schmidt, and C. Metz, “Recent progress in development of com-
puter-aided diagnostic (CAD) schemes in radiology,”Med. Imag.
Technol., vol. 13, no. 6, pp. 822–835, 1995.

[38] K. Doi, “Perspectives on digital image analysis in medical imaging:
Needs for a new science concerning technical understanding of the con-
tents of medical images,”ICRU News, vol. 1, pp. 10–14, June 1996.

[39] K. Doi, H. MacMahon, S. Katsuragawa, R. Nishikawa, and Y. Jiang,
“Computer-aided diagnosis in radiology: Potential and pitfalls,”Eur. J.
Radiol., vol. 31, pp. 97–109, 1997.

[40] K. Doi, Computer-Aided Diagnosis in Medical Imaging. Amsterdam,
The Neterlands: Elsevier, 1999. Computer-aided diagnosis and its po-
tential impact on diagnostic radiology.

[41] Handbook of Medical Imaging, 2: Medical Image Processing and Anal-
ysis, M. Sonka and J. Fitzpatrick, Eds., SPIE Press, Bellingham, Wa,
2000, pp. 399–445. Medical image interpretation.

[42] M. Giger and H. MacMahon, “Image processing and computer-aided
diagnosis,”Radiologic Clinics N. Amer., vol. 34, no. 3, pp. 565–596,
1996.

[43] H. Swett, M. Giger, and K. Doi, “Computer vision and decision
support,” inPerception of Visual Information, 2nd ed, W. Hendee and
P. Wells, Eds. Berlin, Germany: Springer-Verlag, 1997, ch. 10, pp.
297–342.

[44] K. Doi, H. MacMahon, M. Giger, and K. Hoffmann, Eds.,Computer-
Aided Diagnosis in Medical Imaging. Amsterdam, The Netherlands:
Elsevier, 1999.

[45] A. Reeves and W. Kostis, “Computer-aided diagnosis for lung cancer,”
Radiologic Clinics N. Amer., vol. 38, no. 3, pp. 497–509, 2000.

[46] C. Vyborny, M. Giger, and R. Nishikawa, “Computer-aided detection
and diagnosis of breast cancer,”Radiologic Clinics N. Amer., vol. 38,
no. 4, pp. 725–740, 2000.

[47] Handbook of Medical Imaging, 2: Medical Image Processing and Anal-
ysis, M. Sonka and J. Fitzpatrick, Eds., SPIE Press, Bellingham, Wa,
2000, pp. 915–1004. Computer-aided diagnosis in mammography.

[48] L. Squire and R. Novelline,Fundamentals of Radiology, 4th
ed. Cambridge, MA: Harvard Univ. Press, 1988.

[49] S. Lange,Radiology of Chest Diseases, Stuttgart: Georg Thieme Verlag,
1990.

[50] R. Weissleder, M. Rieumont, and J. Wittenberg,Primer of Diagnostic
Imaging, 2nd ed. St. Louis, MO: Mosby-Year Book, 1997.

[51] W. Weiser, “Sorting out interstitial lung disease,”Appl. Radiol., pp.
58–65, Apr. 1993.

[52] E. Hall, R. Kruger, S. Dwyer III, D. Hall, R. McLaren, and G. Lodwick,
“A survey of preprocessing and feature extraction techniques for radio-
graphic images,”IEEE Trans. Comput., vol. C-20, pp. 1032–1044, Sept.
1971.

[53] R. Conners and C. Harlow, “Equal probability quantizing and texture
analysis of radiographic images,”Comput. Graph. Image Processing,
vol. 8, pp. 447–463, 1978.

[54] H. McAdams, G. Johnson, S. Suddarth, and C. Ravin, “Histograms-di-
rected processing of digital chest images,”Investigat. Radiol., vol. 21,
pp. 253–259, 1986.



VAN GINNEKEN et al.: COMPUTER-AIDED DIAGNOSIS IN CHEST RADIOGRAPHY 1239

[55] S. Pizer, E. Amburn, J. Austin, R. Cromartie, A. Geselowitz, T. Greer,
B. T. H. Romeny, J. Zimmerman, and K. Zuiderveld, “Adaptive his-
togram equalization and its variations,”Comput. Vis., Graph., Image
Processing, vol. 39, pp. 355–368, 1987.

[56] R. Sherrier and G. Johnson, “Regionally adaptive histogram equalization
of the chest,”IEEE Trans. Med. Imag., vol. 6, pp. 1–7, Feb. 1987.

[57] M. I. Sezan, A. M. Tekalp, and R. Schaetzing, “Automatic anatomically
selective image enhancement in digital chest radiography,”IEEE Trans.
Med. Imag., vol. 8, pp. 154–161, Apr. 1989.

[58] K. Rehm, G. Seeley, W. Dallas, R. Ovit, and J. Seeger, “Design and
testing of artifact-suppressed adaptive histogram equalization: A con-
trast enhancement technique for display of digital chest radiographs,”J.
Thoracic Imag., vol. 5, no. 1, pp. 85–91, 1990.

[59] M. McNitt-Gray, R. Taira, S. Eldredge, and M. Razavi, “Brightness and
contract adjustments for different tissue densities in digital chest radio-
graphs,”Proc. SPIE, vol. 1445, pp. 468–478, 1991.

[60] J.-P. Bolet, A. Cowen, J. Launders, A. Davies, and R. Bury, “Progress
with an ‘all-wavelet’ approach to image enhancement and de-noising of
direct digital thorax radiographic images,” inProc. IPA’97, 1997, pp.
244–248.

[61] J. Suzuki, I. Furukawa, S. Ono, M. Kitamura, and Y. Ando, “Contrast
mapping and evaluation for electronic X-ray images on CRT display
monitor,” IEEE Trans. Med. Imag., vol. 16, pp. 772–784, June 1997.

[62] J. Boone and J. Duryea, “Filter wheel equalization for chest radiography:
A computer simulation,”Med Phys., vol. 22, no. 7, pp. 1029–1037, 1995.

[63] R. Geluk, “Digital equalization radiography,”Proc. SPIE, vol. 3659, pp.
471–477, 1999.

[64] A. Kano, K. Doi, H. MacMahon, D. Hassell, and M. Giger, “Digital
image subtraction of temporally sequential chest images for detection
of interval change,”Med Phys., vol. 21, no. 3, pp. 453–461, 1994.

[65] T. Ishida, K. Ashizawa, R. Engelmann, S. Katsuragawa, H. MacMahon,
and K. Doi, “Application of temporal subtraction for detection of in-
terval changes on chest radiographs: Improvement of subtraction images
using automated initial image matching,”J. Digital Imag., vol. 12, no.
2, pp. 77–86, 1999.

[66] T. Ishida, S. Katsuragawa, K. Nakamura, H. MacMahon, and K. Doi,
“Iterative image warping technique for temporal subtraction of sequen-
tial chest radiographs to detect interval change,”Med Phys., vol. 26, pp.
1320–1329, 1999.

[67] S. Katsuragawa, H. Tagashira, Q. Li, H. MacMahon, and K. Doi,
“Comparison of the quality of temporal subtraction images obtained
with manual and automated methods of digital chest radiography,”J.
Digital Imag., vol. 12, no. 4, pp. 166–172, 1999.

[68] M. Difazio, H. MacMahon, X.-W. Xu, P. Tsai, J. Shiraishi, S. Armato III,
and K. Doi, “Digital chest radiography: Effect of temporal subtraction
images on detection accuracy,”Radiology, vol. 202, pp. 447–452, 1997.

[69] H. Zhao, S. Lo, M. Freedman, and S. Mun, “On automatic temporal
subtraction of chest radiographs and its enhancement for lung cancers,”
Proc. SPIE, vol. 4322, pp. 1867–1872, 2001.

[70] Q. Li, S. Katsuragawa, T. Ishida, H. Yoshida, S. Tsukuda, H. MacMahon,
and K. Doi, “Contralateral subtraction: A novel technique for detection
of asymmetric abnormalities on digital chest radiographs,”Med Phys.,
vol. 27, no. 1, pp. 47–55, 2000.

[71] Q. Li, S. Katsuragawa, and K. Doi, “Improved contralateral subtraction
images by use of elastic matching technique,”Med Phys., vol. 27, no. 8,
pp. 1934–1942, 2000.

[72] H. Yoshida, “Multiresolution nonrigid image registration method and its
application to removal of normal anatomical structures in chest radio-
graphs,” presented at the Int. Conf. Image Processing (ICIP’99, Kobe,
Japan), Paper 27AP4.11, 1999.

[73] H. Yoshida and K. Doi, “Computerized detection of pulmonary nodules
in chest radiographs: Reduction of false positives based on symmetry
between left and right lungs,”Proc. SPIE, vol. 3979, pp. 97–102, 2000.

[74] H. Yoshida, “Local contralateral subtraction based on simultaneous seg-
mentation and registration method for computerized detection of pul-
monary nodules,”Proc. SPIE, vol. 4322, pp. 426–430, 2001.

[75] F. Vogelsang, F. Weiler, J. Dahmen, M. Kilbinger, B. Wein, and R. Gün-
ther, “Detection and compensation of rib structures in chest radiographs
for diagnose assistance,”Proc. SPIE, vol. 3338, pp. 774–785, 1998.

[76] F. Vogelsang, M. Kohnen, H. Schneider, F. Weiler, M. Kilbinger, B.
Wein, and R. Günther, “Skeletal maturity determination from hand ra-
diograph by model based analysis,”Proc. SPIE, vol. 3979, pp. 294–305,
2000.

[77] J. Toriwaki, Y. Suenaga, T. Negoro, and T. Fukumura, “Pattern recogni-
tion of chest X-ray images,”Comput. Graph. Image Processing, vol. 2,
pp. 252–271, 1973.

[78] J. Toriwaki, J. Hasegawa, T. Fukumura, and Y. Takagi, “Computer
analysis of chest photofluorograms and its applications to automated
screening,”Automedica, vol. 3, pp. 63–81, 1980.

[79] C. Harlow and S. Eisenbeis, “The analysis of radiographic images,”
IEEE Trans. Computers, vol. 22, pp. 678–689, July 1973.

[80] Y. Chien and K. Fu, “A decision function method for boundary detec-
tion,” Comput. Graph. Image Processing, vol. 3, pp. 125–140, 1974.

[81] , “Recognition of X-ray picture patterns,”IEEE Trans. Syst., Man
Cybern., vol. SMC-4, pp. 145–156, Feb. 1974.

[82] A. Hasegawa, S. Lo, M. Freedman, and S. Mun, “Convolution neural
network based detection of lung structures,”Proc. SPIE, vol. 2167, pp.
654–662, 1994.

[83] E. Pietka, “Lung segmentation in digital chest radiographs,”J. Digital
Imag., vol. 2, pp. 79–84, 1994.

[84] M. McNitt-Gray, J. Sayre, H. Huang, and M. Razavi, “A pattern clas-
sification approach to segmentation of chest radiographs,”Proc. SPIE,
vol. 1898, pp. 160–170, 1993.

[85] M. McNitt-Gray, H. Huang, and J. Sayre, “Feature selection in the pat-
tern classification problem of digital chest radiograph segmentation,”
IEEE Trans. Med. Imag., vol. 14, pp. 537–547, June 1995.

[86] J. Duryea and J. Boone, “A fully automatic algorithm for the segmenta-
tion of lung fields in digital chest radiographic images,”Med Phys., vol.
22, no. 2, pp. 183–191, 1995.

[87] X. Xu and K. Doi, “Image feature analysis for computer-aided diagnosis:
Accurate determination of ribcage boundary in chest radiographs,”Med
Phys., vol. 22, no. 5, pp. 617–626, 1995.

[88] , “Image feature analysis for computer-aided diagnosis: Detection
of right and left hemidiaphragm edges and delineation of lung field in
chest radiographs,”Med Phys., vol. 23, no. 9, pp. 1613–1624, 1996.

[89] S. Armato, M. Giger, and H. MacMahon, “Computerized delineation
and analysis of costophrenic angles in digital chest radiographs,”Aca-
demic Radiol., vol. 5, pp. 329–335, 1998.

[90] S. Armato, M. Giger, K. Ashizawa, and H. MacMahon, “Automated lung
segmentation in digital lateral chest radiographs,”Med Phys., vol. 24,
no. 8, pp. 1507–1520, 1998.

[91] S. Armato, M. Giger, and H. MacMahon, “Automated lung segmenta-
tion in digitized postero-anterior chest radiographs,”Academic Radiol.,
vol. 4, pp. 245–255, 1998.

[92] F. Carrascal, J. Carreira, M. Souto, P. Tahoces, L. Gomez, and J.
Vidal, “Automatic calculation of total lung capacity from automatically
traced lung boundaries in postero-anterior and lateral digital chest
radiographs,”Med Phys., vol. 25, no. 7, pp. 1118–1131, 1998.

[93] N. Vittitoe, R. Vargas-Voracek, and C. Floyd, Jr., “Identification of lung
regions in chest radiographs using Markov Random Field modeling,”
Med Phys., vol. 25, no. 6, pp. 976–985, 1998.

[94] O. Tsujii, M. Freedman, and S. Mun, “Automated segmentation of
anatomic regions in chest radiographs using an adaptive-sized hybrid
neural network,”Med Phys., vol. 25, no. 6, pp. 998–1007, 1998.

[95] L. Wilson, M. Brown, B. Doust, R. Gill, S. Brown, and D. Nair, “Com-
puter-aided diagnosis using anatomical models,”Med. Imag. Technol.,
vol. 6, no. 14, pp. 652–663, 1996.

[96] M. Brown, L. Wilson, B. Doust, R. Gill, and C. Sun, “Knowledge-based
method for segmentation and analysis of lung boundaries in chest X-ray
images,”Computerized Med. Imag. Graph., vol. 22, pp. 463–477, 1998.

[97] N. Vittitoe, R. Vargas-Voracek, and C. Floyd, Jr., “Markov random field
modeling in posteroanterior chest radiograph segmentation,”Med Phys.,
vol. 26, no. 8, pp. 1670–1677, 1999.

[98] B. V. Ginneken and B. T. H. Romeny, “Automatic segmentation of lung
fields in chest radiographs,”Med Phys., vol. 27, no. 10, pp. 2445–2455,
2000.

[99] B. V. Ginneken, “Computer-Aided Diagnosis in Chest Radiography,”
Ph.D. dissertation, Utrecht Univ., Utrecht, The Netherlands, Mar. 2001.

[100] T. Cootes, C. Taylor, D. Cooper, and J. Graham, “Active shape
models—Their training and application,”Comput. Vis. Image Under-
standing, vol. 61, no. 1, pp. 38–59, 1995.

[101] R. Kruger, J. Townes, D. Hall, S. Dwyer III, and G. Lodwick, “Auto-
mated radiographic diagnosis via feature extraction and classification
of cardiac size and shape descriptors,”IEEE Trans. Biomed. Eng., vol.
BME-19, no. 3, pp. 174–186, 1972.

[102] R. Sutton and E. Hall, “Texture measures for automatic classification
of pulmonary disease,”IEEE Trans. Comput., vol. C-21, pp. 667–676,
1972.

[103] J. Paul, M. Levine, R. Fraser, and C. Laszlo, “The measurement of total
lung capacity based on a computer analysis of anterior and lateral ra-
diographic chest images,”IEEE Trans. Biomed. Eng., vol. BME-21, pp.
444–451, June 1974.

[104] E. Hall, W. Crawford, Jr., and F. Roberts, “Computer classification
of pneumoconiosis from radiographs of coal workers,”IEEE Trans.
Biomed. Eng., vol. BME-22, pp. 518–527, June 1975.

[105] J. Jagoe and K. Paton, “Reading chest radiographs for pneumoconiosis
by computer,”Br. J. Ind. Med., vol. 32, pp. 267–272, 1975.



1240 IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 20, NO. 12, DECEMBER 2001

[106] H. Chotas and C. Ravin, “Chest radiography: Estimated lung volume
and projected area obscured by the heart, mediastinum, and diaphragm,”
Radiology, vol. 193, no. 2, pp. 403–404, 1994.

[107] H. Wechsler,Automatic Detection of Rib Contours in Chest Radio-
graphs. New York: Birkhauser Verlag, 1977.

[108] H. Wechsler and J. Sklansky, “Finding the rib cage in chest radiographs,”
Pattern Recogn., vol. 9, pp. 21–30, 1977.

[109] H. Wechsler, “Image processing algorithms applied to rib boundary de-
tection in chest radiographs,”Comput. Graph. Image Processing, vol. 7,
pp. 375–390, 1978.

[110] D. Ballard, “Model-directed detection of ribs in chest radiographs,” in
Proc. 4th Int. Joint Conf. Pattern Recognition, 1978, pp. 907–910.

[111] P. D. Souza, “Automatic rib detection in chest radiographs,”Comput.
Vis. Graph. Image Processing, vol. 23, pp. 129–161, 1983.

[112] G. Powell, K. Doi, and S. Katsuragawa, “Localization of inter-rib spaces
for lung texture analysis and computer-aided diagnosis in digital chest
images,”Med Phys., vol. 15, no. 4, pp. 581–587, 1988.

[113] S. Sanada, K. Doi, and H. MacMahon, “Image feature analysis and com-
puter-aided diagnosis in digital radiography: Automated delineation of
posterior ribs in chest images,”Med Phys., vol. 18, no. 5, pp. 964–971,
1991.

[114] Z. Yue, A. Goshtasby, and L. Ackerman, “Automatic detection of rib
borders in chest radiographs,”IEEE Trans. Med. Imag., vol. 14, pp.
525–536, June 1995.

[115] B. V. Ginneken and B. T. H. Romeny, “Automatic delineation of ribs in
chest radiographs,”Proc. SPIE, vol. 3979, pp. 825–836, 2000.

[116] X. Chen, K. Doi, S. Katsuragawa, and H. MacMahon, “Automated se-
lection of regions of interest for quantitative analysis of lung textures in
digital chest radiographs,”Med Phys., vol. 20, no. 4, pp. 975–982, 1993.

[117] D. Hall, G. Lodwick, R. Kruger, and S. Dwyer III, “Computer diag-
nosis of heart disease,”Radiological Clinics N. Amer., vol. 9, no. 3, pp.
533–541, 1971.

[118] N. Sezaki and K. Ukena, “Automatic computation of the cardiothoracic
ratio with application to mass screening,”IEEE Trans. Biomed. Eng.,
vol. BME-20, pp. 248–253, Apr. 1973.

[119] N. Nakamori, K. Doi, V. Sabeti, and H. MacMahon, “Image feature anal-
ysis and computer-aided diagnosis in digital radiography: Automated
analysis of sizes of heart and lung in chest images,”Med Phys., vol. 17,
no. 3, pp. 342–350, 1990.

[120] N. Nakamori, K. Doi, H. MacMahon, Y. Sasaki, and S. Montner, “Ef-
fect of heart-size parameters computed from digital chest radiographs
on detection of cardiomegaly: Potential usefulness for computer-aided
diagnosis,”Investigat. Radiol., vol. 26, no. 6, pp. 546–550, 1991.

[121] S. Armato, M. Giger, and H. MacMahon, “Computerized detection of
abnormal asymmetry in digital chest radiographs,”Med Phys., vol. 21,
no. 11, pp. 1761–1768, 1994.

[122] H. MacMahon, K. Liu, S. Montner, and K. Doi, “The nature and subtlety
of abnormal findings in chest radiographs,”Med Phys., vol. 18, no. 2,
pp. 206–210, 1991.

[123] F. Roellinger, A. Kahveci, J. Chang, C. Harlow, S. Dwyer III, and G.
Lodwick, “Computer analysis of radiographic images,”Comput. Graph.
Image Processing, vol. 2, pp. 232–251, 1973.

[124] J. Sklansky and D. Ballard, “Tumor detection in radiographs,”Comput.
Biomed. Res., vol. 6, no. 4, pp. 299–321, 1973.

[125] D. Ballard, Hierarchic Recognition of Tumors in Chest Radio-
graphs. New York: Birkhauser Verlag, 1976.

[126] D. Ballard and J. Sklansky, “A ladder-structured decision tree for rec-
ognizing tumors in chest radiographs,”IEEE Trans. Comput., vol. C-20,
pp. 503–513, 1976.

[127] J. Sklansky and D. Petkovic´, “Two-resolution detection of lung tumors
in chest radiographs,” inMultiresolution Image Processing and Anal-
ysis, A. Rosenfeld, Ed, Berlin, Germany: Springer-Verlag, 1984, pp.
365–378.

[128] W. Lampeter and J. Wandtke, “Computerized search of chest radio-
graphs for nodules,”Investigat. Radiol., vol. 21, pp. 384–390, 1986.

[129] M. Giger, K. Doi, and H. MacMahon, “Image feature analysis and
computer-aided diagnosis in digital radiography: Automated detection
of nodules in peripheral lung fields,”Med Phys., vol. 15, no. 2, pp.
158–166, 1988.

[130] H. Yoshimura, M. Giger, K. Doi, H. MacMahon, and S. Montner, “Com-
puterized scheme for the detection of pulmonary nodules: A nonlinear
filtering technique,”Investigat. Radiol., vol. 27, pp. 124–127, 1992.

[131] H. Suzuki, N. Inaoka, H. Takabatake, M. Mori, H. Natori, and A. Suzuki,
“An experimental system for detecting lung nodules by chest X-ray
image processing,”Proc. SPIE, vol. 1450, pp. 99–107, 1991.

[132] H. Suzuki and N. Inaoka, “Development of a computer-aided detection
system for lung cancer diagnosis,”Proc. SPIE, vol. 1652, pp. 567–571,
1992.

[133] S.-C. Lo, M. Freedman, J.-S. Lin, and S. Mun, “Automatic lung nodule
detection using profile matching and back-propagation neural network
techniques,”J. Digital Imag., vol. 6, no. 1, pp. 48–54, 1993.

[134] H. Yoshida, X. Xu, K. Doi, and M. Giger, “Computer-aided diagnosis
(CAD) scheme for detecting pulmonary nodules using wavelet trans-
forms,” Proc. SPIE, vol. 2434, pp. 621–626, 1995.

[135] F. Mao, W. Qian, J. Gaviria, and L. Clarke, “Fragmentary window fil-
tering for multiscale lung nodule detection,”Academic Radiol., vol. 5,
no. 4, pp. 306–311, 1998.

[136] J. Wei, Y. Hagihara, and H. Kobatake, “Detection of cancerous tumors
on chest X-ray images—Candidate detection filter and its evaluation,”
presented at the Int. Conf. Image Processing (ICIP’99), Paper 27AP4.2,
1999.

[137] P. Sankar and J. Sklansky, “A Gestalt guided heuristic boundary follower
for X-ray images of lung nodules,”IEEE Trans. Pattern Anal. Machine
Intell., vol. PAMI-4, pp. 326–331, Mar. 1982.

[138] W. Lampeter, “ANDS-V1 computer detection of lung nodules,”Proc.
SPIE, vol. 555, pp. 253–261, 1985.

[139] M. Giger, K. Doi, H. MacMahon, C. Metz, and F.-F. Yin, “Pulmonary
nodules: Computer-aided detection in digital chest images,”Radio-
graphics, vol. 10, pp. 41–51, 1990.

[140] G. Cox, F. Hoare, and G. D. Jager, “Experiments in lung cancer nodule
detection using texture analysis and neural network classifiers,” pre-
sented at the 3rd S. African Workshop Pattern Recognition, 1992.

[141] R. Haralick, K. Shanmugam, and I. Dinstein, “Textural features for
image classification,”IEEE Trans. Syst., Man Cybern., vol. SMC-3,
pp. 610–621, 1973.

[142] K. Laws, “Texture image segmentation,” Ph.D. dissertation, Univ.
Southern Calif., Los Angeles, 1980.

[143] T. Matsumoto, H. Yoshimura, K. Doi, M. Giger, A. Kano, H.
MacMahon, M. Abe, and S. Montner, “Image feature analysis of
false-positive diagnoses produced by automated detection of lung
nodules,”Investigat. Radiol., vol. 27, no. 8, pp. 587–579, 1992.

[144] Y. P. Chiou, J.-S. Lin, Y. F. Lure, P. Ligomenides, M. Freedman, and
S. Fritz, “Shape feature analysis using artificial neural networks for im-
provements of hybrid lung nodule detection (hlnd) system,”Proc. SPIE,
vol. 1898, pp. 609–617, 1993.

[145] Y. Wu, K. Doi, M. Giger, C. Metz, and W. Zhang, “Reduction of false
positives in computerized detection of lung nodules in chest radiographs
using artificial neural networks, discriminant analysis, and a rule-based
scheme,”J. Digital Imag., vol. 7, no. 4, pp. 196–207, 1994.

[146] S.-C. Lo, S.-L. Lou, J.-S. Lin, M. Freedman, M. Chien, and S. Mun,
“Artificial convolution neural network techniques and applications for
lung nodule detection,”IEEE Trans. Med. Imag., vol. 14, pp. 711–718,
Aug. 1995.

[147] J.-S. Lin, A. Hasegawa, M. Freedman, and S. Mun, “Differentiation be-
tween nodules and end-on vessels using a convolution neural network
architecture,”J. Digital Imag., vol. 8, no. 3, pp. 132–141, 1995.

[148] J.-S. Lin, S. Lo, A. Hasegawa, M. Freedman, and S. Mun, “Reduction
of false positives in lung nodule detection using a two-level neural clas-
sification,” IEEE Trans. Med. Imag., vol. 15, pp. 206–217, Feb. 1996.

[149] C. Floyd, E. Patz, J. Lo, N. Vittittoe, and L. Stambaugh, “Diffuse nodular
lung disease on chest radiographs: A pilot study of characterization by
fractal dimension,”Amer. J. Roentgenol., vol. 167, pp. 1185–1187, 1996.

[150] N. Vittitoe, J. Baker, and C. Floyd, Jr., “Fractal texture analysis in com-
puter-aided diagnosis of solitary pulmonary nodules,”Academic Ra-
diol., vol. 4, pp. 96–101, 1997.

[151] X. Xu, H. MacMahon, M. Giger, and K. Doi, “Adaptive feature analysis
of false positives for computerized detection of lung nodules in digital
chest radiographs,”Proc. SPIE, vol. 3034, pp. 428–436, 1997.

[152] M. Carreira, D. Cabello, M. Penedo, and A. Mosquera, “Computer-aided
diagnoses: Automatic detection of lung nodules,”Med Phys., vol. 25, no.
10, pp. 1998–2006, 1998.

[153] M. Penedo, M. Carreira, A. Mosquera, and D. Cabello, “Computer-aided
diagnosis: A neural-network-based approach to lung nodule detection,”
IEEE Trans. Med. Imag., vol. 17, pp. 872–880, June 1998.

[154] X. Xu, S. Katsuragawa, K. Ashizawa, H. MacMahon, and K. Doi, “Anal-
ysis of image features of histograms of edge gradient for false positive
reduction in lung nodule detection in chest radiographs,”Proc. SPIE,
vol. 3338, pp. 318–326, 1998.

[155] M. Casaldi, G. Russo, G. Scarano, and P. Talone, “Automatic detection
of lung nodules: Application to radiograms lossy coding,”Proc. SPIE,
vol. 3338, pp. 1365–1376, 1998.

[156] K. Nakamura, H. Yoshida, R. Engelmann, H. MacMahon, S. Katsura-
gawa, T. Ishida, K. Ahizawa, and K. Doi, “Computerized analysis of the
likelihood of malignancy in solitary pulmonary nodules with use of ar-
tificial neural networks,”Radiology, vol. 214, pp. 823–830, 2000.



VAN GINNEKEN et al.: COMPUTER-AIDED DIAGNOSIS IN CHEST RADIOGRAPHY 1241

[157] D. Catarious, Jr., A. Baydush, and C. Floyd, Jr., “Initial development of
a computer-aided diagnosis tool for solitary pulmonary nodules,”Proc.
SPIE, vol. 4322, pp. 710–717, 2001.

[158] Q. Li, S. Katsuragawa, R. Engelmann, S. Armoto, H. MacMahon, and
K. Doi, “Development of a multiple-templates matching techinque for
removal of false positives in computer-aided diagnostic scheme,”Proc.
SPIE, vol. 4322, pp. 1763–1770, 2001.

[159] J. Muhm, W. Miller, R. Fontana, D. Sanderson, and M. Uhlenhopp,
“Lung cancer detected during a screening program using four-month
chest radiographs,”Radiology, vol. 148, pp. 609–615, 1983.

[160] A. Jain,Fundamentals of Digital Image Processing. Englewood Cliffs,
NJ: Prentice Hall, 1989.

[161] J. Shiraishi, S. Katsuragawa, J. Ikezoe, T. Matsumoto, T. Kobayashi, K.
Komatsu, M. Matsui, H. Fujita, Y. Kodera, and K. Doi, “Development
of a digital image database for chest radiographs with and without a
lung nodule: Receiver operating characteristic analysis of radiologists’
detection of pulmonary nodules,”Amer. J. Roentgenol., vol. 174, pp.
71–74, 2000.

[162] R. Nishikawa, M. Giger, K. Doi, C. Metz, F.-F. Yin, V. C. J.<Author:
Please supply last name?>, and R. Schmidt, “Effect of case selection
of the performance of computer-aided detection schemes,”Med Phys.,
vol. 21, no. 2, pp. 265–269, 1994.

[163] C. Metz, “ROC methodology in radiologic imaging,”Investigat. Radiol.,
vol. 21, no. 9, pp. 720–733, 1986.

[164] , “Some practical issues of experimental design and data analysis
in radiological ROC studies,”Investigat. Radiol., vol. 24, no. 3, pp.
234–245, 1989.

[165] J. Gurney and S. Swensen, “Solitary pulmonary nodules: Determining
the likelihood of malignancy with neural network analysis,”Radiology,
vol. 196, pp. 823–829, 1995.

[166] T. Matsumoto, H. Yoshimura, M. Giger, K. Doi, A. Kano, H.
MacMahon, M. Abe, and S. Montner, “Potential usefulness of com-
puterized nodule detection in screening programs for lung cancer,”
Investigat. Radiol., vol. 27, pp. 471–475, 1992.

[167] T. Kobayashi, X.-W. Xu, H. MacMahon, C. Metz, and K. Doi, “Ef-
fect of a computer-aided diagnosis scheme on radiologists’ performance
in detection of lung nodules on radiographs,”Radiology, vol. 199, pp.
843–848, 1996.

[168] H. MacMahon, R. Engelmann, F. Behlen, K. Hoffmann, T. Ishida, C.
Roe, C. Metz, and K. Doi, “Computer-aided diagnosis of pulmonary
nodules: Results of a large-scale observer test,”Radiology, vol. 213, pp.
723–726, 1999.

[169] H. Kundel, G. Revesz, and L. Toto, “Contrast gradient and the detection
of lung nodules,”Investigat. Radiol., vol. 14, pp. 18–22, 1979.

[170] L. Quekel, “Detectability of early lung cancer on the chest radiograph: A
study on miss rate and observer performance in clinical practice,” Ph.D.
dissertation, Maastricht Univ.,<Location?>, 2001.

[171] R. Sherrier, G. Johnson, S. Suddarth, C. Chiles, C. Hulka, and C. Ravin,
“Digital synthesis of lung nodules,”Investigat. Radiol., vol. 20, no. 9,
pp. 933–937, 1985.

[172] R. Haralick, “Statistical and structural approaches to texture,”Proc.
IEEE, vol. 67, pp. 786–804, May 1979.

[173] G. Revesz and H. Kundel, “Feasibility of classifying disseminated pul-
monary diseases based on their Fourier spectra,”Investigat. Radiol., vol.
8, pp. 345–349, 1973.

[174] H. Stark and D. Lee, “An optical-digital approach to the pattern recogni-
tion of coal workers’ pneumoconiosis,”IEEE Trans. Syst., Man Cybern.,
vol. SMC-6, pp. 788–793, Nov. 1976.

[175] R. Kruger, W. Thompson, and A. Turner, “Computer diagnosis of pneu-
moconiosis,”IEEE Trans. Syst., Man, Cybern., vol. SMC-4, p. 40, 1974.

[176] A. Turner, R. Kruger, and W. Thompson, “Automated computer
screening of chest radiographs for pneumoconiosis,”Investigat.
Radiol., vol. 11, no. 4, pp. 258–266, 1976.

[177] E. Hall, R. Kruger, and A. Turner, “An optical-digital system for auto-
matic processing of chest X-rays,”Opt. Eng., vol. 13, no. 3, pp. 250–257,
1974.

[178] R. Ledley, H. Huang, and L. Rotola, “A texture analysis method in clas-
sification of coal workers’ pneumoconiosis,”Comput. Biol. Med., vol.
5, pp. 53–67, 1975.

[179] J. Jagoe and K. Paton, “Measurement of pneumoconiosis by computer,”
IEEE Trans. Comput., vol. C-25, pp. 95–97, 1976.

[180] J. Jagoe, “Gradient pattern coding—An application to the measurement
of pneumoconiosis in chest X-rays,”Comput. Biomed. Res., vol. 12, pp.
1–15, 1979.

[181] C. Li and A. Savol, “Computer analysis of small opacities in coal
miners’ chest X-rays,”Proc. IEEE Int. Conf. Cybernetics and Society,
pp. 422–428, 1977.

[182] P. Soliz, M. Pattichis, J. Ramachandran, and D. James, “Computer-as-
sisted diagnosis of chest radiographs for pneumoconioses,” inSPIE, vol.
4322, 2001, pp. 667–657.

[183] R. Tully, R. Conners, C. Harlow, G. Larsen, S. Dwyer, III, and G. Lod-
wick, “Interactive analysis of pulmonary infiltration,” inProc. 3rd Int.
Joint Conf. Pattern Recognition, 1976, pp. 238–242.

[184] R. Tully, R. Connors, C. Harlow, and G. Lodwick, “Toward computer
analysis of pulmonary infiltration,”Investigat. Radiol., vol. 13, pp.
298–305, 1978.

[185] S. Katsuragawa, K. Doi, and H. MacMahon, “Image feature analysis and
computer-aided diagnosis in digital radiography: Detection and charac-
terization of interstitial lung disease in digital chest radiographs,”Med
Phys., vol. 15, no. 3, pp. 311–319, 1988.

[186] , “Image feature analysis and computer-aided diagnosis in digital
radiography: Classification of normal and abnormal lungs with intersti-
tial disease in chest images,”Med Phys., vol. 16, no. 1, pp. 38–44, 1989.

[187] S. Katsuragawa, K. Doi, H. MacMahon, N. Nakamori, Y. Sasaki, and J.
Fennessy, “Quantitative computer-aided analysis of lung texture in chest
radiographs,”Radiographics, vol. 10, no. 2, pp. 257–269, 1990.

[188] L. Monnier-Cholley, H. MacMahon, S. Katsuragawa, J. Morishita, T.
Ishida, and K. Doi, “Computerized analysis of interstitial infiltrates on
chest radiographs: A new scheme based on geometric pattern features
and Fourier analysis,”Academic Radiol., vol. 2, pp. 455–462, 1995.

[189] S. Katsuragawa, K. Doi, H. MacMahon, L. Monnier-Cholley, J. Mor-
ishita, and T. Ishida, “Quantitative analysis of geometric pattern features
of interstitial infiltrates in digital chest radiographs: Preliminary results,”
J.Digital Imag., vol. 9, no. 3, pp. 137–144, 1996.

[190] T. Ishida, S. Katsuragawa, T. Kobeyashi, H. MacMahon, and K. Doi,
“Computerized analysis of interstitial disease in chest radiographs: Im-
provement of geometric-pattern feature analysis,”Med Phys., vol. 24,
no. 6, pp. 915–924, 1997.

[191] T. Ishida, S. Katsuragawa, K. Ashizawa, H. MacMahon, and K. Doi,
“Application of artificial neural networks for quantitative analysis of
image data in chest radiographs for detection of interstitial lung disease,”
J. Digital Imag., vol. 11, no. 4, pp. 182–192, 1998.

[192] S. Katsuragawa, K. Doi, H. MacMahon, L. Monnier-Cholley, T. Ishida,
and T. Kobayashi, “Classification of normal and abnormal lungs with
interstitial diseases by rule-based method and artificial neural networks,”
J. Digital Imag., vol. 10, no. 3, pp. 108–114, 1997.

[193] L. Monnier-Cholley, H. MacMahon, S. Katsuragawa, J. Morishita, T.
Ishida, and K. Doi, “Computer-aided diagnosis for detection of intersti-
tial opacities on chest radiographs,”Amer. J. Roentgenol., vol. 171, pp.
1651–1656, 1998.

[194] S. Kido, J. Ikezoe, H. Naito, M. Masuike, S. Tamura, and T. Kozuka,
“An image analyzing system for interstitial lung abnormalities in chest
radiography,”Radiographics, vol. 15, pp. 1457–1464, 1995.

[195] S. Kido, J. Ikezoe, H. Naito, S. Tamura, and S. Machi, “Fractal analysis
of interstitial lung abnormalities in chest radiography,”Radiographics,
vol. 15, pp. 1457–1464, 1995.

[196] J. Veenland, J. Grashuis, and E. Gelsema, “Texture analysis in radio-
graphs: The influence of modulation transfer function and noise on the
discriminative ability of texture features,”Med Phys., vol. 25, no. 6, pp.
922–936, 1998.

[197] J. Veenland, J. Grashuis, F. V. D. Meer, A. Beckers, and E. Gelsema,
“Estimation of fractal dimension in radiographs,”Med Phys., vol. 23,
no. 4, pp. 585–594, 1996.

[198] J. Morishita, K. Doi, S. Katsuragawa, L. Monnier-Cholley, and H.
MacMahon, “Computer-aided diagnosis for interstitial infiltrates in
chest radiographs: Optical-density dependence of texture measures,”
Med Phys., vol. 22, no. 9, pp. 1515–1522, 1995.

[199] S. Sanada, K. Doi, and H. MacMahon, “Image feature analysis and
computer-aided diagnosis in digital radiography: Automated detection
of pneumothorax in chest images,”Med Phys., vol. 19, no. 5, pp.
1153–1160, 1992.

[200] C. White and C. Meyer, “Missed lung cancer: Medicolegal implica-
tions,” Appl. Radiol., vol. 27, no. 8, 1998.


